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Abstract

The aim of this research is to develop realistic models abdaramic cross-coupling
effects that can be incorporated in real-time or near real-$imelations of Unmanned
Aerial Vehicles (UAVS) in close formation flight. These wdydermit the assessment of
the risks and issues associated with wake vortex evolutidreacounter and the anal-
ysis of their consequences on the design of automatic daystems and the develop-
ment of safe and reliable operating procedures. A numberaiewortex modelling
techniques that can be used in formation flight simulatioeseviewed. A novel Wake
Vortex Model (WVM) is developed, implemented, verified,idated and successfully
integrated within a Matlaisimulink simulation environment. The code, named ELL
because it is based on Weissinger’s extended lifting lim®myy meets the following
requirements: (i) it is generic and can easily be adapteddoraodate any wing plan-
form and air vehicle configuration; (ii) it is computatiolyalapid enough to be used in
real-time or near real-time simulations; (iii) and it iffsciently representative to sup-
port studies of aerodynamic interaction between multipleehicles during formation
reconfiguration and air-to-air refuelling simulations.m@iink test scenarios of two
Aerosonde UAVs are developed to test and validate the usélofniithin simulation
models, and the simulation environment is interfaced wisiualisation tools in order
to facilitate the evaluation of multiple air vehicle dynanmteraction.
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Chapter 1

Introduction

1.1 Background

UAVs (Unmanned Aerial Vehicles) constitute a valuable obsgon platform — be-
tween ground-based sensors and high-flying satellites -a @hdaper, safer alternative
to large, piloted aircraft. During the last decade, UAVsdavostly been employed
by the military to perform dull, dirty or dangerous dutiesifamonly referred to as the
three “D” missions), including ground attacks, battlefiel@mmand, reconnaissance
and surveillance. Today, the “bird’s eye view” they provides potential applications in
many other areas, such as homeland security (police slarved, border patrol, etc.),
public services (fire fighting, search and rescue, powerdind pipeline inspections,
chemical and pollution sensing, climate monitoring, etar)d the commercial sector
(geographic surveys, aerial communications networkg) spraying, etc.). Japan has
been using remote controlled helicopters to perform crgpeaation and spraying for
almost 20 years [Dalamagkidis, Valavanis and Piegl, 2068nSHan and Yeo, 2009].
In 2002, Japan counted more than 2000 motorbike-sized YarRABAX models in
service, and in 2008 the fleet of Japanese industrial UAVoi&itlimbered the fleet of
manned vehicles used for agriculture purposes. Since Jap@anese UAVs have also
been used to monitor active volcanoes.

However, expanding the use of UAVs to routine commercial @mtdian applications
requires their integration into non-segregated airspaug, therefore, the establishment
of an appropriate regulatory framework [Dalamagkidis avahis and Piegl, 2008; Loh,
Bian and Roe, 2009]. The British national programme ASTRABAtonomous Sys-
tems Technology Related Airborne Evaluation & Assessmémtded by the govern-
ment’s Department of Trade and Industry, focuses on thelolewvent of new and ex-
isting technologies, systems, facilities, regulationd protocols which are needed to
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2 1. Introduction

allow uninhabited air vehicles to operate safely and ralyim the British controlled
airspace, thereby bringing economic, environmental acdrgg benefits to the UK.
Further information about the ASTRAEA programme may be tbon the project
website ASTRAEA Website: htgfivww.projectastraea.co.giN.d.].

Finally, as some UAV missions require close proximity fotioa flying, a detailed
understanding of the interactive coupling between airalekiis needed to maintain a
safe formation and to avoid excessive structural and cbio@ds. Therefore, in order
to investigate safe and reliable operating procedureddsedormation flight, analyse
structural loading, and design and test automatic conyrstiesns, realistic models of
the wake vortex fects induced by one vehicle upon another need to be devetouked
incorporated into real-time or near real-time simulatiosionments.

1.2 Objectives & Requirements of the Research

This research has been undertaken in cooperation with @olph@and in support of

the British national programme ASTRAEA (see Section 1.1he &im of the work

presented in this thesis has been to develop realistic mad&erodynamic coupling
between air vehicles flying in close proximity in order to ipérthe assessment of
the risks and issues associated with wake vortex evolutihesmcounter. This was
achieved by pursuing the following objectives:

1. Identify the diterent wake vortex modelling techniques and review the wark ¢
ried out on autonomous formation flight, including autonermaerial refuelling.

2. Develop, verify and validate a Wake Vortex Model (WVM) timaeets the fol-
lowing requirements:

e be generic and easily adapted to fit any wing planform andedircle con-
figuration,

e be computationally rapid enough to be used in real-time ar neal-time
simulations, and

¢ be stuficiently representative to support studies of aerodynantéeraction
between multiple air vehicles during formation reconfigura and air-to-
air refuelling simulations.

3. Design a Flight Control System (FCS) and autopilot fuorddifor the Aerosonde
UAV (using an available Aerosonde dynamics model) in ordesdidate and test
the WVM in UAV close formation flight simulations.
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4. Interface visualisation tools with the simulation eoviment in order to facilitate
the evaluation of multiple air vehicle dynamic interaction

1.3 Thesis Outline

The layout of this thesis reflects the objectives stated tti@e 1.2. Chapter 2 sum-
marises the work published on wake vortdbeets characterisation (Section 2.1), and
reviews the approaches to the modelling of theSecés in the case of close forma-
tion flight and aerial refuelling (Section 2.2). The reséatarried out in the field of
autonomous formation flight is also presented (Section, 2i8hg with the difterent
simulation environments and visualisation techniquest{Se 2.4).

The theoretical background necessary to the WVM developmeartroduced in Chap-
ter 3. This material is drawn from Schlichting [1979], Ansien [2007], Bertin and
Smith [1998], Katz and Plotkin [2001] and Houghton and Catpe[1993], and in-
cludes some elements of potential flow theory (Section adjyell as an overview of
Prandtl’s classical lifting line theory (Section 3.2) arfd/deissinger’s extended lifting
line theory (Section 3.3). These are followed by a discusaimout the consideration
of viscosity dfects — vortex cores and vortex velocity distribution prafiteleading to
the choice of a wake vortex modelling technique, a vorteXilgrand a viscous core
(Section 3.4).

Chapter 4 discusses the development (Section 4.2) and phermentation (Section 4.3)
of a novel WVM. The code (ELL) computes the steady-statecreés induced on one
air vehicle by the wake(s) of the others using the Kurylowrohtex model in combi-
nation with Weissinger’'s extended lifting line theory. thermore, in order to facilitate
reconfiguration scenarios where the relative positione@fehicles within the forma-
tion vary, thereby modifying the influence of one aircrafonpanother, each vehicle
must be capable of behaving as both a wake-generating anédeaamaountering en-
tity depending on its position relative to the others. Tkiachieved by modelling all
aircraft using the same technique.

Chapter 5 describes how ELL was verified (Section 5.3) andlatdd (Section 5.4).

The verification process includes the analysis of the infteean the induced velocity
field of: (i) the choice of a reference frame (SubsectionZj;ii) the distance between
two vehicles of a formation (Subsection 5.3.3); (iii) thespeed, angle of attack and
angle of sideslip of the incoming airflow (Subsection 5.3.4he validation process
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consists of comparing thefective induced wind velocities (Subsection 5.4.2) and the
incremental aerodynamic forces and momentdfmments (Subsection 5.4.3) obtained
with ELL with experimental and computational results psb&d by Blake and Gingras
[2004] and Dogan, Venkataramanan and Blake [2005].

Chapter 6 aims at testing and validating the use of ELL withase formation flight
simulations. A Simulink Aerosonde UAV model is used (Setta2) and a preliminary
analysis is performed in order to determine whether theltake should be taken into
account in the computation of the wake-inducé@ets (Section 6.3). The Aerosonde
FCS capabilities are then demonstrated through the asalf/ie Aerosonde response
to a transient wind gust (Section 6.4). Finally, two tesnse®s — including formation
keeping and a formation reconfiguration manoeuvre — arelatediand their results
are presented and analysed (Sections 6.5 and 6.6 resp@ctive

The conclusions of the research, contributions to knowdestygd recommendations for
future work are outlined in Chapter 7.

In addition, a brief presentation of the Aerosonde’s FCSvsmgin Appendix A, and
details regarding the interfacing of visualisation tooldwhe simulation environment
can be found in Appendix B. Finally, the list of publicatiaapresented in Appendix C.

1.4 Achievements

The main achievements of this research are covered in Glsapte 6. They may be
summarised as follows:

(i) Theoretical developmentsithe extended lifting line method was used in combi-
nation with a viscous core, and the method was applied to htloel@vake vortex
effects between air vehicles in close formation flight (Chagjer

(i) Wake Vortex Model: a novel WVM — called ELL — based on the theoretical
developments mentioned above was developed, implemergefied, and vali-
dated (Chapters 4 and 5).

(i) Applications: the use of ELL within near real-time simulations to assest an
analyse mutual aerodynamic couplinfeets and support the design of suitable
automatic control systems was demonstrated. In partigtisas shown that un-
like previous work carried out in this field, ELL can be usedreconfiguration
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scenarios where leading and following air vehicles exckagmgsitions (Chap-
ter 6).

The main elements of Chapter 4 were presented at tfidrdrnational UAV Systems
Conference [Saban and Whidborne, 28009 hese, along with the validation process in
Chapter 5, were published in the Aeronautical Journal [Ba¥#&idborne and Cooke,
2009]. The results of Chapter 6 were included in a presemtatt the 2009 AIAA
Modeling and Simulation Technologies Conference [Sabar/dhidborne, 2008]. In
addition, the relevant review and theoretical materia¢éscmvered in Chapters 2 and 3
respectively.

1.5 Software Tools

The following software tools have been used during thisaede

e MATLAB [ The Mathworks @icial Website: httpivww.mathworks.cofmN.d.]:
MATLARB is a technical computing environment developed byeTWathWorks.

e Simulink [The Mathworks @icial Website: httpAvww.mathworks.comN.d.]:
Simulink, also developed by The MathWorks, is a simulatiod enodel-based
design package which can be coupled with MATLAB.

e FlightGear FlightGear Qfficial Website: httpgavww.flightgear.org N.d.]: Flight-
Gear, developed by the FlightGear project, is a free, openeg, multi-platform,
cooperative flight simulator development project, which b& interfaced with
Simulink.

e AVDS [AVDS Gficial Website: httgivww.rassimtech.cofrN.d.]: AVDS (Avia-
tor Visual Design Simulator), developed by Rasmussen Sitiaul Technologies
Ltd., is a realtime interactive visual tool for control sst engineering. It can
be used in a MATLABSIimulink environment via the “AVDS Toolbox for MAT-
LAB” designed for this purpose.






Chapter 2

Literature Review

2.1 Characterisation of Wake Vortex Hfects

2.1.1 ABlessing or a Curse?

Wake vortex &ects are both a blessing and a curse. On the one hand, walkeesort
represent severe atmospheric disturbance to other aicleshithis constrains the op-
erational capacity of airports, as a large safety distaetwden aircraft must be main-
tained during two consecutive tak&or landings; this also complicates the air-to-air
refuelling task as the presence of interactions makes ierdifficult for the receiver to
maintain its position behind the tanker; finally, the caticole that wake vortices play
in the detection of military aircraft has led to the reseaaok development of tech-
niques to provoke their premature decay or breakdown.

On the other hand, optimally spaced vehicles benefit froraueable wake vortex in-
duced interactions similar to that used by geese when flyirigrmation [Beukenberg
and Hummel, 1990]. These benefits include reduced inducegifdr the trailing air-
craft, which translates into significant fuel savings/anihcreased range with a given
payload.

Consequently, with the current and growing need for newrteldyies to lower fuel
costs, and for new Air Tific Control (ATC) procedures to increase the capacity of
airports without compromising safety [Proctor and Swit2€00], the benefits, as well
as the risks and issues associated with wake vortex evolatid encounter need to be
assessed. For that, a better understanding of vortex fammat/olution, control, decay
and breakdown is needed.
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2.1.2 Motion, Decay, Breakdown and Associated Hazards

Kurylowich [1979], from the Wright-Patterson Flight Resda Laboratory, analysed
the motion, decay and breakdown of vortex wakes generatdabtiy airplanes and
helicopters, and developed an encounter model to assessrthact on USAF opera-
tions. The wake behind an airplane was modelled using a paartices with viscous
cores and time decayfect.

He was followed by Greene [1986], from the NASA Langley Reslea&Center, who
developed an approximate model of wake vortex motion andydecthe atmosphere.
The dfects of density stratification, turbulence and Reynolds emwere analysed.
The wake was characterised by a descending oval-shapexh i@diuid created by the
pair of counter-rotating wing-tip vortices.

Ten years later, an AGARD (Advisory Group for Aerospace Rede& Development)

conference brought together experts from various orgaarsasuch as FAA, NASA,

DLR and ONERA to review the advances in prediction, methogpbnd experimental
techniques related to aircraft wake reseaRtogeedings of the AGARD Fluid Dynam
ics Panel Symposium on “The CharacterisatisrModification of Wakes from Lifting
Vehicles in Fluid”, 1996].

Amongst them, Hoeijmakers [1996] presented the fundarhBaié dynamics aspects
of the vortex wake, along with a survey of mathematical msaélich could be used
for numerical simulations of this phenomenon. He pointettbat diferent methods
should be used depending on the region of the wake which is todzlelled, namely:

(i) the roll-up region (approximately 20 wing spans),
(ii) the vortex region (approximately 500 wing spans), and

(iif) the decay region (greater than 500 wing spans).

In particular, for near wake regions, potential flow meth@gusel methods) employing
a rigid wake approximation seem adequate.

Between December 1997 and February 2000, the EC-fundestobgeroject WAVENC
(WAke Vortex Evolution and ENCounter) permitted to gain dtéeinsight into the
wake vortex phenomenon [De Bruin, 2@)6]. This project, which involved partners
such as NLR, Aerospatiale, CERFACS, DLR, and ONERA, indiLide exploitation
of ETWIRL (European Turbulent Wake Incident Reporting Ldgja, the experimental
study (using PIV) and numerical simulation of wake vorteglation up to the far wake



2. Literature Review 9

region, the development of aerodynamic interaction model&ake vortex encounter,
as well as the implementation of a simple WVM (VORTEX, deyald by CERFACS)

and a strip theory model from ONERA into a Synthetic Enviremin(SE) for real-time
simulations of wake vortex encounters. The results fromAENC project were

used in the subsequent projects C-Wake (wake vortex cleaization and control) and
S-Wake (assessment of wake vortex safety).

Finally, Rossow and James [2000], from the NASA Ames Re$se@enter, estimated

that a hazardous level persists for wake crossings at aliigedes for times up to about
20 minutes (up to 200 nautical miles) behind the wake geimgratircraft. He based

his estimates on the observation of cross-sectional sizesikes as they age and on
the calculation of vertical loads due to the wake-inducedrdeash. He also described
a technique for avoiding vortex wakes at cruise altitudeseaon the utilisation of a

GPS to keep track of the location and the estimated size afitike of each aircraft.

2.1.3 Experimental Work

A great amount of experimental work was also carried outliesé purposes. A few
relevant examples are discussed here. Vlachos and Te]g008] conducted experi-
ments in a water tunnel to characterise the aerodynami@aitten between finite wings
flying in very close proximity, and used PIV to visualise theocity field downstream
of the wings. They showed that the strength of the vorticeeegded by one wing is
modified by the presence of another wing. In other words, endaise of formation
flying, the leader is alsoffected by the presence of the follower.

More recently, Karakus, Akilli and Sahin [2008] also useW Ri investigate the details
of the formation, structure, and development of near-figlagwip vortices generated
by an airfoil NACA0012.

Finally, Allen and Breitsamter [2009] used hot-wire anenetiyin a wind tunnel to vi-

sualise the flow-field of the vortex wake of a system compo$ading and a tailplane
as part of the EC Project FAR-Wake (“Fundamental Researchimnaft Wake Phe-

nomena”). The four counter-rotating neighboured vortidegelopment (due to the
positive lift generated on the wing and negative lift getenlaon the tail plane) were
shown up to 48 spans downstream of the model, i.e. in a regidnding the near
field, the extended near field and the far field. Their respedirculation and span
ratio were chosen so that that the strong interaction betweeneighbouring counter-
rotating vortices would accelerate the wake vortex decalyadieviate the wake vortex
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hazard.

2.2 Modelling of Wake Vortex Effects

2.2.1 Approaches to the Modelling of Wake Vortices

There are essentially two approaches to the real-time rinoglelf wake vortices:

() Look-up databases containiagpriori values of the vortexféects obtained from
either theoretical andr experimental methods: CFD models [Spence et al., 2005;
Le Moigne and Qin, 2006; Spence et al., 2007], viwvater tunnel [Vlachos and
Telionis, 2003; Myatt and Blake, 1999; Blake, 2000] amdlight test measure-
ments [Hansen and Cobleigh, 2002; Hansen et al., 2002; Yieetal., 2002];

(i) Online computational methods. These methods can besified in four cate-
gories, from the simplest to the most involved:

— methods using Prandtl’s lifting line theory, i.e. a supaipon of horseshoe
vortices along the lifting line (with or without viscous &) e.g. Bloy et al.
[1986], Bloy, Ali and Trochalidis [1987], Bloy and Trochdis [1989], Bloy
and Trochalidis [1990], Bloy, Trochalidis and West [199hdaPachter,
D’Azzo and Proud [2001];

— Vortex Lattice Methods (VLM), e.g. Bloy et al. [1993] and Nte[2000]);

— improved methods taking account of the roll-up of the wakg, Bloy and
West [1994], Bloy and Joumaa [194)5 Bloy and Lea [1995], Wang and
Mook [2003], Denis [2004] and Karkehabadi [2004];

— online CFD computations, e.g. Kenny, Takeda and Thomas3[200

The last, obviously, requires enormous computational powe

In addition to being costly to generate, look-up databapeagehes are extremely com-
putationally demanding to handle and are only relevant fgpexified air vehicle and

a range of flight conditions. Simple computational methagsrapid, but their results

are not always realistic or accurate enough. Hence choascaynputational method

to model the vortex wake involves finding a compromise beiwaszuracy on the one
hand and cost and rapidity of execution on the other handd®fm et al., 1985].
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2.2.2 Wake Vortex Hfects During Close Formation Flight and Aerial
Refuelling

In the 1980’s and 90’s, Bloy and colleagues [Bloy et al., 196y, Ali and Trocha-
lidis, 1987; Bloy and Trochalidis, 1989, 1990; Bloy, Trottes and West, 1991; Bloy
et al., 1993; Bloy and West, 1994; Bloy and Joumaa, b3®3Bloy and Lea, 1995],
from the University of Manchester, pioneered the field of evairtex éfect modelling
during air-to-air refuelling. Theseffects were investigated both theoretically and ex-
perimentally, and various computational methods, froratnetly simple wake models
based on a horseshoe vortex representation of the tankis [Bloy et al., 1986;
Bloy, Ali and Trochalidis, 1987] to more realistic roll-upadels of the wake [Bloy and
Joumaa, 19%] were used.

In 1986 and 1987, the lateral [Bloy et al., 1986] and longitat[Bloy, Ali and Trocha-
lidis, 1987] dynamic stability and control of a large re@iaircraft during air-to-air
refuelling were investigated using a simple horseshoesxdd represent the tanker’s
wing. In Bloy and Trochalidis [1989], the performance anddiudinal stability and
control of a large receiver aircraft during aerial refugdlwas re-assessed using a horse-
shoe vortex to model the tanker’s wing, and a VLM to reprefiemteceiver’s. In Bloy
and Trochalidis [1990], aerodynamic interactions betwemaircraft in air-to-air re-
fuelling with varying vertical separation were calculateging a horseshoe vortex for
the tanker and either a VLM or the lifting line theory for theceiver. Apart from
the pitching moment estimates, fairly good agreement weadd between the model
predictions and wind-tunnel experiments. The method waptad in Bloy, Trochalidis
and West [1991] for the case of a flapped tanker aircraft, lrygusorseshoe vortices
from both the wing and the flap tips to represent the tankegwi@omparison with
wind-tunnel results showed significantiérences, which were ascribed to the fact that
the theoretical model was taking account of neither theuplbf the tanker wake, nor
the viscous decay of the vortices. In Bloy et al. [1993], liertimprovements to the
model were obtained by representing the tanker wing wakeflay @ortex sheet model
while still calculating the aerodynamic loads on the reeeitsing a VLM. Overall, the
predictions of the model compared favourably with dataioletin a low-speed wind-
tunnel.

In Bloy and West [1994], a rolled-up vortex sheet model oftdre&ker’'s wake was used
to estimate the downwash and sidewash over the receivem Aba theoretical results
obtained using this model compared favourably with expenital data [Bloy and Lea,
1995]. Bloy and Joumaa [198bcoupled the wake roll-up method developed in Bloy
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and West [1994] with a VLM and approximate expressions fer rikceiver fuselage
effect, to study the stability and control of a Hercules reaeareraft behind a KC-10
tanker during air-to-air refuelling. In Bloy and Khan [200&n approximate single-
point receiver model was used for real-time aerial refogllilight simulations. This
used the tanker wake conditions at the receiver centre oftgr@CG) and calculated
the translational and rotational components of the velonduced by the tanker wake
on the receiver. Overall, the model compared satisfagtaiith that developed previ-
ously in Bloy and West [1994]. However, because the wakeowgldield induced by
the tanker, which is highly non uniform, was only estimatetha CG of the receiver
aircraft, the accuracy of the results was quite limited amel hodel was unsuitable
for cases involving large receiver aircraft. Finally, inogland Khan [2002], a static
model of the hose and drogue was added to the previous fligindaiion model in or-
der to predict the hose shape and the loads induced on theaegmbe during contact.

A large amount of work was also carried out by Blake and cglles from the Wright-
Patterson Air Force Research Laboratory to model wake xaftects. Blake and
Multhopp [1998] used a horseshoe vortex with viscous coteaa¥iLM to analyse the
optimum configuration for formation flight (relative positi, distribution of lift across
a formation, optimum cruise altitude), as well as tifftee of accuracy in maintaining
lateral position and thefkect of rotation of the lead aircraft. Myatt and Blake [1999]
presented wind-tunnel data for the trail aircraft in a tagpsformation and developed
possible simplifications to the form of the aerodynamic raathtical model needed
for adequate simulation of close formation flight. BlakeQ@Ddeveloped a simplified
mathematical representation of the aerodynamics for sitimul of an arbitrary large
number of tailless vehicles in close formation flight. A candtion of wind tunnel
results and vortex lattice analysis were used to reduce uh#ar of state variables
included in the aerodynamic coupling terms.

Wagner et al. [2001] used HASC95 — a VLM developed by NASA -ttmlg the drag
reduction in tight formation flight for two and for three T-38lon aircraft. The analy-
sis showed that a 2D model of the aircraft gives almost idahtesults as a 3D-model.
Therefore, the 2D model was selected to perform the analykish showed fuel ben-
efits in the range of 11.5% for a tight three ship formationfiigf T-38s operating at
Mach 0.54 at 10,000 feet. Flight tests were performed in \Waghal. [2002] in order
to confirm the drag benefits shown by the previous theoresicaly. The flight test
data showed 8%+ 5.0% savings for the follower in a two ship formation; howeves t
flight test data for a three ship formation were inconclusiMee reason was supposed
to be because no station-keeping controller was used makex¢remely dificult for
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the pilot to hold a near perfect position in the vortex.

Finally, Blake et al. presented wind-tunnel measuremehtsecodynamic interfer-
ence dects between two delta-wing aircraft in close proximitydBe and Gingras,
2004], and between one delta-wing (UAV) and a larger KC-185#Rer [Blake, Dickes
and Gingras, 2004]. The experimental data were comparddpsetdictions from the
HASC95 planar VLM. In both cases, th&ects were well predicted, except for the in-
duced drag. It was found in Blake and Gingras [2004] thataitjin the wake-induced
lift was slightly over-predicted when the aircraft ovenpegol in the spanwise direction,
the predicted and experimentally derived boundaries letvgtable and unstable re-
gions of three positional stability derivatives (changdfirand pitching moment with
vertical position and change in rolling moment with latepalsition) were in good
agreement. Finally, it was shown in Blake, Dickes and Gia2804] that the aerody-
namic interferenceftects vary significantly with relative lateral and verticphsing,
but only weakly with relative longitudinal spacing.

2.2.3 Should the Roll-up of the Wake be Taken Into Account?

Descriptions of wake vortex numerical models which takeoaot of the roll-up of
the vortex sheet were provided in Beukenberg and Hummel1 98ho computed the
interaction between the wakes of two aircraft in formatignrépresenting the wakes
as rolled-up sheets and the wings as lifting lines, and ing\ard Mook [2003], who
developed an unsteady VLM which integrates the roll-up efwake as part of the
solution.

Denis [2004] studied the importance of taking account ofrtileup of the wing in
simulations of vehicles in close formation flight. She depeld a simplified vortex
sheet roll-up method for formation flight. Two ellipticallgaded wings were studied.
The roll-up of the leader’s vortex sheet was computed in tlefftZ plan using a linear
vorticity panel method. A smoothing parameter and a truonatf the vortex sheet
in highly rolled-up areas were introduced to stabilise tomputations. The trailing
vehicle was modelled as a lifting line and its induced drad \oiling moment were
computed through a near-field analysis. Results showedithiz induced drag of the
trailing vehicle is very well predicted by a simple horseskortex model with viscous
core, the roll-up of the wake needs to be taken into accounthi® rolling moment
estimates to be accurate.

Finally, the negligible fects that the wake roll-up of the leader has on the inducad-dr



14 2. Literature Review

predictions of the follower were confirmed by Bramesfeld atelighmer [2008] for
high aspect ratio wings. Two wake representations — withveittibut roll-up — were
used and led to similar results, with the exception of theyeaof lateral separations
for which the minimum induced drag was obtained: the fixettemaodel, which pre-
dicted a wider range, overestimated the benefits of formdtyong. Furthermore, no
vortex core was used to prevent the singularities due aetesdistribution of horseshoe
vortices where the vortex strength is concentrated on amtelfy thin filament; instead,
both models used a continuous distribution of the vorticity

2.2.4 Other Models

Other wake evolution and encounter models include:

e LinAir [Durston, 1993]: LinAir is a nonplanar, multiple lifting gace aerody-
namics program. It was first developed by NASA in 1983, andow nsed by
several universities and companies such as Boeing, Aeyoiient, Northrop
and Lockheed, as well as by NASA’s researchers for the piadirg analysis of
unconventional or new design concepts. The wing is pantibboth spanwise
and chordwise, and the wake detaches from the wing at itswgadge. No vor-
tex core is used, and singularities are avoided by settia@dsition of the wake
so that it does not interfere with downstream control points

e Tornado [Tornado Website: httgiwww.redhammer.gernadgindex.htm| N.d.]:
Tornado is an open source vortex lattice MATLAB implemeiotatfor linear
aerodynamic wing applications. It was originally develdjy Melin [2000], as
part of his MSc Thesis at the KTH (Royal institute of Techrgyly Sweden, and
has been subsequently further developed as a collabolstareen the KTH, the
University of Bristol and Redhammer Consulting Ltd. Toraagves very good
results and visuals for any type of wing planform, but is tmwsto be used in
real-time applications.

e WakeCAD [Capetta, Giulietti and Innocenti, 2001]: WakeCAD is a MAAR
toolbox which has been developed at the University of Pisa0idl to calcu-
late the aerodynamics forces and moments induced by agliftimface system
on another when flying in close proximity. The leader’'s wakeniodelled with
horseshoe vortices and induced forces and moments arductd in the wing-
man equations of moments through additionalfoents. However, the details
given and the results presented in Capetta, Giulietti anddanti [2001] are too
scant to enable a proper evaluation of the method.
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o WakeScengHolzapfel et al., 2009]: WakeScene (Wake Vortex ScersaBon-
ulation) is a software package developed by DLR for airptotdetermine the
wake vortex encounter probability during approach anditajddepending on
the trafic mix, the aircraft trajectories and the meteorologicaldibons. A
stochastic approach is used to predict the wake vortex ggnland the potential
hazard areas.

e TASS[Switzer, 1996; Shen et al., 1999; Proctor and Switzer, PODBSS (Ter-
minal Area Simulation System), developed at the NASA Lanp§lesearch Cen-
tre, is a 3D time-dependent, nonlinear, compressible, gdrdstatic Large Eddy
Simulation (LES) model which uses a meteorological frantéo simulate and
guantify the vortex wake motion and decay in relation to apineric variables.

e AVOSS [Hinton, 1996]: AVOSS (Aircraft VOrtex Spacing System) isystem
developed as part of the NASA programme TAP (Terminal AreadBctivity),
which aims at providing ATC facilities “with dynamical wéwetr dependent sepa-
ration criteria with adequate stability and lead time foe usestablishing arrival
scheduling”. It uses weather sensors and short-term pi@aécof the atmo-
spheric state, analytical wake predictions algorithmssseas the wake vortices
positions and strengths under the specified atmospherilitcams, and wake vor-
tex safety sensors. AVOSS was successfully demonstratedliais Fort Worth
International Airport in July 2000 [Rutishauser and O’Conr2001].

2.3 Autonomous Formation Flight

2.3.1 Benefits of Autonomous Formation Flight

A preliminary study of the use of aircraft wakes to achievevporeductions in for-
mation flight was performed by Beukenberg and Hummel [198d]ldummel [1996].
However, close formation flight requires an enormous amoftiaffort and concentra-
tion for the pilots to maintain their positions in the forneai. Therefore, in order to
reduce the pilot workload and make it an interesting andlgiabncept, close forma-
tion flying should be partially or fully automated. Jenkins@aves and Rhodes [1995]
carried a preliminary investigation into the applicatidraatomatic formation flight to
civil operations and found that it could help the air trangpdustry to reduce costs
and meet the increasing demand.
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The benefits of autonomous formation flight were confirmedd@2 during the Au-
tonomous Formation Flight programme (AFF) at the NASA Drydidight Research
Center: flight tests with two /A-18 Hornets demonstrated up to 18% reduction in
fuel consumption for the following air vehicle in cruise ebimon [Lavretsky and Mis-
ovec, 2002; Hanson et al., 2002; Hansen et al., 2002; Cdhl&i@02; Vachon et al.,
2002]. The follower’s “sweet spot” — i.e. the area of maximdrag reduction, hence
maximum benefits — was found to be at a lateral position of 13fgwverlap and
vertical positions of level and 13% below the leading ainglaHowever, the tests also
demonstrated that the first peak in vortex induced increatside force and moments
coincide with the sweet spot, thereby making the design aftalse flight control sys-
tem more challenging. Also, the flight data suggested tleavtitex éfects are getting
weaker in pitch and roll, but stronger in yaw and side forcthadongitudinal distance
from the leader increases [Hansen and Cobleigh, 2002].

2.3.2 Autonomous Formation Flight Architecture and Control

A large amount of work about autonomous close formation flighm a control point

of view was carried out by Giulietti et al. [Giulietti, Pailiand Innocenti, 2000; Giuli-
etti and Mengali, 2004; Giulietti et al., 2005]. GiulietRollini and Innocenti [2000]
investigated the management of several formation strestcapable of dealing with a
variety of generic transmission and communication fagdurancluding the complete
loss of one aircraft — adtectively and autonomously as possible. A FCS was synthe-
sised using LQR control techniques in order to maintain tmm&tion geometry, and a
simple horseshoe vortex model was used for the aircraft wake

Giuliettiand Mengali [2004] investigated the flight dynasand control of three fier-
ent formation structures. Their analysis concluded in theesority of the behavioural
approach over the leader-wingman and the Virtual Leadel) @fluctures to maintain
the close formation:

¢ In the leader-wingman approach, the leader follows a pitesditrajectory while
the wingmen maintain their positions in the formation irateln to one another.
This approach is intuitive and easy to implement, howeverdar aircraft often
show poor responses due to string instabilities.

¢ In the VL structure, each aircraft in the formation maingaits position in re-
lation to a virtual leader (which can be either one aircnafthe formation or a
virtual point). The advantage of this structure is that esictraft shows the same
transient, thereby eliminating the propagation errorsweiger, the aircraft have
no awareness of the positions of the others so collisiondiéieult to prevent.
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¢ Inthe behavioural structure, instead of reporting to adés8, each aircraft main-
tains its position in relation to the Formation Geometry Ger{fFGC) point,
whose position and dynamics depend on the positions andwgaaf all air-
craft in the formation. Therefore, not only does this apploguarantee both
trajectory tracking and formation keeping with no propagaerrors, but colli-
sions are also avoided. However, this strategy is more caatplimplement as
each aircraft needs the knowledge of all the other stat®xsct

In Giulietti et al. [2005], the behavioural approach was liempented for a two-aircraft
formation. Two control systems were designed: a trajectomtroller for the FGC
to follow a prescribed path, and a position controller foe formation geometry to
be maintained. As in Giulietti, Pollini and Innocenti [2Q0the wake-inducedféects

were modelled using a simple horseshoe vortex represemtatieach wing.

Pachter, D’Azzo and Proud [2001] described the developwfanformation-hold con-
troller using PI control for the wingman in a leader-wingnigt formation structure.
Here too, the wake vortextects were modelled using a single horseshoe vortex. They
demonstrated that the most significant aerodynamic imtarée &ect entails the cou-
pling of the latergdirectional channel into the altitude hold controller. Hmmar, they
also showed that a FCS designed without due consideratitimecderodynamic cou-
pling effects can still handle them in an acceptable way.

Seanor et al. [2004], from West Virginia University, perfeed a flight test demonstra-
tion using two YF-22 UAV research aircraft models in ordevatidate a VL formation
control scheme for multiple UAVs. The VL scenario was choagem low risk way of
initially testing the performances of the trajectory-iag controller.

Finally, Cheng et al. [2008] developed a nonlinear corgrdibr autonomous formation
flying using a combination of model predictive control anahdsnic inversion control.
The controller was validated by simulating a UAV navigatihgpugh an obstacle field
and satisfactory results were obtained. However, simarlatinvolving multiple UAVs
showed a lack of performance.

2.3.3 Autonomous Air-to-Air Refuelling

One specific application of autonomous formation flight ibaomous air-to-air refu-
elling. Nalepka and Hinchman [2005] showed how UAV missiaasild benefit from
air-to-air refuelling.
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In 2006, the NASA Dryden Flight Research Center, in collabion with DARPA (De-
fense Advanced Research Projects Agency), conductedes sériest flights directed
at demonstrating the feasibility of autonomous air-torgiiuelling using the Navy hose
and drogue method, under the AAR (Automated Aerial Refggl[Mansen, Murray
and Campos, 2004; Nalepka and Hinchman, 2005] and AARD (#artmus Airborne
Refueling Demonstration) projects [Dibley, Allen and Napa007]. The demonstra-
tion was successful.

A vision based sensor [Valasek et al., 2005] and traject@gking controller [Tan-
dale, Bowers and Valasek, 2006] were developed at the A&Mrérsity, Texas, for
probe and drogue autonomous aerial refuelling of UAVs. Tiagde was equipped
with a system of light-emitting diode beacons, while thedtiphe probe was fitted with
position-sensing diode receptors. The system, named Vightaved to be accurate
and reliable. Subsequently, an optical sensor and autorbatim controller for vi-
sion based autonomous boom and receptacle aerial refyelére designed [Doebbler
et al., 2007].

McFarlane, Richardson and Jones [2007] developed a cdoecantroller for au-
tonomous boom air-to-air refuelling. The controller cdddes a target location which
the refuelling boom, the receiver UAV and the refuelling €oype centre are to track.
They modelled the tanker as a single point which isfiewed by the presence of the
receiving vehicle or by atmospheric disturbances, andagpated the wake-induced
effects on the receiver as a continuous turbulent wind fielddbasehe Dryden Wind
Turbulence Model. However, such a model regards gusts akastc disturbances
whose velocities are frozen in the mean airflow, and is ndablé to represent the
aerodynamic interactions between air vehicles flying iselproximity, as the velocity
induced by one vehicle on another depends on variables suttie@ relative position
and orientation, and should be re-estimated as these legietolve.

Between 2004 and 2009, Dogan and colleagues, from the Witivexf Texas at Ar-
lington, designed various position tracking and statioaegieg controllers for forma-
tion reconfiguration [Venkataramanan and Dogan, 20Dégan and Venkataramanan,
2005] and aerial refuelling scenarios [Dogan, Sato andd31aR05; Dogan, Kim and
Blake, 2007; Waishek, Dogan and Blake, 2009].

Finally, Lewis [2008], Dogan, Lewis and Blake [2048 Dogan, Lewis and Blake
[20080], and Dogan, Lewis and Blake [20€Banalysed the data from an automated
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aerial refuelling test flight conducted with a KC-135 as ttieker and a Learjet 25 as
the surrogate receiver UAV. They carried out a power speacttnalysis to identify the
components of windféects on the receiver during air-to-air refuelling, and dieped a
simulation model which takes account of the prevailing wihe wake vortex induced
wind and the atmospheric turbulence as the three sourcesdfthat the receiver is
exposed to. Power spectral densities and mean variatidwlosimulation results and
flight data were satisfactorily compared. A simple horseslhartex with viscous core
was used to model the wake vortefkeets.

2.4 Simulation Environments & Visualisation Methods

Venkataramanan, Dogan and Blake [2003], Venkataramandmagan [2008], and
Dogan, Venkataramanan and Blake [2005] developed a methazhtpute the aerody-
namic coupling between aircraft flying in close proximitytkwn dynamic simulations
without explicitly computing the additional force and mamheodficients induced by
the leader on the follower: they approximated the nonumfarduced velocity field
as uniform wind components and gradients, and used therutlgtiia the equations
of motion of the follower(s) with wind terms. They modelldietleading aircraft as
a single horseshoe vortex and the follower as a stick diag@nposed of four sticks
to represent its body: one along tkdéody axis representing the fuselage length, one
along thez body axis representing the fuselage height, and finally tivks repre-
senting each wing (with dihedral and sweep angles). Thisiotkivas then applied to
an air-to-air refuelling simulation scenario, where theeiger's dynamic model was
modified in order to take account of the time-varying massiaadia properties asso-
ciated with fuel transfer [Venkataramanan and Dogan, aD0OBhe same method was
also used in Lewis [2008], Dogan, Lewis and Blake [2810®o0gan, Lewis and Blake
[20080], and Dogan, Lewis and Blake [2068

Modi, Long and Plassmann [2002], from the PennsylvaniaeStativersity, designed
and implemented a computational steering system named P@B&e real-time vi-
sualisation of multiple aircraft wake vortex simulationsining on a parallel Beowulf
cluster. The wake vortexiects were modelled using a time-decaying horseshoe vortex.

Gimenes et al. [2008] presented a non exhaustive surveyediight simulation en-
vironments which can be used for visualisation purposeduding Microsoft Flight
Simulator, X-Plane, FlightGear and Piccolo. However, igear FlightGear Of-
ficial Website: httpgavww.flightgear.org N.d.; Sorton and Hammaker, 2005], which
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is capable of displaying multiple air vehicles when used m®m@line flight simula-

tor, can only display one aircraft when used with MATLABmMulink as a visuali-
sation tool. For this purpose, however, the software AVBBD)S Gficial Website:
http;Avww.rassimtech.cofrN.d.], developed by Rasmussen [Rasmussen and Breslin,
1997; Rasmussen and Chandler, 2002] is suitable.

2.5 Chapter Summary

This chapter reviews the work which has been published irfighé of characterisa-
tion, modelling and simulation of wake vorteffects, as well as autonomous formation
flight, including autonomous air-to-air refuelling. It whmind that every time a WVM
is included in a real-time or near real-time simulation af\ahicles flying in forma-
tion, the wake-generating and the wake-encountering lesh&re modelled in tlierent
ways. As a consequence, the WVM implicitly requires theiprelary knowledge of
the aircraft positions in relation to one another, and leg@ind following air vehicles
cannot exchange role —i.e. position — during a simulatigdheuit modifying the WVM.



Chapter 3

Theoretical Background

3.1 Elements of Potential Flow Theory

3.1.1 Definition of Potential Flow

The airflow is assumed to be potential, hence irrotationtiis hlso assumed to be
subsonic, incompressible and inviscid. Consequently:

1. The flow is potentialV = V®, whereV is the flow velocity andb is the velocity
potential.

2. The flow is incompressiblél - V = 0.
Combining the two equations above lead¥{F®) = 0, i.e.:
V2D =0 (3.1)

which is known as the Laplace equation.

This equation’s elementary solutions are the uniform fl&we,2ource flow, the doublet
flow and the vortex flow. However, as the Laplace equatiomedr, any superposition
of the elementary solutions is also a solution. Thus, seulices composed of an
arbitrary number of sources, or sheets composed of anampitumber of vortices can
be formed.

3.1.2 Vortex Flowin 2D

Amongst the elementary solutions of the Laplace equatiaquéion 3.1), only the
vortex flow can be used to model airflows involving finite lifh 2D, the vortex flow,
sketched in Figure 3.1, is irrotational everywhere excépha origin of the vortex
where the vorticity is infinite.

21



22 3. Theoretical Background

Figure 3.1: 2D vortex flow

The velocity potentiadd for a vortex flow of strength (circulatior) is given by:

I
O=-——0 3.2
> (3.2)

and the corresponding velocity field, in cylindrical cooralies, is:

r

Vg = ——
o 2nr (3.3)
Vr = O

3.1.3 Helmholtz Vortex Theorems

The Helmholtz Vortex Theorems describe the three-dima&adimotion behaviour of a
vortex filament:

1. the strength of a vortex filament is constant along its length,

2. a vortex filament cannot end in a fluid. It must either extendlco, or end at a
solid boundary, or form a closed path.

3.1.4 Biot-Savart Law

The Biot-Savart law is one of the most fundamental equatiopatential theory. It
was originally derived in electromagnetism, where it désss the magnetic fiel®
generated by a steady electric current of intenkityhe vector fielddB induced at a
pointP by an elementary segment of the wallewith the current moving in the direction

of dl is given by:
_ kol dl AT

= — 3.4
4 |Ir|P (34)
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wherer is the radius vector from the wire elematitto the pointP, andyg is the mag-
netic constant.

Similarly, in potential flow theory, the velocity fieldV induced at a poinP by an
elementary segment of a 3D vortex filament of strengthis given by:

rCdAar
V=———r 3.5
4r Ir|]3 (3:3)

wherer is the radius vector from the vortex filament elemeintio the pointP, as illus-
trated in Figure 3.2.

dl r
dv

Figure 3.2: lllustration of the Biot-Savart law for a vortiament

In the case of an infinite straight vortex, Equation 3.5 recsvthe 2D vortex flowfield
given in Equation 3.3.

3.1.5 Lift Production on an Airfoil of Infinite Span

The lift L on an airfoil of infinite span can be modelled with a vortex ethis located
in the airfoil. Indeed, as illustrated in Figure 3.3, thé ¢jenerated by the airfoil is the
result of a diference of pressures on its upper and lower surfaces — lowssyme on
the upper surface and higher pressure on the lower surfaglative to the pressure at
a large distance from the airfoil. According to the Bernbetjuation in the case of an
inviscid, incompressible, irrotational and steady flow:

1
2v2 4w+ P _ constant (3.6)

2 p
throughout the flow, where:
¢ V is the flow velocity at a poin® in the fluid,

e YV is the gravitational potential — often neglected,

e pisthe pressure &, and
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e pis the density of the fluid.

Therefore, the dierence of pressures on the contour of the airfoil is equidle a
higher velocity on the upper surface and a lower velocitytmlower surface, com-
pared to the velocity of the incoming flow.

Figure 3.3: Flow around an airfoil and production of liftgreduced from Schlichting
[1979])

Consequently, the circulation, defined as the line integral

_ dl .
r 9§K)v (3.7)

where;:

¢ (K) is any path enclosing the airfoil, and far enough from it éoltcated in the
region of potential flow and not in its the boundary layer,

¢ V is the local fluid velocity, and
e dl is an infinitesimal length vector along],

is non zero. Hence, theftigrential velocity around the airfoil can be seen as regyltin
from a clockwise-turning vorteX' that would be located in the airfoil. This vortex,
which is closely linked to the generation of lift, is calldet“bound vortex”.

Further calculations in the case of an inclined flat platevalsangles of attack show
that the aerodynamic centre of pressure (location wheréftliesultant is applied) is



3. Theoretical Background 25

located at the intersection of the profile chord with the terachord line of the air-
foil. This result has been expediently extended to all wiaigsmall angles of attack in
subsonic conditions, and the bound vortex is subsequeosiyipned along the quarter-
chord line of the airfoll.

The exact relation between the lift generated by one unit of span and the circulation
I' in two dimensions is given by the Kutta-Joukowski Lift Theor:

L’ = pVul (3.8)

wherep,, andV,, are respectively the fluid density and the fluid velocity fastneam
of the airfoil. Furthermore, it can be shown that the liftsasbrmal to the direction of
the incident flowV .

3.1.6 Lift Production on a Wing of Finite Span

As in the case of an airfoil of infinite span, the lift genechlby a wing of finite span can
be modelled by a bound vortex, attached to the quarter-dim@df the aforementioned
wing. However, in the case of a wing of finite span, an addéigrthenomenon needs
to be taken into account: around the wing-tips of the wing, &ir naturally moves
from the higher-pressure lower surface to the lower-pmesgpper surface. This phe-
nomenon is at the origin of the generation of wing-tip vaticalso known as wake
vortices or free vortices, in contrast with the “bound” vt Due to its resemblance to
a horseshoe, such a vortex system, composed of a bound eoidedewvo semi-infinite
free vortices, is commonly referred to as a “horseshoe xarfehe evolution of these
free vortices behind a wing of finite span is illustrated igue 3.4.

It is to be noted that in both cases (airfoil of infinite spad &nng of finite span), the
vortex configuration satisfies the Helmholtz Vortex Theasgsee Subsection 3.1.3).

3.2 Prandtl's Classical Lifting Line Theory

3.2.1 Principle

Prandtl’s classical lifting line theory consists in repfagthe wing with a finite or in-
finite number of horseshoe vortices offdrent widths, all centered around the wing
centre-line, and bound to the quarter-chord line of the walgo referred to as the
“lifting line”(see Figure 3.5). The circulation may varyofm one horseshoe vortex to
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Figure 3.4: Evolution of the free vortices behind a wing oitérspan (reproduced from
Schlichting [1979])
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another but it remains constant along thetent branches of a given horseshoe vor-
tex. The vortex sheet, made of the trailing branches of tliedshoe vortices, extends
downstream to infinity in parallel with the incident velocV ..

vy

Figure 3.5: Superposition of horseshoe vortices alongittieg line in Prandtl’s clas-
sical lifting line theory

3.2.2 Fundamental Equation of Prandtl’s Lifting Line Theory

The total velocity induced at a poigg on the lifting line (which coincides with the
axisy) by the trailing vortex sheet is obtained by applying thetBBavart law (see
Equation 3.5) on each vortex filament and summing the resuéisthe entire sheet. In
the case where an infinite number of horseshoe vortices ackalsng the lifting line,

this leads to: oo
f ? (dr/dy) dy 3.9)

1
Vi(Yo) = —— oo Yooy

A
where:
e bis the wing span,
e dyis an infinitesimally small segment of the lifting line loedtat the coordinate
y, and

e I'(y) is the circulation ay.

The corresponding induced angle of attagks given by:

~V (yo)) _ Vi) _ 1 f V2 (dr/dy) dy (3.10)
Voo Voo 47TV00 -b/2 yO - y

a@i(Yo) = tan‘l(
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Besides, it can be shown that thigeetive angle of attacke obeys:

2I'(Yo)

BVl T o0 (3.11)

@er(Yo) =

where:

e ay(Yy) is the lift slope aty — usually replaced by the thin airfoil theoretical value
of 2r (rad™),

e C(y) is the wing chord ay, and

e a-o(Y) is the angle of zero lift, which only varies across the sgaha wing is
twisted.

Finally, an expression of the geometric angle of att@ck a.¢ + ; is obtained, with
I" for only unknown:

b/2
olyo) = — 0 = f (dr/dy) dy (3.12)

— 4 ao(Yo) +
V= T I A=Vl IRy

This equation is called the Prandtl’s integrdfeiential equation and its resolution leads
to the determination of the circulatidhat any point along the lifting line.

3.2.3 Derivation of Forces and Moments

Oncel has been obtained from Equation 3.12, the total lift and sedudrag can be
derived from the Kutta-Joukowski Lift theorem (EquatioB)3.

b/2
Lift: L :pwvmf I'(y) dy
—b/2
b/2

Induced DragD; = —pmf I'(y)Vi(y) dy
/2

Likewise, the wing rolling and yawing moments can be digectbmputed from the
spanwise lift distribution.

3.2.4 Limitations of the Theory

This theory is valid for inviscid, incompressible and stedldws, but is limited to
wings with straight quarter-chord lines, i.e. unswept wing-urthermore, as results
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from the exact theory of airfoils in two-dimensional comaiis are used for each wing
section, accurate results are only obtained for wings wgh hspect ratios. Finally, the
pitching moment cannot be computed from the spanwise ktrithution as the latter is
collapsed to a single line along itgdtchord line.

3.3 Weissinger’'s Extended Lifting Line Theory

The extended lifting line theory — also known as the threargu-point method [Schlicht-
ing, 1979] or as the simplified lifting-surface theory [DeNw and Harper, 1948] —was
firstintroduced by Weissinger [1947] for the case of swegtkavings. Compared with
the Prandtl’s classical lifting line theory discussed irct®®m 3.2, it applies to wings of
any planform and aspect ratio. Also, contrary to the forrier Jatter allows an approx-
imate value for the pitching moment to be obtained from thengpse lift distribution.

It was adapted for the calculation of nonlinear aerodynarnycOwens [1998].

3.3.1 Principle

The main diference between both methods stems from the distributiomisielshoe
vortices along the lifting line: in Prandtl’s classicatltiifg line theory, horseshoe vor-
tices are all centered around the wing centre-line, thezefmsitioned one into the
other, whereas in the extended lifting line theory, horeestortices — although also
bound to the quarter-chord lifting line — are positioned oegt to the other, as shown
in Figure 3.6. This feature allows swept wings to be modelled

Figure 3.6: Superposition of horseshoe vortices alongittied line in Weissinger’s
extended lifting line theory
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Furthermore, a dlierent boundary condition is used to determine the valueetih
culationT” along each horseshoe vortex. This condition — also calledkthematic
flow condition, or the “Weissinger condition” in referencethe main developer of this
method — stipulates that the airflow is tangential to theasigrof the wing at its three-
guarter chord line. For each horseshoe vortex, one “copwoit” — or “collocation
point” — is defined at the intersection of the horseshoe xaréatre-line and the wing
three-quarter chord line. The control points are represkby filled circles in Fig-
ure 3.6. The Weissinger condition, applied at each colliongtoint, can be formulated
as:

(Vi+V.)-n=0 (3.13)

where:
¢ V; is the velocity induced by all the horseshoe vortices at tii@cation point,
e V, is velocity vector of the upstream airflow, and

¢ nis the unit vector normal to the wing surface at the collarapoint.

The choice of locating the control points on the three-agrachord line comes from
the two-dimensional thin airfoil theory, where the airfbit slope ay is equal to z.
Indeed, the control points should obey:

ao c(y)
Xp(Y) = Xe(Y) + o o (3.14)
where:
e Xp(Y) is thex-coordinate of the control point &t
¢ X(y) is thex-coordinate of the lifting line ay, and
e c(y) is the wing chord ay.
Therefore: L
Xp(y) = Xe(¥) + 5Cly) (3.15)

As seen in Subsection 3.1.5, for small angles of attack abdaosic conditions, the
lifting line is positioned along the quarter-chord line bétwing. Therefore, the collo-
cation points should be located on the three-quarter-cled
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3.3.2 Fundamental Equation of the Extended Lifting Line Theory

In the extended lifting line theory, the expression of thergetric angle of attack takes
the following form:

1

= lim
a(Yo) 22V ond

aryo) JCW I(y) ( L. Xp(Yo) — Xc(Y) ) dy
€ 2o =Y U (p(00) = X () + (Yo — Y)° 3.15

Wheref, which represents an integration over the intended doma&in@ing singular-
ities, is defined as:

b/2 Vo—& b/2
f .. Oy = ...dy+f ... dy (3.17)

b/2 ~b/2 Yote

Equation 3.16 is the integral equation for the circulatigtrébution in the extended lift-
ing line theory. As for Equation 3.12, its only unknown is thiculationI’; therefore,
solving Equation 3.16 leads to the determination of the wisecirculation distribution
I'(y), and, using the Kutta-Joukowski Lift Theorem (Equatio8)3to the derivation of
the spanwise lift distributioh’(y). Subsequently, after integration of the spanwise lift
distribution over the entire span and projection on théedent axes, the total lift, the
induced drag, the rolling moment, the yawing moment andr@pmately, the pitching
moment can be computed, as described in Subsection 3.2.3.

3.3.3 Application to the Modelling of Wake Vortex Effects Between
Air Vehicles in Close Formation Flight

One objective of the work has been to model the wake vortexaed éfects between
air vehicles and implement thesgezts into near real-time simulations of close forma-
tion flying. However, as stated in the survey of wake vortexdeilling methods (see
Section 2.2), there is a tradéEd®etween the rapidity of execution of a model and the
accuracy of the results it provides.

Weissinger’s extended lifting line method, as an interragdbetween the basic Prandtl's
lifting line theory and the more involved VLMs, provides angpromise between accu-
racy and rapidity, and therefore appeared to be the mostdeitechnique. In addition,
it is simple to compute, generic, flexible (a variable numiifenorseshoe vortices can
be chosen depending on the level of accuracy needed) arkk &nandtl’s lifting line
theory, it is valid for wings of any planform — including swepings — and aspect ratio.
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Weissinger’s extended lifting line technique is equivatera VLM with no chordwise
discretisation of the wing. Adding a chordwise discret@atvould increase the com-
putational complexity, and slow down the simulations. Rerimore, the resulting gain
in accuracy would be insignificant (except for the estimatid the pitching moment)
as the generation of wing-tip vortices is essentially a sps@phenomenon, due to the
wing spanwise load distribution.

3.4 Consideration of Viscosity Hects

3.4.1 \ortex Cores

Viscous dfects can be included in the WVM through the addition of voftgégcous”
cores. In particular, using viscous cores gives a bettaesgmtation of the trailing
vortices of a fully rolled-up wake. From a computationalrgaif view, adding a core
to the vortex model also removes the singularities asstiaith infinitely thin vortex
filaments crossing downstream control points. However,tduke dificulties in char-
acterising wake vortices, there are still many uncertamtegarding the size of their
core radii. Jacquin et al. [2001] lists no less than 5 de@ingiof vortex core radius:

¢ Internal / Viscous core radiusr;:
The internal core — or viscous core — encloses the vorticit\ascosity &ects
due to very large transverse velocity gradients. From thiteexaentre, the tan-
gential velocityV, increases and reaches a maximum.at

e External / Inviscid core radius r:
This core is the result of the inviscid roll-up process of toetex sheet. It con-
tains less vorticity than the viscous core. The externa cadius, is where the
total circulationI” of the vortex is attained. No vorticity is contained in thadlu
forr >r,, i.e. the hypothesis of potential flow is valid outside théeexal core
of the vortex. The values aof andr, can difer a lot.

e Dispersion radiusrg:
The dispersion radius is defined as:

d=t [ [ (0-wrre-aP)oaxay (3.18)

wherey, andz. are the coordinates of the vortex centre, anthe axial vorticity.
This radius, which measures the dispersion of axial vaytici the yzplane, is
widely used.
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e Effective core radius:
The dfective core radius is defined as:

2 o 2 o
Feif = lo exp(%1 - (?) fo V2(r) rdr + (?) fo U3 r dr) (3.19)

whereV, is the tangential velocity and is the axial velocity deficit.
For a wing of elliptical loadingress ~ 0.11- Z - b. Many authors refer to this

value as the “vortex core radius”.

¢ Rolling moment radius:
The rolling moment radius is defined as:

Froll = %j:: j::o VY = ¥o)? + (z- z.)? w dx dy (3.20)

This radius is of particular interest for the evaluation lné hazards associated
with wake encounter: the induced rolling moment is all thealben asr,q is
large. Consequently, to reduce the hazards induced by thiexveake of an
aircraft on a following air vehicle, either the vortex citation should be reduced,
or its dispersion should be increased.

The radiiro, rq, ress, rron € O(0.1b); however, there are many discrepancies regarding
the value ofr;. Finally, as in most cases, the vortex core radius is defisetha ax-

ial distance between the vortex centre and the location evtiex tangential velocity
reaches its maximumg = r;.

3.4.2 Vortex Velocity Profiles

Some of the better known vortex velocity profiles are pre=eirt this subsection. They
are mostly used to model the fully rolled-up wake, i.e. appmately 4 wing spans be-
hind the wing according to Kurylowich [1979], and 20 wing spaehind the wing
according to Hoeijmakers [1996]. The trailing pair is regmeted by superposing two
counter-rotating straight vortices with axisymmetrico@ty distributions. The sepa-
ration distance between the vortices after roll-up is gikg’ = sb, wheres s the
spanwise load factor and is defined as:

®2T(y)
bf Ty = O) (3.21)
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For a wing of elliptical loading, the spanwise load factoedgial tos = /4. In prac-
tice, this result is used for most types of wings.

In all the models listed below, represents the entire circulation contained in the vortex,
r. the core radiust the radial distance from the vortex core centre, artie wing
span of the wake-generating vehicle. Furthermore, as thegs are considered to be
straight and of infinite length, the 2D vortex velocity distitions are given.

Helmholtz vortex model

The Helmholtz point vortex [Anderson, 2007; Blake and Mafip, 1998] is the most
basic vortex profile. The vortex is modelled as a concerdrategularity of infinite
velocity, i.e. r. = 0. Consequently, the flow is potential at every point excepthe
vortex itself. The tangential velocity induced by an isethHelmholtz vortex filament
is given by:
r
Vy(r) = — 3.22

o) =5 (3.22)
Unfortunately, this representation leads to computatipmablems when the wake
crosses the control points of a following air vehicle.

Rankine vortex model

The Rankine vortex model [Sarpkaya, 1989; Hinton and Thth@97; Gerz, Holzapfel

and Darracq, 2002] assumes that all the vorticity is confineal viscous core which

rotates as a solid body around its centre. Consequentlypdtential flow hypothesis

is still valid outside the core. The tangential velocity uieed by an isolated Rankine
vortex filament of radius. is given by:

r

— whenr > r,
Vy(r) = Zrﬂfr (3.23)
Er_g whenr < r¢

with an artificial discontinuity at = r.. Figure 3.7 shows the Rankine vortex model tan-
gential velocity distribution for dferent values of core radii. In their comparative study
of wake vortex models, Gerz, Holzapfel and Darracq [20@@jdedr. = 0.0412, and
Hinton and Tatnall [1997] used = 0.05b.

Finally, the Rankine vortex, having a compact support, ig an approximate solution
of the Navier-Stokes equations.
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Figure 3.7: Rankine vortex model tangential velocity dlsttion for different core radii

Hallock-Burnham vortex model

The tangential velocity induced by an isolated Hallock+Bham vortex filament of
radiusr. is given by:

Vi(r) = % (r2 Jrr rg) (3.24)

and is illustrated in Figure 3.8 forfiierent values of..

The Hallock-Burnham vortex model has been used by many ethith various core
radii re:

¢ in Hinton and Tatnall [1997], the core size was chosen to b@bf#te wing span
of the wake-generating vehicle;

¢ in Blake and Multhopp [1998], it was chosen to be 3% of the wspgn of the
wake-generating vehicle;

e in Gerz, Holzapfel and Darracq [2002], it was assumed to.b2% of the wing
span of the wake-generating vehicle;

e Zhang, Wang and Hardin [2003] calculated the core radiusyusi

b
re = 0'2‘/7 (3.25)
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Figure 3.8: Hallock-Burnham vortex model tangential vélodistribution for diferent
core radii

whereV is the velocity of the wake-generating aircraft. This led¢e- 0.0780
for a B-747 and. = 0.076b for a B-757 during landing.

e finally, Denis [2004] tested ffierent core radii, ranging from 0.5% to 10% of the
wing span of the wake-generating vehicle.

Lamb-Oseen vortex model

The Lamb-Oseen vortex model [Sarpkaya, 1989] considetshbavorticity follows a
Gaussian distribution of standard deviatisf2vr, wherey is the kinematic viscosity
of the air andr is the age of the vortex. The swirl velocity induced by a seighmb-
Oseen vortex filament is given by:

V(r) = % (1 - exp(;Tri)) (3.26)

Figure 3.9 shows the evolution of the Lamb-Oseen vortex iintzshgential velocity
distribution with time. As the vortex core sizg = 2.24+/vt increases with time, the
overall vortex shape is conical rather than cylindrical.

When applied to a single vortex in an unbounded incomprksditimain, the Lamb-
Oseen model is an exact solution of the Navier-Stokes empgti However, as the
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Figure 3.9: Evolution of the Lamb-Oseen vortex model tatigéwelocity distribution
with time

nonlinearity of the Navier-Stokes equations does not ptetitmei superposition of solu-
tions, the velocity field of a multi-Lamb-vortex system ig strictly an exact solution.

A modified form of the Lamb-Oseen vortex has also been useddnyrauthors [Nel-
son, 1974]:

r —r2
Vg(r) = ﬁ (1 - exp(m)) (327)

wheree is the eddy viscosity and is proportional to the circulationThe constant of
proportionality is very dificult to measure but it is estimated to be betweer? Hdd
1074

Dogan’s modified Helmholtz vortex model

Venkataramanan and Dogan [2@)4nd Dogan, Venkataramanan and Blake [2005]
based their vortex model on Equation 3.27, witheglected and = 0.06I

V(r) = % (1 - exp(g)) (3.28)

This model, which is referred to as the “modified Helmholtetew model” in Dogan’s
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work, was tuned in order to match the velocity distributioreg by Rossow and James
[2000].

Kurylowich vortex model

Kurylowich [1979] developed an alternate form of the Lambe@n vortex model by
re-writing the term in the exponential as a function of theeamdiusr. = 2.24+/vr:

2
Vi(r) = % (1 _ exp(—l.za(ri) )) (3.29)

Cc

He then tuned, so that the velocity distribution of the model would agreéwvaxper-
imental data. His empirical definition of is given by:

vT

r.=362 F@)Z

(3.30)
wherey is the sweep angle of the wingdlchord.

The Kurylowich vortex model swirl velocity distribution rfadifferent core radii is
shown in Figure 3.10.

rC=O.01b

= = = =0.02b
c

= = =T =0.03b ]

o

,,,,,,,,
I-"._I‘l-l-|

/b

Figure 3.10: Kurylowich vortex model tangential velociigtiibution for diferent core
radii
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This model was used by Hinton and Tatnall [1997], Gerz, Hpfel and Darracq
[2002], Zhang, Wang and Hardin [2003], and Denis [2004]ngghe same core radii
as listed for the Hallock-Burnham model.

Proctor vortex model

Proctor [Shen et al., 1999] developed an empirical vortexlehbased on field mea-
surements of several post roll-up wake vortices:

r [ 075
—(1-exp —10(—) whenr > r.
2nr b
Vol(r) = r r 7075 r\2
ﬁlA(l - exp(—lO(B) )) (1 _ exp(—1.2527(r—c) )) whenr <.
(3.31)

This model, whose swirl velocity distribution for variousre radii is shown in Fig-
ure 3.11, was found to be a better representation of obsevae&d vortices velocity
profiles than the models listed above, and it was used talisiéi the wake vortex field
for the 3D TASS simulations [Switzer, 1996; Shen et al., 19®ctor and Switzer,
2000]. The core radii used in the simulations wege= 0.039% for a B-757 and

re = 0.049@ for a DC-10, based on experimental estimates. In Gerz, &pdét and

Darracq [2002], the core radius was chosen torpe: 0.0412b.

Smooth blending vortex model

The tangential velocity induced by an isolated smooth blemndortex filament is given
by Gerz, Holzapfel and Darracq [2002]:
_ T —Bi(r/b)®
0= 5 (1= o5 (432
with B8, = 10,8; = 500 andp = 3. These tuning parameters have no obvious physi-
cal meaning, but were adjusted to fit wind tunnel observatafra flapless rectangular
wing.

Equation 3.32 suggests a core radius of 4.12% of the wing sya@oh is the value that
Gerz, Holzapfel and Darracq [2002] chose to use for all @®fin their review of wake
vortex models.

Multiple scale vortex model

The multiple scale WVM — introduced by Jacquin et al. [200%sults from a wind
tunnel experimental study of the wake extended near fieldtadresport aircraft. The
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Figure 3.11: Proctor vortex model tangential velocity wlttion for different core

radii

swirl velocity induced by an isolated multiple scale vortégxment is given by Jacquin
et al. [2001] and Gerz, Holzapfel and Darracq [2002]:

_F ' whenr >r;
2x1i \Fifo -
r
Vy(r) = whenr; >r >r (3.33)
2mAfror e
L whenr <r
2nr =0

with r, ~ 0.1b andr; < 0.01b. The definitions of; andr, are given in Subsection 3.4.1.

Figure 3.12 shows the multiple scale vortex model tangewsacity distribution for
different values of;.

3.4.3 Choice of a Wake Vortex Model

The wake vortex models described above provide a simplegoutl‘'enough’ represen-
tation of the very complicated velocity fields induced by wiag-tip vortices behind
an aircraft. CFD models should be used if a higher level otissxy is required. In
this subsection, an analysis of the models is made in ordectitate the choice of a
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Figure 3.12: Multiple scale vortex model tangential vetpdistribution for diferent
internal core radiir, = 0.1b

velocity profile for the purposes of this work.

Figure 3.13 shows the swirl velocity distribution for the cieds listed in this subsection
and Table 3.1 summarises the time-independent core raati log various authors for
these same models.

The diference between the tangential velocity distribution ptsoins obtained for
r/b < 0.1 (see Figure 3.13) can be explained as follows:

e in most cases, the wake vortex models were tuned using expetal measure-
ments for one specific air vehicle geometry and set of flightitons. However,
the wake characteristics can vary greatly from one set afiiions to another;

¢ the vortex core radius measurements were performed at dispkstance from
the wake-generating vehicle, thereby influencing the pedkevof tangential ve-
locity.

However, forr/b > 0.1, the wake vortex models give similar predictions. Themefo
the choice of vortex model does not make mudfedence for the position range con-
sidered in formation flight or in air-to-air refueling.
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Figure 3.13: Comparison of wake vortex models

Table 3.1: Time-independent vortex core radii

Authors Vortex Core Radius  Vortex Model
Blake and Multhopp [1998] re = 0.03b Hallock-Burnham
Rankine,
Hinton and Tatnall [1997] re = 0.05b Hallock-Burnham,
Lamb-Oseen

Rankine,
Hallock-Burnham,
Gerz, Holzapfel and Darracq [2002] r. = 0.0412D Lamb-Oseen,
Proctor,
Smooth blending

Hallock-Burnham,

Zhang, Wang and Hardin [2003 r ~0.07M
g g [ ] ¢ Lamb-Oseen

Shen et al. [1999] re ~ 0.045% Proctor
Hallock-Burnham,
Lamb-Oseen

Denis [2004] ®Bb<r.<10b
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For the purposes of this work, the vortex induced velocitfifg was chosen on two
criteria: its simplicity of implementation and the accwaaf its predictions. The
Helmholtz model was eliminated because of its associategukrity atr = 0. The
Rankine, Proctor and multiple scale models were discardeda their multiple defi-
nition according to the value of The smooth blending model was eliminated due to
the fact that it was not depending explicitly on a core radiutson three non-intuitive
parameters, and was therefore more complex to tune thanhteernodels. Finally, the
Lamb-OseefKurylowich model was preferred to the Hallock-Burnham midmcause

of its documented use in association with a time-dependanet @dius [Kurylowich,
1979; Sarpkaya, 1989; Dogan, Venkataramanan and Blak&].200

Furthermore, it is to be noted that apart from the Helmholtzlat, which results from
the Biot-Savart law (see Subsection 3.1.4), the vortexoigigrofiles presented in
Subsection 3.4.2 were originally developed to model thiy ftdlled-up trailing vor-
tices behind an aircraft. Yet, the intention here is to agolgh a velocity distribution
to each downstream vortex branch of a vortex sheet repiagemnon fully rolled-up
aircraft wake in the extended near field: it is expected thatcbunter-rotating vortex
branches of two neighbouring horseshoe vortices will hawareelling &ect on each
other, such that in the far field, the main vortex influence still be coming from the
wing-tip vortex lines. Therefore, the vortex model shoutddhosen accordingly.

The Lamb-Oseen and Kurylowich time-dependant core radiirapresented in Fig-
ure 3.14. Although the Lamb-Oseen core radius definition 2.24+/v gives a better
match with the order of magnitude of the time-independerd cadii listed in Table 3.1,
the Kurylowich model . = 36.2+/v7/ cosf)?) was preferred for its faster-growing
core radius, which allows a quicker merging of thé&eahent vortices produced by a
wing into a single pair of counter-rotating vortices, in aaance with Figure 3.15.
Therefore, in the case of two air vehicles flying in formatitire following aircraft will
more likely be subjected to the influence of the leader’s wak&ex pair, rather than to
the influence of their individual vortex branches.

3.5 Chapter Summary and Conclusions

In this chapter, overviews of potential flow theory, Praisdtlassical lifting line the-
ory, and Weissinger's extended lifting line theory wereegiyleading to the choice of
a wake vortex modelling technique. Weissinger’s extendedd line method was se-
lected on the basis of its computational simplicity, its itbéiky, its range of validity
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Figure 3.15: Formation of a vortex pair downstream of a flalpgecraft model, from
Jacquin [2005]
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and because it seems to provide the best compromise betweaaey and rapidity of
execution for an average-performance computer.

The choice of a vortex velocity distribution profile and of isoous core is also dis-
cussed. The definitions of viscous cores are reviewed, arevartex velocity profile
models — namely Helmholtz, Rankine, Hallock-Burnham, Labdeen, Kurylovich,
Proctor, smooth blending, multiple scales and Dogan’s fremtliHelmholtz vortex
model — are compared. The Kurylowich model, with a core mudis: 36.2 /v7/ cosg)?,
was chosen for the simplicity of its implementation and tbeusaacy of its predictions.






Chapter 4

Wake Vortex Model Development

4.1 Introduction

This chapter presents the development of a MATLAB progranmaeed on the ex-
tended lifting line theory (see Section 3.3). The codegecdLL, computes the steady-
state velocity induced on one aircraft by the wake(s) of anmare other air vehicles.
It supports 3D, subsonic multi-wing designs and takes awcofithe following geo-
metric characteristics of each wing: span, aspect rafi@rteatio, sweep, dihedral and
twist. All vehicles are modeled using the same method tdifate reconfiguration sce-
narios where the positions of the vehicles within the fororavary, thereby modifying
the influence of one vehicle upon the other(s).

4.2 Principle

4.2.1 Modelling of the Air Vehicle

Each air vehicle is represented by its lifting surfaces. $tdace is replaced by its
1/4-chord segment, and the associated vortex sheet by a flahgegar surface com-
posed of g semi-infinite horseshoe vortices. These are attached t4tehord line,
follow the chord up to the/3 chord line, and extend downstream to infinity parallel to
the aircraft velocity vectoY ., as illustrated in Figure 4.1.

Figure 4.2 shows the geometry of a basic air vehicle (mairgwin and tailplane are
represented), and Figure 4.3 shows its vortex layoutrfer 5° andg = 0° (in body

axes). The red x-marks in Figure 4.2 represent the contiotpwhere the Weissinger
boundary condition (airflow tangential to the wing surfarsejnet. These are located

47
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8
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Figure 4.1: Vortex sheet positioning

along the # chord line, as seen in Subsection 3.3.1.

Figure 4.2: 3D wing control points and normals

Using the Weissinger extended lifting line theory rathertithe Prandl’s classical lift-
ing line theory enables the modelling of wing planforms dfafient geometries, in-
cluding swept, tapered wings with twist doddihedral. As an example, six wing plan-
forms of various geometric characteristics are presemdable 4.1 and illustrated in
Figure 4.4.
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Figure 4.3: 3D wing configuration and vortex layout foe 5 deg,8 = 0 deg

Table 4.1: Wing planforms

Characteristic WingA WingB WingC WingD WingE WingF
Wing spanb (m) 2 2 2 2 2 2
Aspect ratiol 8 12 8 8 8 8
Taper ratice 1 1 0.3 1 1 1
Sweep angle (deg) 0 0 20 0 0
Dihedral angles (deg) 0 0 10 0
Twist angle+ve (deg) 0 0 0 -10




50 4. Wake Vortex Model Development

(a) wWing A (b) Wing B

(c) WingC (d) Wing D

(e) Wing E (f) Wing F

Figure 4.4: Modelling of dierent wing planforms & associated vortex wake layout for
a =5deg,8 =0deg
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Figure 4.5: Schematic of an adapted horseshoe vortex

Each horseshoe vortex is composed of 5 straight branches)oae in Figure 4.5.
Branch 1 is bound to the/4-chord line of the wing; from there, Branches 2 and 3 fol-
low the chord up to the/3-chord line; finally, Branches 4 and 5 extend downstream to
infinity, in parallel with the upstream velocity vectdr The vortex shape was adapted
in order to prevent any singularity due to an infinitely thiarfment where all the vortex
strength would be concentrated. A viscous core and timeydefbact were added to
the semi-infinite downstream branches (Branches 4 and Habf korseshoe vortex: a
Kurylowich model (see Subsection 3.4.2) was used to repteke vorticity of these
branches as a Gaussian distribution of standard deviatiov2, wherer, = 2.24+/vt

is the core radius; is the dynamic viscosity of the air, ands the vortex age.

4.2.2 Calculation of the Induced Velocity Field

The circulation along each horseshoe vortex is assumed torfant. 1ts unknown
distribution is determined by solving the fundamental ¢queof the extended lifting
line theory (Equation 3.16) using Weissinger’s boundanyditoon (Equation 3.13).

(5k1(|l/’ -

Figure 4.6: Branclj of the horseshoe vortek

Once the circulation distribution is known, the velocitduted by the wake-generating
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vehicle(s) can be calculated at any field pddixp, yp, Zp), using the Helmholtz profile
(Equation 3.22) for Branches 1, 2 and 3 of each horseshoexy@md the Kurylowich
velocity distribution (Equation 3.29) for Branches 4 andThe contribution of each
branchj € {1,...,5} of the horseshoe vortek € {1,..., nsg, Of strengthl’y, to the
induced velocityV;, at the field poinP(xp, yp, Zp) is given by:

I' :
Ty (cosba) — cosi)) - Nk, for j € {1,2,3)
r
Vi, = 47*1, (cost ) — cosbij)) (4.1)
g
hg :
(1 - exp(—1.26(m) D ‘ng;  forje{4,5)

where:

e Iy is the radius vector from the vortex filament elemeiqs to the pointP,

N is the unit vector normal tdly; andry;,

hy j is the perpendicular distance from the field pd#to the branch ling,

Yi,j anddy j are the angles betweelh ; andr,; at the vortex branch ends, and

7 j Is the age of the vortex branch (defined as the distan€ef yp, zp) from
the origin of the wing (quarter-chord root point), divideglthe airspeed/)

The parameters;, dlyj, hej, y«j anddy; are illustrated in Figure 4.6. In the case of
the semi-infinite Branches 4 and 5, than = 0 anddys = 7.

The velocity induced aP by the horseshoe vortékis equal to the sum of the contri-
butions of its 5 branches:

5
Vi.(Xp, Yp, 2p) = Z Vi (X, Yp, Zp) (4.2)
i1

The total induced velocity aP(xp, Yp, Zp) is then obtained by adding the velocities
induced by each of thesg horseshoe vortices used to model the lifting surfaces of the
wake-generating vehicle(s):

Nseg

Vi(XPa YP, ZP) = Z Vik(XPa yPa ZP) (43)
k=1
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Figure 4.7 illustrates the vortex position behind a simpiegrgeometry (gg = 10,
b=1m,1=26,¢=0.8,¢ = 20deg,s = 10 deg, andrve = 0 deg) forV = 20
m/s,a = 5 deg an@gB = 0 deg. The induced velocity field in theplane at diferent
values ofx downstream of the wing is shown in Figure 4.8. The usual sbépeng-tip
vortices can be clearly seen: downwash inboard of the wmghd upwash outboard

of it. Furthermore, the decaytect is easily observed, as the vortex core gets larger
and its strength weaker when the ffte plane moves downstream. Finally, it should
be noted that body axes were used to plot the induced velioelitly hence the seeming
upward movement of the trailing vortices.

y (m) x (m)

Figure 4.7: Vortex evolution and induced velocity field ir threfftz plan

4.2.3 Induced Translational and Rotational Wind Componens

Following a method developed by Dogan, Venkataramanan &ceB2005], the ve-
locity field induced by one or more air vehicles on a neighbwaircraft is expressed
as induced translational and rotational wind componerft®\N Vehicles are flying in
close proximity, the velocity induced on the vehidldoy theN — 1 surrounding air ve-
hicles is computed at each of thg calculation points along the4-chord line of the



54 4. Wake Vortex Model Development

1.5 o 15
-15 -1 -0.5 0 0.5 1 1.5 -15 -1 -0.5 0 0.5 1 1.5
y/b ylb
() x = -10b (d) x = —20b

Figure 4.8: Slice views of the induced velocity field in tyeplane behind a straight
wing in its body axes — Kurylowich core radius= 36.2\/v7/ coS{p)?
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vehicle A using equation 4.3. The induced velocity field thus obtaisgughly non-
uniform, and can be approximated around the CG of veli\cés the sum of uniform
wind components and uniform wind gradients [Dogan, Venkat@anan and Blake,
2005]:

— VL Vi, oV,
Vi.(A) + —=(A) + —=(A) + —=(A
(A + A+ ) + ()
_ oV, oV, oV,
Vi(Ga) =| ¢ ly Iy Iy (4.4)
V() + )+ ) + ()
_ av; v oV,
Vi (A Z(A (A (A
(N) + ZEA) + ) + ()
where:
1 Nseg,
Vi.(A) = V,
|x( ) nseg\ JZ:; |><j
~ 1 Nsegy
Vi(A) ={ V. (A) = Y/ 4.5
i(A) W) = ,Z‘ ’ (4.5)
1 Nseg,
\F7; A = Viz_
M = = JZ J
and
QURNTRE S ol ik
X " Neeg, — 1 S X1 = X
v, 1 ety -V
Y(A) = o b 4.6
ax( ) Nseg, — 1 ; Xj+1 = X; (46
N(A)— - il Vi = Vig
X S Neeg —1 & Xj— X

The remaining partial derivatives'dy andd/oz are similarly calculated. The compo-
nents of the ffective induced translational wind velocity vectdr are then directly
defined a8/, Vi, andV;,, and the components of théective induced rotational wind
velocity vectorm; are derived from the uniform wind gradients using:
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_ oV, . 0V,
TN = N =W
5.(A) = Ny, OV,
_ N, OV
TN = SN =W

NB: These partial derivatives are approximated using tleeames along the spanwise
axis of the wing, therefore th#&/dx andd/dz terms are very small for most wing con-
figurations (low swept and low dihedral angles). When it es¢hse, the corresponding
derivatives can then be reasonably neglected. This is teebeled depending on the
wing geometry.

4.2.4 Number of Horseshoe Vortices

The number of horseshoe vortices used to model a liftingasarflso needs to be de-
termined. This number depends on the level of accuracy dedde larger the number
of horseshoe vortices, the more accurate the results, dstalver the simulations.

In the following scenario, two identical wings A; and A, — are considered. Their
geometric parameters are given liiy= 1 m, 1 = 3,&e = 0.8, ¢ = 20 deg,0 = 10 deg,
and+ve = 0 deg; and they are composed gfghorseshoe vortices eachse#iAi) =
NsedA2) = Nseg They are flying in formation & = 20 nys,a = 8 deg angB = 0 deg,
with A; assuming the role of leader and being the follower.

The location ofA,’s control points relative ta\;'s wake — and therefore the velocity
induced byA; on A, — depends not only on the relative positionAgfandA,, but also
on their orientations. In order to estimate the minimum nandd horseshoe vortices
which should be used to model a lifting surface, two casesa@msidered:

e Case A: §,0,v) = (0,0,0) deg for both vehicles

e Case B: ¢,0,v) = (0,8,0) deg for both vehicles

These are illustrated in Figure 4.9 fgg = —2b, ey = 0 andze =0 .
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a =8 deg /B
0=0deg =T =t —e——
V /11 2

(a) Case A:¢,0,y) = (0,0,0) deg
a = 8 deg \\«*H\\l
6 =8 deg v g

(b) Case B: ¢,0,¥) = (0,8,0) deg

Figure 4.9: Location of\,'s control points (red) relative ta;'s wake (blue) - =
_2b1 yrel = 01 Zrel = Oa a = 8 deg, andg = O deg

In both cases, the variations with longitudinal spacingha #fective velocity com-
ponents induced by; on A, are shown in Figure 4.10 for fierent values of f,
Although the results are of similar magnitude, onffedence is noticeable: in Case
A, when the distance between the air vehidbkgd| increases, the components of the
effective velocity induced by; on A, quickly decrease to zero. In Case B, unless
A, takes the lead of the formatiom/p > 0), the éfect of A; on A, is approximately
constant. This is because in CaseMB’s vortices are aligned with the-axis @ = 6),
therefore whem\, moves back from\; along thex-axis, its position relative ta\;’s
vortices remains the same. The slight decrease in the iddedecity strength when
—X/b increases is essentially due to the decayg$ vortices with time. In Case A,
Ay’s vortices are not aligned with,’s x-axis, therefore when, moves back from\
along thex-axis, the distance between its control points an& vortices increases,
thereby diminishing the influence of, on A;.

Figure 4.11 shows the variations with lateral spacing ofeffiective velocity induced
by A; on A, in Cases A and B. The fierences between Case A and Case B are more
obvious than in Figures 4.10 and 4.13. First, in Case Bytiwedz components of the
induced velocity demonstrate a “saw-tooth” behaviourfbr< y/b < 1 when Rey < 8.
This is because the fewer horseshoe vortices are used td enottey, the further from
each other they are located, and the longer it takes for thedlei vortices to merge
with the wing tip vortices into a single vortex pair downsine of the wing. In this in-
termediate stage, the following aircraft is subjected itidividual influence of each
of the leader’s vortices, hence the displayed saw-toothneut The reason why this
saw-tooth outline is only visible in Case B and not in Case Besause of the location
of A,’s control points relative ta\;’s wake, as explained in the previous paragraph: in
Case AA;’s control points are in the periphery af’'s wake, where they are subjected
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(b) Case Bf = 8 deg)

Figure 4.10: Variations of thefiective induced velocity components with longitudinal

spacingyrel = b, Ze = b
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to an attenuated influence, whereas in cas& £ control points are much closer to
the cores of\,’s vortices, which makea, more sensitive to the strength variations of
A1's vortices.

In addition, diferent values o¥/;, andV;, are obtained in Case A and Case B, due to the
position of A;’s wake relative to the reference frame: as mentioned eairi€€ase A,
the wing bound vortex branches are aligned withtkexis, and the trailing branches
extend at an angle of 8 deg with tleaxis in thexzplane. In Case B, it is the oppo-
site. Consequentlﬁ; —which is mainly generated by;’s trailing vortices — is much
stronger in Case B than in Case A, aﬁf;l— which is generated solely hy;’s bound
vortices in Case B (and is therefore positive whzagn= 0), and byA;’s both trailing
and bound vortices in Case A (and is therefore negative whas in the upwash gen-
erated byA,’s wake, and positive when; is in the downwash generated y's wake)

—is much stronger in Case A than in Case B.

Finally, when Reg= 1, only two quarter chord meshing points are used, locateddt
wing tip. This does not permit the sweep angle, taper ratibcaimedral angle of a wing
to be taken into account, as illustrated in Figure 4.12. Thegws then modelled as
a flat rectangular surface, located slightly behind andvedh® original wing. Conse-
guently, the values obtained fﬂ? and\F/Ty when neg= 1 are incorrect.

Figure 4.13 shows the variations with vertical spacing efdffective velocity compo-
nents induced by\; on A, in Cases A and B. Although, the plots are similar in shape
and magnitude, two ffierences should be pointed out. First, compared to Case B, the
components o¥/; are slightly shifted towards< 0 in Case A. Again, this is due to the
fact thatA;’s wake is not aligned with thg-axis, but is parallel to the incident airflow;
thereforeA, crossesA;’s wake when above\,, i.e. for a negative value af. The
position and orientation ok;’s wake in Case A is also responsible fai reaching a
maximum whem, crosses\;'s wake. This maximum does not exist in Case B since
thenV,, is only generated by;’s bound vortices.

From Figures 4.10, 4.11 and 4.13, it can be seen that in batscahe velocity in-
duced byA, onA; converges rapidly assgincreases. In particularsg = 10 gives as
good results assp, = 20 for a much lower computational price. Consequently,gisin
Nseg = 10 seems to be an excellent compromise between accuracguttisrand com-
putational costs.
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Figure 4.11: Variations of thefiective induced velocity components with lateral spac-
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(a) MNeg= 1

~ 0.02

(b) Nseg = 2

Figure 4.12: Xe; = =20, Yre1 = b, 2 = 0
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ing, Xrel = -b, Yrel = b



4. Wake Vortex Model Development 63

4.2.5 Integration

This subsection briefly explains how the WVM has been intiegkato Simulink sim-
ulations. In order to enable the air vehicles to exchang#ipos, the whole integration
scheme needs to be symmetric. Consequently, the dynamads GAVs in the for-
mation need to be modified to take account of tifeas induced by the wakes of the
others.

Elapsed Time
( >_137 time
Clock To Workspace
] 1
Memoryl on/Off
P Elapsed time
P [Xe,YeZe]
» [phi theta,psi]
UAV1 Visualisation 1
Position (NED) # Position 1 (NED)

P Viwi Euler (rad) Euler1 (rad) Viwi 1on2 » Vil

To Workspacel

V,alpha beta > Velocityl

™ Position 2 (NED)

Position (NED)
I Vi2
To Workspace2

¥ Viwi Euler (rad) Euler2 (rad) Viwi 2on1

V,alpha beta P Velocity2
UAV2

Wake Vortex Model

Elapsed time

Y

[Xe,YeZe]

Y

[phi theta,psi]

E‘# Visualisation 2 1
[l < '

Memory2 On/Off

Figure 4.14: Simulink simulation model

Figure 4.14 shows how the WVM has been integrated in a twacleeliormation
flight simulation. The state parameters of each vehicleh sagtheir positionsx

Yy, 2), their orientations (Euler angleg, 6, ¢) in a common North-East-Down iner-
tial reference frame, and their respective airdataq, B) are sent to the Wake Vortex
Model s-function block, which calls the main MATLAB functiof the airwake model,
ELLmain.m. ELLmain.m calculates theféective translational and rotational wind ve-
locities induced on each vehicle by its neighbour(s), aed$e¢hem back into the wind
terms of the vehicle dynamics, as shown in Figure 4.15.

The induced airspeed and angular rates can then be catttdateach vehicleé\ using
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Figure 4.15: UAV wind model
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the following equations:
Vi (A) = Vi (A)

Vy, (A) = =Viy(A) (4.8)
Vo, (A) = -V, (A)

and:
Pa = —wi,
Or = —wj, (4.9)
M = —(DE

As described in Dogan, Venkataramanan and Blake [2005im#ie advantage of using
this method is that it removes the need to explicitly comph&eforces and moments
induced by one vehicle in the equations of motion of the athéris therefore more

computationally #icient.

4.2.6 Limitations of the model
The limitations of the model are listed below:

e ELL is based on a small-perturbation potential flow theongréfore reliable
results can only be achieved for small angles of attack ahsiac conditions.

e The model does not allow the followingfects to be taken into account: thick-
ness, camber, fuselage, friction drag, and compresgitihe roll-up of the vor-
tex sheet is also ignored.

e Finally, as the calculation points distribution of a wing@lapsed to a single line
along its ¥4-chord line, the wake-induced pitching moment cannot barately
calculated. A way to improve these results would be to useencatculation
points for the estimation of the induced velocity field onwiags, and to locate
these points at flierent values ok (ie chordwise). However, adding calculation
points would lead to an increased computational complexity slow down the
simulations.

4.3 Wake Vortex Model Implementation

In this section, the vector from PoiRt to PointP, is designated b, P..
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4.3.1 ELL Execution Chart and M-Files

The WVM execution chart is detailed in Table 4.2.

Table 4.2: Program execution chart

ELLmain.m
geodata.m
init.m
vim.m

dis_wing.m
solver.m

velocity.m

A brief description of each module is given below. Furthetade and information are
presented in the following subsections (Subsections 443337).

ELLmain.m: main function. It calculates the velocity induced by thevake(s)
of one (or more) aircraft at the location of another air vihicEach vehicle
can be composed of one or more lifting surfadeidlmain.m callsgeodata.m,
init.m, vlm.m, solver.m andvelocity.m successively.

geodata.m: initialises and stores the geometric parameters of theshicles in
the structuregyeo(see Subsection 4.3.3).

init.m: initialises and stores the state variables of the air Ve&ia the structure
state(see Subsection 4.3.4).

vlim.m: meshes the lifting surface(s) and stores the relevantésdand coor-
dinates in the structurkattice. The sub-routinglis_wing.m is called for the
discretisation of the/4 chord line of each wing (see Subsection 4.3.3).

solver.m: solver. Calculates the vorticity vect@ by using the Biot-Savart
law for each vortex line and the Weissinger boundary coowlidit the collocation
points. The diferent steps of the resolution are explained in Subsecti6.4.

velocity.m: calculates theféective velocity induced on one air vehicle by the
wake(s) of the surrounding aircraft. Twofi@dirent vortex velocity profiles are
used to calculate the influence of the horseshoe vorticeshadunstitute those
wake(s): the Helmholtz vortex model is used for the boundices (Branches 1,
2 and 3), and the Lamb-Oseen vortex model for the trailingoes (Branches 4
and 5).



4. Wake Vortex Model Development 67

4.3.2 Reference Frames

The systems of coordinates used in ELL are listed below:

North-East-Down (NED) Axes (Rnep)

e X > 0 pointing North
e y> 0 pointing East
e z> 0 pointing Down

The NED reference frame is the one used in the Simulink siiauis. Therefore, the
input and output oELLmain.m are expressed in NED.

South-East-Up (SEU) AxesRsku)

e X > 0 pointing South
e y> 0 pointing East
e z> 0 pointing Up

Because of its practical convenience, most calculatiomsaried out in this reference
frame.

Body Axes of Aircraft A (Rp(A))

e X > 0 pointing frontwards
e y > 0 pointing starboard

e z> 0 pointing downwards

R, is the conventional flight dynamics reference frame.

Modified Body Axes of Aircraft A (R{(A))

e X > 0 pointing backwards
e y > 0 pointing starboard

e z> 0 pointing upwards
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Ri is the conventional wind tunnel reference frame. It is the ngsed indis_wing.m
for the discretisation of the/4 chord line.

Direction Cosine Matrices (DCM) are introduced in ordertmsform coordinates and
vectors between reference frames. In particular, for thegwi, the DCM fromRyep
to Ry(A), or fromRseyto R{(A) is given by:

DCM;; DCM;, DCMy3
DCMye(A) = DCM,; DCM,, DCM,;3 (4.10)
DCMs;; DCM3, DCMgs;3

with:

DCMi; = c0S@,)Cos{a)

DCMiz = cos@a)sin@a)

DCMiz = —sin@)

DCM,; = sin(@,) sin(x) Cos{ya) — cospa) sina)
DCM,y, = sin(@a)Sin@a) Sin@a) + COSE,) COS{A)
DCMyz = sin(@,)cos@y,)

DCMas; = cosgpp)Sin(@a) cosfra) + Ssin(@a) Sin(a)
DCMsz = cosa)Ssin@a) sina) — sin(pa) cosfya)
DCMgz;3 COS(pa) COSPA)

whereg,, 6, andy, are the Euler angles of wing.

Unless otherwise stated, the reference frame considerbe iemainder of this thesis
is NED.

4.3.3 Initialisation of Geometric Parameters -geodata.m

The geometric parameters of the wings are initialisegeindata.m, and stored in the
structuregea A descriptive list of these parameters is presented here.

e Number of wings, nuing: in ELL, every flat surface is considered a wing, i.e.
there is no input or calculation fierence between the main wing, the tailplane,
or the fin of an aircratft.

Each wing is numbered, and each geometric parameter islypitered in a vector,
i.e. for each geometric parameter, the value related to\thsurface is stored as the
A" codficient of the corresponding vector, whose size is equalig.nFor example,
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Nwing = 2 and Reg = [10 5], means that two lifting surfaces are representedjristeone
with 10 horseshoe vortices and the second one with 5 horeesintces.

e Number of horseshoe vortices, or discretisation segmentsseg the higher geq
is, the more accurate the results are, but the more compuigdiyy demanding
and time consuming the calculations are.

e Wing span, b: the wing span is the distance from tip to tip of the wing.

e Aspect ratio, A: the aspect ratio is defined as= (2b)?/S, whereS is the wing
area.

e Taper, s: the taper ratio is defined as= Cip/Croot, Wherecy, is the chord at the
wing tip andc;q is the chord at the wing root.

e Sweep,p: the sweep is defined as the angle between the quarter cherdrid
they-axis.

e Dihedral, ¢: the dihedral is the angle between theplane and the quarter chord
line.

e Angle of incidence,aq: the ‘angle of incidencay, is the angle between the wing
chord and the fuselage axis. It igf@irent from the ‘angle of attacks, which is
defined as the angle between the fuselage axis and the direftthe incoming
airflow.

e Twist, ve the wing twist (or washout) is defined as the angle betweertifh
chord and the root chord of the wing.

e Symmetry, sym the symmetry option is a Boolean operator, which mirroes th
wing in thexzplane when set to 1. Usually, symmetry should be set for thiea m
wing and the tailplane, but not for the fin.

e Type, type the variableypedefines the type of discretisation of the lifting line
(linear iftype< 1, sinusoidal itype> 1).

4.3.4 Initialisation of State Variables —init.m

The state variables are input into the main funcibimain.m, and stored in the struc-
ture statewhen the m-fileinit.m is called. As for the structurgeq the position of
each parameter in the vector represents the number of tresponding wing.

For each air vehicle:
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Wing Position, Xo, Yo and z,: these three vectors represent the coordinates of
the wing origin (defined as the/4 chord root point, which coincides with the
aerodynamic centre of the wing in subsonic conditions) gkhie x, y andz axes
respectively.

Orientation ¢, 6 and . these three vectors represent the Euler angles of the
wing.

Direct Cosine Matrices DCMye: from the NED reference frame to body axes,
as defined in Equation 4.10.

Airspeed, V: V represents the true airspeed, i.e. the speed of the airelative
to the air mass.

Angle of attack, a: the angle of attack is defined as the angle between the fuse-
lage axis and the direction of the incoming airstream indhaplane.

Angle of sideslip,s: the angle of sideslip is defined as the angle between the
fuselage axis and the direction of the incoming airstreathénxy-plane.

4.3.5 Wing Meshing —+v1lm.m and dis_wing.m

In this Subsection, for each winly, A € {1, ..., nying}, the corresponding body frame
Ri(A) is used.

Each lifting surface is meshed as illustrated in Figure 4.16

In the sub-routindis_wing.m, the wing geometric parameters initialised#odata.m
and stored in the structugeoare used to compute the coordinatesy; z] of the pan-
els’ 1/4 chord knotsXy, the chord length(k) at the knotX; (k), and the unitary direction
vectord(k) of the lifting line for panek (d(k) = [dx(k) dy(Kk) d.(K)]):

“b b
) = |5+ k1) 2 tang)
VKE LNt 1 X =1y = —?bﬂk_l). L).COS@ (4.11)
Nseg
2k = _—2b+(k—1)-$eg sin()

ke (... Neegt 1, |(|<):|0-(1+(%b+(k—1)-ni

seg

) (e - 1)) (4.12)
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X1(Nsegt1)

xl(nseg)

Xl(nseg' 1)

Figure 4.16: Wing planform meshing

XXk +1)
IX1(K)X1(k + DIl

Vke {l,...,nseg}a d(k) =

de(K)

dy(K)

d,(k)

X3(Nsect1)
/

panel Ngq

X3(nse§)

&(nseg‘l)

Xp(K+ 1) — x1(K)

IXe(K + 1) = xq(K)|
yi(k+ 1) = ya(K)

lya(k + 1) = ya(K)|

z(k+1)-z(K)

lzo(k + 1) — z1(K)|
4.13

Then, invlm.m, the coordinatesq,(K) ym(k) zn(K)] of the /4 chord middle poinKm(k)

of panelk are easily calculated:
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%o(k) = x1(K) + >2<1(k +1)
VKe{l,...,Neeg, Xm(K) = VoK) = yi(K) + yi(k + 1) (4.14)
m 2
A z(K) + ;1(k +1)

If ve, 6 andag are respectively the twist angle, dihedral angle and arfgre@ence of
the wing, then the local values of twist angle, dihedral aragid angle of incidence at
the 24 chord knotsX; (ve,, 6, andag,) and middle pointX, (Veny, omy andaomy) are
given by:

ve(k) = ve-|-1+ (k- 1)i
Nseg
Vke{l, ..., Nseqg+ 1}, 5k = 6 (4.15)
aou(K) = ve +ao
ven (k) = ve-|-1+ k-1
Nseg
Vke{l,...,Nseq, 4.16
{ SGJ 6mv(k) — 6 ( )
aO,m,v(k) = Va‘n,v + g

The unitary direction vectors of the airfoil, at thgdichord knotsX; (a = [ay ay a&;])
and middle pointXy, (am = [amx amy am_]), are then given by:

ax(k) = cosoy(k))

KLt 1 80 =) a9 = L sinGK) - sina9) (417
1

a/k) = —cosgy(K)) - sinaoy(K)
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amx(k) = cos@my(k))
Vke(L...,Neegs Am(K) = _ R i
amy(K) V2l SiNEmy(K)) - sinf@omy(K))
amz(K) = —CosEmy(K)) - sinf@omy(K))
(4.18)

And the coordinatesxg ys z] of the p
follows:

VkE{l,...,nseg}, X3(k):

The coordinatesX.(k) y.(k) z.(k)] of the
the 34 chord segment of pank| are:

anels’ # chord knotsX; are determined as

X3(K) = xi(K) + @ - ay(K)
ya(k) = yu(k) + @ -a,(K) (4.19)
Z3(k) = Zl(k) + @ . az(k)

control pointsX.(k), located at the middle of

g = kD
VKE(L.. ey Xe(k) =1 o Ya(K) + ya(k + 1) (4.20)
¢ 2
2K = z3(K) + ;g(k +1)
The unitary aircraft velocity vecta = [e, g, &,] is given by:
e = —COoS)-cosp)
e= e = sinB) (4.22)
e, = —cosf)-sin()



74 4. Wake Vortex Model Development

Finally, the unitary vector normal to the wing at pakes:

Nk = am(K) A d(K) (4.22)

After being calculated in the conventional wind tunnel boefigrence frame specific to
each wingR{(A), A € {1,...,Nwing}, these vectors and coordinates are converted into
a common SEU system of coordinatRsgy, whose origin is taken as the origin of the
VL. They are then concatenated:

foreach vectolV, W =1[e...00.. . 0. . o . o]
—— —— N——

Wing 1 Wing 2 Wing Nying

and stored into the structulattice.

4.3.6 Computation of the Vorticity Vector G —solver.m

This subsection describes the method to calculate the ghline vorticity vector:

’

G = rl . e rnsedl) rnsedl)_'_l PP Fnsed]_)_'.nsedz) PP F(Z::,lng—l nsedk))+l . e Fz:iving nseg(k) (423)
Wing 1 Wing 2

Wing rlNing

In the following calculations, the mesh panels of all theggiare considered as a group,
independently from the wing they represent. This allowsitieractions between the
different wings to be taken into account during the computati@s; eherefore the vor-
tices strengths of one vehicle are slightly modified by thespnce of another vehicle
in the vicinity.

The total number of panels is referred toNys.e.:

Mwing

N= )" Needk) (4.24)
k=1

The influence of Pand{, k € {1,..., N}, on the control poin€(j) = X.(j) of Panelj,
j €{1,..., N}, is given by the Biot-Savart law (see Equation 3.5):
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) dl A MC())
vio) = ( fknlvlco)n ) (4.25)

Wherefk is the integral along the horseshoe vortex kne

X3(K) X1(K) X1(k+1)
f...dl:f ...dl+f ...dl+f od
k —0o X3(k) X1(K)

Branch 4 Branch 2 Branch 1

Xa(k+1) 00
+f ...dl+f .d (4.26)
Xy (k+1) Xa(k+1)

Branch 3 Branch 5

The quantitie€C, X; andXz are illustrated in Figure 4.16.

The component of the velocit\yik(j) normal to Pane] is given by:

N 1 (dlAMC())
(VF(J))n—I,L(Zﬂ fk W)-nj (4.27)
G(K) .
A(.K)

where;:

e n; is the unitary vector normal to Pangl

X)) A Xa(j + 1)C(G)
W KGCOIXG + DCO) 4.29)

e G is the unknown vorticity vector,

e A is the aerodynamic influence d&eient (AIC) matrix. It can be noted that the
codficients A(j k) of the AIC matrix only depend on the vector distance betwee
the horseshoe vortékand the control poin€(j).

The magnitude of the total normal velocity induced by all gamels aiC(j) is then
given by:

N
Vi = D (VEG), Ze(k) A, K) (4.29)
k=1
or, in matrix form:

(Vi) = [(ViDh - (Vilnsed), | =A- G (4.30)
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Furthermore, in order to avoid the singularity which occwtsen a vortex filament
comes too close to a control poifiMC (j)|| ~ 0), a boundary parameter is introduced
and defined as: _
b(i)
€= max 0.1—— (4.31)
ie{l,...N} nseg{')

According to Equation 4.26, the AIC matri can be expressed as the sum of featt
ent AIC matrices, corresponding to the 5 branches of thegsbiee vortices:

A= Al + Az + A3 + A4 + A5 (432)
N——
Branch 1 Branch 2 Branch 3 Branch 4 Branch 5

As each vortex branch is a straight line, the féoeents of their AIC matrices can be
expressed as a sum of cosines. Thdfodents of the AIC matriXA,, related to Branch
1, are given by:

_ 5 ) B i Xa(k+1) (] /\MC(j)' _
VGRE LN AR = 2 fxm TR
with: Xy (OXa(k + 1)
A1 1K+
I = Xk D (4:34)
Consequently:
| 1 [ .
A1(. k) = mfmj’k) sin@) do (n.(j, k) - n;)
- i (Csa(i.K) ~cosEu(i. ) (k) n)  (4:35)
where;:
. X1(k)X1(k + 1) A X1(K)C(j)
MUK = X Xak + DITXLKCH) (4.36)
. X1(k)X1(k + 1) - X1(k)C(j)
MR = B 0Xatk = DITXICG)T (4.37)
. o Xa(k)Xy(k + 1) - Xy(k + 1)C())
200 = Xk DITXa(k + DCG (4.38)
h(j.K) = max(IXy(k + 1)CG)I sin@a(]. K)). € (4.39)
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1/4 ¢

* C()

Figure 4.17: Calculation of the induced velocity field duéhte I branch of the horse-
shoe vortex

The quantitied(j, K), v1(j, K) andéy(]j, K) are illustrated in Figure 4.17.

The codlicients of the AIC matriXA,, related to Branch 2, are calculated as follows:

. . 1 (M dlAMC()
2 A i DA
V(j,K) € {1,...,N}2 Az(J,k)_4ﬂfX3(k) MCOIE n; (4.40)
with:
_ X3(k)X (k)
W= %, (.41

Consequently:

1 52(140

—— sin@) dd (nx(j, k) - n;
47Th2(], k) i () ( 2(J ) J)

A2(j’ k)

m(cosfyz(j, K)) — cosa(j, k) (2(.K)-n)  (4.42)
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where:
20, II;(<2((E));(<11((I;))IIAII>)<(2((E))§((JJ))I| (*4.43)
R e =T (449
21K = ||>><(§((:))>><<11((:))||'|&i((i))(é%)n| (4.45)
ho(ik) = max(IX:()CG)Isina(j. k), e (4.46)

The quantitied, (], K), v2(j, K) andéy(], K) are illustrated in Figure 4.18.

1/4 c 3l4c
| 3 [
Xy(k+1) " Xa(k+1)
y
l 1
X +— 7
2 k
Xu(k) M . X3(k)
« < s
55(3,K) 72(1,K)
hz(j,k)
. C ()

Figure 4.18: Calculation of the induced velocity field duethe 2 branch of the
horseshoe vortek

The codficients of the AIC matriXAs, related to Branch 3, are calculated as follows:

1 (& gl A MC())
Y(j, k) e {1,...,NY, As(.k :—f ————".n 4.47
(LK) 0.4 4 Jxpeny  IMCQIP (4.47)
with: Xq1(k + DXa(k + 1
dl_ l( + ) 3( + ) (448)

~IXa(k + )Xk + 1)l
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Consequently:
| 1 R .
ALK = g f S0 & 0.6) 1)
1 . ) .
= a0 (cosfys(j, k) — cos@s(j, K))) (ns(,k)-n;)  (4.49)
where;
. X1(K + DXa(K + 1) A X1(k + 1)C()
0K = X F DXk + DXk + DCG)] (4.30)
i Xi(k + D)X3(k + 1) - Xq(k + D)C(j)
vl = kT DXtk + DXk + D] (4.51)
) Xi(k + )X3(k + 1) - X3(k + D)C(j)
0 = Bk * DXalk + DIXsk + DCT (4.52)
ha(K) = max(iXa(k + Q) sin@s(i, K), ) (4.53)

The quantitie$(], K), v3(j, K) andss(j, k) are illustrated in Figure 4.19.

1/4 c 3l4 ¢

| 3 |

lal M Fk( : Xa(k+1)
Xi(k+1) [
|
I
|
y |
|
|
X < z [
|
|
|
|
:

2
Xu(K)  Xa(K)

|

Figure 4.19: Calculation of the induced velocity field duetite 39 branch of the
horseshoe vortek

The codlicients of the AIC matrixA,, related to Branch 4, are calculated as follows:

. _ 1 (0 dl AMC(j
V(j,K) e (L1,.... N} A4(J,k):4—ﬂ[ H'\?C—(j)”(?-nj (4.54)
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with: y
d =i (4.55)
Consequently:
. 1 a(ik) _
A, k) = G0 f: sin@) do (n4(j, k) - n;)
= m (1 - cosa(], K)) (na(, k) - ny) (4.56)
where:
: V A X3(K)C(j)
0.1 IVIHIX3(K)CH)II (4.57)
- V - X3(k)C()
9= NI Mch (4.58)
ha(j,k) = max([IXs(k)CG)lI sin@a(j, K)), €) (4.59)

The quantitiedy(j, K) andd,(], k) are illustrated in Figure 4.20.

U4c  3lbc —

Xq(k+1)

y
iy

Xy(K)

Figure 4.20: Calculation of the induced velocity field dugtte 4" and 3" branches of
the horseshoe vortek

The codficients of the AIC matriXAs, related to Branch 5, are calculated as follows:

. ) 1 [ dl AMC(
VR L NP, AR = o fx ) 1)HMC—0_)”(£-n,- (4.60)
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with:
v
o||_M (4.61)
Consequently:
AGK) = gy | S0 8 (s -n)
’ sl
- i oSt + D (sl m)  (@.62)
where:
SV AXsk + 1)C()
0K = VK + DCh)I (4.63)
-V Xa(k + 1)C()
7R = Wk + DCh) (4.69)
he(iK) = max(IXa(k + DCQ)I sin@rs(l. K)). € (4.65)

The quantitiedis(j, k) andys(], k) are illustrated in Figure 4.20.

Once the AIC matrixA has been determined, the boundary condition of Weissinger,
which states that the airflow must be tangential to each wirfgse at its control points,
is applied:

Viefl...,N), (Vi()),+Vs() - n=0 (4.66)

whereV . (j) is the unperturbed incoming flow, equal to the opposite efdinspeed of
the vehicle to which PanglbelongsV,, = -V.

In matrix form, Equation 4.66 becomes:

%).n, =V, (4.67)
A-G
with:
Vin=—-[Vo(@) -1 ... Vo(N) -y’ (4.68)
Hence:

G=A1lv, (4.69)
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4.3.7 Computation of the Induced Velocity -velocity.m

Once the vorticity vecto6 is known, the velocity/;(A) induced on the aircrafh by
the surrounding air vehicles is calculated at ti¥e dhord middle point$y(js) of the
panelsj, of A, as the sum of the contributions of each branch of the hoosegtrtices
belonging to the surrounding aircratft:

Vi(Ga) = Via(ia) + Vi2(ia) + Vis(ia) + Via(a) + Vis(a) (4.70)
~— ~—— ~— ~—— ~—
Branch 1 Branch 2 Branch 3 Branch 4 Branch 5

The computation of these contributions is similar to the patation of the AIC A(j, k),
p € {1,...,5} carried out insolver.m (see Subsection 4.3.6), with the following dif-
ferences:

e C = X instead ofC = X;, i.e. for each panel, the induced velocity is computed
on its ¥4 chord line middle point rather than on it&t3hord line middle point.

e Only the horseshoe vortices of the surrounding vehiclescansidered. This
is achieved through modifying the vorticity vectGrsuch thaf’;, = O for the
panelsj, of aircraftA.

e The Lamb-Oseen velocity profile is used in lieu of the Helnethohodel for
Branches 4 and 5 of each horseshoe vortex, as shown in Figztte Zhis re-
moves the need to use the boundary parametarthe calculation ohy(j, k),

pe{l,...,5.
Therefore:

Via(ia) = Z47rh(,\, A (costr1(ja, K)) — cos@i(ja.K))) - ni(ia. k) (4.71)
Vis(j = Lk K Kk k) (4.72
i2(a) = ;m(cosﬁ’z(lm )) — €0S02(ja. K)) - N2(a.K) ( )
Vis(j = L K Kk k) (4.73
ala) = kzm(cosfygm, )) — c0s6(ja.K) - Nalia. k) (4.73)
Vidia) = kzm(l c0s6(in, ) (s, K (4.72)
Vis(ja) = kzm(cos@5(JA’k))+l) N5(j a, K) (4.75)

where:
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1/4c  3ldc -
|

Figure 4.21: Calculation of the induced velocity field dugtte 4" and 3" branches of
the horseshoe vortékusing the Lamb-Oseen vortex model

e I'y = 0 when the pandl belongs taA,

* v1(ja.K), 2(ja-K), ¥3(ja-K), ¥5(jasK), 01(ja,K), 62(jasK), 93(ja.K), da(ja,K),
N1(ja, K), N2(ja, K), N3(ja, K), N4(j A, K) @ndns(] 4, k) are defined in Subsection 4.3.6,

e hi(ja, K), ho(ja, K), hs(ja, K), ha(ja, K) andhs(ja, k) are given by:

hy(ja. k) = IIXy(k + DCE)II sin@(]. k) (4.76)
ho(ja. k) = IIXe(K)CO)II sin@2(). K)) (4.77)
hs(ja.K) = [IXs(k + CO)II sin(@s(], k)) (4.78)
ha(ja. k) = IIXs(K)CO)II sin@a(]. K) (4.79)
hs(ja.K) = [IXs(k + DCOI sinGs(). k) (4.80)

From these, the induced translational and rotational weldaities can be easily cal-
culated using Equations 4.5, 4.6 and 4.7:

Vi(A) = —— > Vi(ia) (4.81)

and
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1 il Viia + 1) = Vi(ia)  Viy(ia +1) = Vi (ia)
ja=1 Yl(ia + 1) =Ym(ia)  Zu(ia +1) = Zu(in)
1 Z Vi(ia + 1) = Vi(in) _ Viia + 1) = i (i)
Nseg, — 1 ja=1 Zn(ja +1) = Zn(Ja)  Xm(ja + 1) = Xm(ja)
LS F(Viia + )= Vi(in) ~ Vilia + D= Vi(in)

(i + 1) = Xm(ia)  Ym(ia + 1) = Ym(ja)
(4.82)

O (A) =
Wi (A) Neog, — 1

oi(A) =1 @, (A) =

(A =

n -1 -
e ja=1

Vi(A) and®;(A) can then be directly used with the wind termsAd$ Simulink model,
as explained in Subsection 4.2.5.

4.4 Chapter Summary and Conclusions

In this chapter, the development and implementation of aliéhey-line VLM to
model the aerodynamic interactivéfexts between two or more air vehicles flying in
formation is discussed. The code (ELL) computes the ststate- velocities induced
on one air vehicle by the wake(s) of the others. Each aircsafpresented by its lift-
ing surfaces. Each surface is replaced by jtschord segment, and the vortex sheet
by a flat rectangular surface composed gf semi-infinite horseshoe vortices. Their
strength is determined through the application of the Vifeges boundary condition,
which states that at the collocation points of the wing (oeehprseshoe vortex), the
airflow is tangential to the wing surface.

Once the vortices strengths are known, the velocities iedwn one air vehicle by
other aircraft in the formation can be calculated dedlent points along its/4 chord
line. For that, a Helmholtz velocity distribution is usedctdculate the influence of the
branches of the vortices bound to the wings of the neighbgurehicles, and a Lamb-
Oseen vortex model is used for the trailing branches of thiogees.

The induced velocity field thus obtained is highly non-umfg and can be approx-
imated around the CG of the vehicle as the sum of uniform wimhmonents and
uniform wind gradients, following a method developed by BiogVenkataramanan
and Blake [2005]. The components of tHeeetive induced translational and rotational
wind velocities can then be derived, and directly integtatethe aircraft Simulink
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model with its wind terms.






Chapter 5

Wake Vortex Model Verification and
Validation

Unless otherwise specified, all angles considered in ttapten are in degrees.

5.1 Preliminary Comment

From a computational point of view, there is ndfdrence between single- and multi-
wing vehicles: the velocity induced by the main wing of onevahicle on its tailplane

is calculated in the same way as the velocity induced by ting wf one aircraft on the
wing of another aircraft. The only flerence between a configuration where the wings
belong to distinct airplanes and a configuration where thegwiare part of the same
vehicle is that in the first case, the wings can potentiallyeiadependently from one
another, while in the second case, the wings will keep thetesame relative position
and orientation throughout the manoeuvres. Thereforgh®werification and valida-
tion tests discussed in this section, the air vehicles greesented by their main wing
only.

5.2 Definitions

The Department of Defense Dictionary of Military and Associhlierms[2001] pro-
poses the following definitions of the terms ‘verificatiomda’'validation’ in computer
modeling and simulation:

¢ \ferification is the process of determining that a model or simulation &man-
tation accurately represents the developers concepteatiggon and specifica-
tions.

87
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¢ Validation is the process of determining the degree to which a modelnou-si
lation is an accurate representation of the real world froengerspective of the
intended uses of the model or simulation.

In other words, validation ensures that an appropriate in@dgmulation implemen-
tation was built, whereas verification ensures that the tmdgmulation implementa-
tion was built in a correct way.

5.3 Verification of the Wake Vortex Model

A number of tests were carried out in order to verify ELL. Tée@se discussed in this
section.

5.3.1 ‘Test Vehicle’ Geometric Parameters

The geometric parameters of the test vehicle(s) used fordtiication of ELL are pre-
sented in Table 5.1. The parameters listed in Table 5.1 digeden Subsection 4.3.3.
The number of horseshoe vortices per wingdrwas chosen equal to 5. Although this
is less than the number recommended in Subsection 4.2sdistehough for verifica-
tion purposes, as the aim of the verification is not to cheekattcuracy of the results
but to check that there is no computational error in the code.

Table 5.1: Test vehicle’s geometric parameters — Verificati

Neg b A1 & ¢ 1) Qg ve sym type
5 1m 6 1 0deg Odeg Odeg Odeg 1 0

5.3.2 Influence of the Reference Frame on the Induced Velogit

In this subsection, the airspeed, angle of attack, and arfgdedeslip of all vehicles,
whatever their Euler angles, are supposed t&¥be25 nys,a = 5 deg ang3 = 0 deg
respectively.

Test for one vehicle only

For a single vehicle, there is no velocity induced by a netginimg aircraft. Therefore,
measuring the influence of the reference frame amounts twuleihg the vorticity



5. Wake Vortex Model Verification and Validation 89

vectorG of the air vehicle for several sets of position and orieptatiA few cases are
presented in Table 5.2.

As expected, these quantities are independent of the positid orientation of the
vehicle.

Test for two air vehicles

The purpose of this test is to verify that the induced veloegtctorV; obtained for two
aircraft in a given configuration is independent of the refiee frame.

Two air vehicles are consideredl; andA,. Their respective positions and orientations
are given by the coordinates,| yi1, z;] and [X,, ¥», ], and the Euler angle®({, 61, ¥1)
and @,, 65, y,) in the Earth frame (NEDRg. The body frames ol; and A, are re-
ferred to askg, andXRg, respectively.

It is now considered that the Earth fraRe is rotated around its centf@ by the Euler
angles ér, 6r, ¥r). The new reference frame thus obtained is referred Ryas

The DCM of interest are listed below:
e DCMg,e from Rg to Rg,,
e DCMg,e from Rg to Rg,, and
e DCMgg from Rg to Re.
The total rotations matrices f@x; andA, are introduced as, respectively:
e R; = DCMg,g - DCMg from R to Rg,
e R, = DCMg,e - DCMgg from Ry to R,

As each matriXRy, k € {1, 2} is the product of two rotation matrices, it is also a rotation
matrix and can be expressed as the DCM of three Euler angle®a(,, ®,, ¥;) and
(D, ®,, ¥,) respectively:

R(1.1) Rd(1.2) R(1.3)
Vke(l,2), Re=[ R(21) R(22) R(23) (5.1)
R«(3.1) R«(3.2) R«(3.3)
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Table 5.2: Influence of the position and orientation of omev@hicle on its vorticity and induced velocity vectors

CoordinatesX,y,z] Euler anglesd, 6, v) G Vi
[0,0,0] (0,0,0) [-0.7524 —0.8946 —0.9257, -0.8946 —0.7524] [0 0,0]
[0,0, 0] (33,14, 68) [-0.7524 —0.8946 —0.9257,—-0.8946 —0.7524] [0.0,0]
[13,2,34] (3314,68) [-0.7524 —-0.8946 —0.9257, -0.8946 —0.7524] [0,0,0]
[0, -5, 5] (90, 90, 90) [-0.7524 —0.8946 —0.9257,—-0.8946 —0.7524] [0.0,0]
[-7,6,2] (180 180 180) [-0.7524 —0.8946 —0.9257,-0.8946 —0.7524] [0 0,0]
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with:

R«(1,1) = cos@x)cosPy)

R«(1,2) = cos@x)sin(¥x)

R(1,3) = —sin(@y)

R«(2,1) = sin(@y) sin@®y) cost¥y) — cos®y) sin(¥y)
R«(2,2) = sin(®y) sin@®y) sin(¥x) + cos@y) cosW¥)
R(2,3) = sin(@)cos@x)

R«(3,1) = cosy)sin@) cosPy) + sin(@y) sin(¥y)
R«(3,2) = cosy)sin@y) sin(Wy) — sin(@y) cosWy)
R«(3,3) = cos(y)cosPy)

If cos(@y) # O, i.e. if Oy # £1/2, the new Euler Anglesiy, Oy, Vi), k € {1, 2}, can be
extracted fronR; as follows:

O = 1780 - atan2(sin@y), cos®y)) 1780 -atan2R«(2, 3), R(3,3)) (5.2)

O = %) - arcsin(sin®y)) —? -arcsinR(1, 3)) (5.3)

Wi

1780 - atan2(sinf}), cos®,)) 1780 -atan2R(1, 2), R(1,1)) (5.4)

where atan3( x), (x,y) € R?, is the four quadrant arctangentxofindy.

The reason why the function atan2 is used rather than acteetause, unlike arctafi)
whose results are limited to the intervaid/2, n/2], atan2y, xX) takes account of the
signs of both componenisandy to return an angle in the correct quadrant of the inter-

val [-n, 7).

The coordinates ah; ([ Xy, Y1, Z1]") andA; ([Xs, Y2, Z5]’) in R are given by:

[X1, Y1,Z1]" = DCMog - [X1, Y1, z1]’ (5.5)
[X2, Y2, Z5]" = DCMog - [X2, Yo, 2]’ (5.6)

whereDC Moe is the DCM from:RE to :RO: DCMg = (DC MEo)_l.
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The induced velocity vectdv; is then computed for both vehicles with the following
input variables:

o (Vi)x INnRe: Aq (position: Xy, y1, z1], Euler angles: ¢, 61, ¥1), airdata: ¥, «, 5))
andA; (position: [x, Y2, ], Euler angles: ¢,, 82, y»), airdata: ¥, a, B));

o (Vi)x, InRo: Aq (position: [Xy, Y1, Z1], Euler angles: @4, ®,, ¥;), airdata: ¥, «, 5))
andA; (position: [X;, Y2, Z;], Euler angles: ®,, ©,, ¥,), airdata: ¥, a, 8));

The induced velocity vectd¥; components depend on the reference frame where they
are calculated. Therefore, for the comparison to be vahdy should be expressed

in the same reference framé&g was chosen and the induced velocity vecidy)4,
calculated iRy was expressed iRg using:

(Vi)fRE = DCMgo - (Vi)% (5-7)

The results for a few of the configurations &f, A, and X, tested are presented in
Table 5.3. From this table, it can be verified that, as expedthe determination of the
induced velocity vectoY; is independent of the reference frame.

5.3.3 Influence of the Distance Between the Air Vehicles of ao
mation

In this subsection, the influence on the induced velocityhefseparation between air
vehicles is verified. For that, the vorticity vect@rand the induced velocity vect®f;

are computed for two vehiclea( andA,) in formation, and compared to the vorticity
vectorG and the induced velocity vectdf; obtained in the case of a single air vehicle
(Table 5.2). The distance betwe&n andA; is increased, and it is expected to recover
the same result as in the case of one aircraft only wheand A, are stficiently far
from each other for their interactive coupling to becomegniicant.

The results of some of the configurations tested are reporfEable 5.4. Each aircraft’s
body frame is supposed to be aligned with the NED Earth fraime,(v) = (0,0, 0)),
i.e. the vehicles are flying a straight level trajectory hegdNorth. Their airspeed,
angle of attack, and angle of sideslip are givenYy= 25 mys,a = 5deg ang3 = 0
deg respectively.

As seen in Subsection 4.3.6, the vorticity vedctas the concatenation of the circulation
along all the horseshoe vortices. In the case of one vehndie o



Table 5.3: Influence of the reference frame on the vortiaiy mduced velocity vectors of two vehicles in formation

(¢,0,v) Wings coordinates and Euler angles Vilre (A1) (Vi)re (A2)
[X1, Y1, z1) (¢1, 61, Y1) [X2, Y2, Z2] (2,02, 4r2)
- 000) 2] ©00) [-0.0029,0.0007,-0.0014]  [0.0013,0.0142,0.0162]
(17,32,86)
[X1, Y1, Z4] (P1,0,1,¥1) [X2, Y2, Z5] (D2,0,,¥7)
[1.21,0.58,-1.09] (17,32.86) [1.68,-0.76.2.37] () [-0.0029,0.0007,-0.0014] [0.0013,0.0142,0.0162]
[X1, Y1, z1) (¢1, 61, ¥1) [X2, Y2, Z2] (2,02, 4r2)
0.0.0] (0,0,90) [2.2.-1] (0.0,0) [0.0023,-0.0013,-0.0036] [0.0019,-0.0025,-0.0036]
(0,90,0)
[X1, Y1, Z4] (D1, 01,¥1) [X2, Y2, Z5] (D2, O, ¥2)
0,0,0] (90,0,90) [1.2.2] (0,90,0) [0.0023,-0.0013,-0.0036] [0.0019,-0.0025,-0.0036]
[X1, Y1, z1] (¢1,61,41) [X2, Yo, Z5] (2, 62,42)
0,001 000) t221] 90,00 [0.0048,0.0014,0.0014]  [-0.0004,-0.0190,-0.0169]
(0,0,90)
[X1, Y1, Z4] (P1,01,¥1) [X2, Y2, Z5] (D2,0,,¥7)
0.0.0] (0,0,90) [2-2.-1] (90,0.90) [0.0048,0.0014,0.0014] [-0.0004,-0.0190,-0.0169]
[X1, Y1, 1] (¢1,01,¥1) [X2, Y2, Z2] (2, 62, ¥2)
0.0.0] (10,10,10) (11,0 (10.10,10) [0.0078,-0.0015,-0.0256] [-0.0020,-0.0870,-0.0995]
(33,-45,18)
[X1, Y1, Z4] (D1,04,¥1) [X2, Y2, Z5] (D2,0,,¥7)
[0.0078,-0.0015,-0.0256] [-0.0020,-0.0870,-0.0995]
[0,0,0] (29.69,-40.44,36.22) [-1.30,0.46,-0.32] (29-80.44,36.22)
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VK e {1,...,Nsegr G(K) = G(Neeg— K) (5.8)

This is to be expected as the wing and its meshing are synuaetoss thexzplane.
Furthermore, a4, is in the velocity field of no other vehicl®/; = 0.

For two air vehicles in formation, the symmetry accrossxielane is broken by the
presence of\, on the side of\;. Therefore, Equation 5.8 is not valid anymore.

In the cases reported in Table 54, is situated in the outer, and duedo> 0, lower
section ofA,’s port trailing vortex, where it is subjected to forwardskaport sidewash
and upwash, as testified by the sign\Gfcomponents. Likewise, as; is influenced

by the outer, higher section of,’s starboard wake vortex, it is subjected to some back-
wash, port sidewash and upwash induced\by Obviously,A, being behindA 4, the
effects ofA, on A; are much weaker than th@ects ofA; on As.

The components o5 confirm this beneficial interaction: the absolute valueshef t
components ofs in Table 5.4 are higher than those @fin the case of one vehicle
alone (see Table 5.2). AS is directly related to the production of lift, this meansttha
the lift codticients ofA; andA, when in such a beneficial formation configuration are
higher than the lift cogicient of A; alone.

As expected, this beneficial aerodynamic coupling deceeasdhe distance between
A1 andA; increases. For a large enough separation, the results ofioigeonly are
recovered.

5.3.4 Influence of the Incoming Airflow

This subsection discusses the influence of the airdatgésEdy, angle of attackr and
angle of sidesligg) on the vorticity vectoiG of one air vehicleA. In order to simplify
the analysis of the resultssdfA) is taken equal to 1. Therefor§,is a scalar equal to
the strength” of A’s single horseshoe vortex.

The evolution of G =T with «, g andV is shown in Figures 5.1, 5.2 and 5.3 respec-
tively.

According to the Kutta-Joukowski theorem (see Equatio), 3t lift L generated on
A is proportional to its airspeed (V = —V,,) and to its vortex strengthi. In addition,
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Table 5.4: Vorticity and induced velocity vectors for twdwees in formation

Coordinates G Vi
A Ay As Ay Aq Ao
-0.7635 -0.7826
-1 -0.9064 -0.9440 -0.0007 0.0231
-1 -0.9364 -1.0017 -0.0014 -0.1568
0 -0.9037 -1.0141 -0.0255 -0.2389

-0.7591 -0.9264

-0.7545 -0.7600

-2 -0.8970 -0.9052 -0.0001 0.0033
-2 -0.9279 -0.9387 -0.0003 -0.0072
0 -0.8967 -0.9099 -0.0053 -0.0323

-0.7540 -0.7681

-0.7527 -0.7538

-5 -0.8950 -0.8964 -0.0000 0.0005
-5 -0.9260 -0.9276 -0.0001 -0.0009
0 -0.8950 -0.8966 -0.0008 -0.0046

-0.7527 -0.7542

-0.7524 -0.7525
-20  -0.8947 -0.8948 -0.0009- 103 0.0295-1073
-20 -0.9257 -0.9258 -0.0034-102 -0.0544-10°3
0 -0.8947 -0.8948 -0.0495-103 -0.2784- 1073
-0.7524 -0.7525

-0.7524 -0.7524
-100 -0.8946 -0.8946-0.0004-10* 0.0118-10*
-100 -0.9257 -0.9257-0.0014-10* -0.0217-10*
0 0 -0.8946 -0.8946 -0.0197-10* -0.1111-10*
-0.7524 -0.7524

o O
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Figure 5.1: Evolution of the vorticity with the angle of atka—V = 25 nys
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Figure 5.2: Evolution of the vorticity with the angle of sl —V = 25 nys
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Figure 5.3: Evolution of the vorticity with the airspeed—= 5 deg,8 = 0 deg

according to the definition of the lift céi@ientC., L can also be written as:

1
L= EpmS VC, (5.9)

whereS is the reference area @f, andC_ is proportional to the angle of attack
ThereforeG should be proportional te and toV. This was verified in Figures 5.1 and
5.3 respectively.

In Figure 5.2, the symmetry of across thexzplane is recovered in the symmetry®f
with 8. Furthermorel|G|| reaches its maximum wheh= 0, i.e. more lift is produced
when there is no sideslip. This result can also be observé&tgure 5.1 as the slope
increases whejs| decreases.

5.4 Validation of the Wake Vortex Model

This section presents the computational results obtain#dBiLL for two air vehicles
flying in close formation a¥, = 19.8171 njs, ap = 8 deg, angy = 0 deg. The re-
sults, presented in the body axes of the following airceaft,compared to wind-tunnel
measurements [Blake and Gingras, 2004], to predictioms fhe planar vortex lattice
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method HASC95 (with 540 panels used to model each aircr&tin3he spanwise
direction and 15 in the chordwise direction) [Blake and Gasy2004], and to compu-
tational results obtained by Dogan, Venkataramanan arleeB2905] using a modified
Horseshoe Vortex Model (HVM). Theffects of the wake generated by the upstream
vehicle (referred to as the leader/y) upon the downstream vehicle (referred to as the
follower or A,) are analysed.

5.4.1 Test Configuration and Preliminary Observations

The test vehicles are twg13-scale Lockheed tailless aircraft models consisting of a
65 deg delta wing with a sawtooth trailing edge with sweefdesgf 25 deg. For the
wind-tunnel test, the inlets were blocked and both modeleweunted in close prox-
imity at an angle of attack of 8 deg relative to the freestre@he test configuration is
illustrated in Figure 5.4.

Yrel

Figure 5.4: Test configuration

Such a configuration is similar to Case B in Figure 4.9, with 6 = 8 deg.

The geometric parameters for both wings, as used in ELL, @seribed in Table 5.5.
The parameters listed in Table 5.5 are defined in Subsect®f.4The number of
horseshoe vortices per wingsgp) was chosen equal to 10 following the discussion in
Subsection 4.2.4.
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Table 5.5: Test vehicle’s geometric parameters — Validatio

Nseg b A £ ") 1) Qg ve sym type
10 0.8796m 1.7394 0 58deg Odeg Odeg Odeg 1 0

As can be seen from Figure 5.5, the UAVs saw-tooth trailingesdcannot be properly
modelled with ELL (due to the use of only one chordwise pareatd are therefore
represented with a straight line.

Figure 5.5: ELL: air vehicle geometry and vortex layout

HASCO95 uses a flat wake approximation, i.e. the trailing Egbe horseshoe vortices
extend downstream to infinity, parallel to tlkg body plane, and do not vary with the
angle of attack. In comparison, both Dogan’s model and Elpkagsent the trailing legs
of the horseshoe vortices as extending downstream to fpatallel to the freestream
direction. The diference between Dogan’s model and ELL mainly comes from the
number of horseshoe vortices used to model the wing: Dogasmardy one horseshoe
vortex, which only allows basic wing planforms to be repreed, whereas ELL uses
a variable number of horseshoe vortices, which allows a raccerate representation
of the wing geometry. Typically, Dogan’s model is only vaiat untapered wings and
the 65 deg delta wings used for wind tunnel testing were aqymiated as untapered



100 5. Wake Vortex Model Verification and Validation

30-deg wings.

Besides, Dogan’s horseshoe vortex is a 3-leg horseshaexyarthose trailing legs sep-
arate from the wing surface at thglichord line (i.e. where the bound vortex is attached
to the wing), whereas ELL's horseshoe vortices follow thagwsurface chordwise up
to the 34-chord line before separating to extend downstream toityfin

Another diference worth noting between Dogan’s method and ELL concbensiod-
elling of the following UAV. Dogan uses a stick diagram corapd of 4 sticks to repre-
sent the aircraft body: one along tRéody axis representing the fuselage length, one
along thez body axis representing the fuselage height, and finally tw&srepresent-
ing each wing (with dihedral and sweep angles). In compari&hL uses the same
wing discretisation model for all UAVs. As already mentidnée motivation behind
this choice is to facilitate the simulation of reconfiguoatscenarios where each vehicle
may have to fulfill both wake-generating and wake-encoumgefiunctions, depending
on its position in the formation.

Finally, in order to take account of the fact that the momemagated about the CG of
an air vehicle is all the greater as the application poinhefgenerating force is further
away (lever arm), Dogan, Venkataramanan and Blake [20@ asveighted averaging
function for the calculation of thefiective induced wind gradients. Such a function is
not used in ELL, although it could easily be added if needed.

5.4.2 Hrfective Induced Wind Velocities

Due to the test vehicle geometry (high sweep and no dihedha)/dz terms in the
computation of the ffective induced rotational wind velocity vecter were neglected
and Equation 4.7 was rewritten as:

— oV,
TN = G
BN =1 5 a) = ﬁ;vxizm) (5.10)
_ Ny oy W
TN = o) - W)

The variations with lateral spacing of the incrementalgtational and rotational wind
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velocities induced by\; on A, are shown in Figure 5.6. They are compared to Dogan’s
modified HVM results [Dogan, Venkataramanan and Blake, 2O8S g = 0 deg, all
plots are perfectly symmetric against The peak value o?/TZ is obtained wher\, is
lined up behindA;: that is when the downwash originated from each wing-tigesor
combines with the same maximum intensity. At this pointaihde noticed that the
effects of the wing-tip vortices oﬁi; are cancelling each other, as are tfeds of the
wing-tip vortices on the fective induced rotational wind velocitieg, andwy,. Fur-
thermore, the angle betwedn’s trailing vortices and\,’s x body axis causes a slight
backwash whemn is located in the downwash generatedAy and a slight forward-
wash whem; is located in the upwash generatedAoy

The diferences between Dogan’s modified HVM and ELL's estimateshifertransia-
tional components come from the fact that Dogan’s horseshd&es separate from
the wing surface at its/4-chord line, whereas with ELL, the separation occurs at the
wing 3/4-chord line. As a consequence, the vortices are positibiggeer relatively to
A, in Dogan’s case than in our cas®; moves along the = 0 line, which, in Dogan’s
case, corresponds to the centre-line of the vortex, whérckigher upwash and down-
wash experienced. In our case, the 0 line crosses the vortex in its upper part, where
the sidewash is stronger. Also, dfdrence is to be noted in the forward-wash. This is
due to the fact that in Dogan’s case, thEeets ofA; uponA, are integrated ovek,’s
whole body length, whereas in our case they are only intedralong the M-chord
line of its wings. As a consequence, the overdiset betweem\, andA;’s 1/4-chord
line bound vortex (responsible for the b#ckward-wash) is higher in Dogan’s case
than in our case, thereby inducing a stronger forward-wésicte

Likewise, the diference between Dogan’s modified HVM and ELL’s estimatester t
rotational components stem from thefdrences in the estimation of the translational
components, and from Dogan'’s use of a weighted averagirggiumfor the calculation
of the wind gradients induced hy; on A,.

The variations with longitudinal spacing of the incremémi@nslational and rotational
wind velocities induced by; on A, are shown in Figure 5.7A, being situated star-
board § > 0) and below ¢ > 0) A4, it is — as expected — subjected to starboard
sidewash‘F(Ty > 0) and upwash\F(TZ < 0). The presence of the vortex decay can be seen
from the fact that all the induced velocities slowly tend &@when the longitudinal
distance between; and A, increases. The “bumps” i, andV;, aroundx/b = 0

are due to thefects ofA;’s 1/4-chord line bound vortex a&, passes just above it.
Finally, x > O corresponds ta, being in front ofA;, where it is subjected to almost
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(b) Rotational components (d&y

Figure 5.6: Variations of thefiective induced wind velocity with lateral spacing —
Xrel = —2Db, Ziel = 0
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Figure 5.8: Variations of thefiective induced wind velocity with vertical spacing —
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The variations with vertical spacing of the incrementahsiational and rotational wind
velocities induced by; on A, are shown in Figure 5.8. The follower is situated star-
board {ef > 0) and behindX, < 0) the leader. Consequently, it is subjected to port
sidewash ¥, < 0) when above the wake, to starboard sidewaghx 0) when below
the wake, and to upwasW( < 0) and forward-wash\{, > 0) when near the wake
(z = 0). The slight asymmetry betweeyb < 0 andz/b > 0 and the reason why the
plots look slightly shifted towardg/b < 0 is because the wake vortex sheet is not sym-
metric against. This is due to the fact that it separates framat its 34-chord, which,

for « = 8 deg, is situated below the lire= 0, i.e. atz > 0. The peak value 0¥, is
obtained whem\, is at the same level as;’s wake vortex sheet. That is also when the
peak value of\F/TX is reached and wheyt (2) suddenly changes direction, leading to a
steep change of sign M: and an abrupt iay,.

5.4.3 Incremental Aerodynamic Forces and Moments Cdhcients

As literature data sets are usually provided in terms of @eduforces and moments
codficients, these were computed from the induced velocity fibldioed with ELL,
and compared to wind tunnel tests measurements [Blake amgt#ai, 2004], HASC95
computational results [Blake and Gingras, 2004], and Dsgasults [Dogan, Venkatara-
manan and Blake, 2005].

Computation from the Induced Wind Velocity and Induced Body Rates

The build-up equations used for direct computation of thedeamic force and mo-
ment codficients from the induced wind velocity and induced body rateshose used
by Dogan, Venkataramanan and Blake [2005]:

°Co ,

Cp = CDO + 902 a (511)
gc
CL=C,+CLa+C, (E) (5.12)
3C|_|_ﬁ pb BCLLr rb
CLL = CLLo + (CLL,BO + oo a)ﬁ + CLLp (N) + (CLL,O + oa a’) (W) (513)
qc
Cui = Cy, +Cu, + Ciy, (N) (5.14)

whereV is the vehicle’s airspeedp(q, r) its angular ratesy its angle of attack, and
its angle of sideslip.
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In the case of one vehicle only, the vehicle’s airspégdngular ratesy, di, r1), angle
of attacka; and angle of sideslip, are defined as follows (ifty):

—C0S(0)COSfo)
Vi =||Vill = Vo - —Sin(Bo) =Vo (515)
—sin(ao)cosBo)
P1 0
I 0
= atan{ =) = 0 5.17
a; = ata Vi)~ (5.17)
i ( v, ) 0 (5.18)
= asin[ —=| = :
R VTV

In the case of both vehicles in formation, the airspégdngular ratesg, g, ), angle
of attacka, and angle of sideslip, of the follower are defined as follows (iR):

V, = Vol = IV1 = DCMpe - Vil (5.19)
87)
G | = —DCMye - 012 (5.20)
)
= ata Va, (5.21)
o = V2X .
B = asin( v, ) (5.22)
? Vo] '

whereV;, andm;, are the €ective translational and rotational velocities induced by
A1 0ONA.

Whence the build-up equations for the incremental aeraaymeosdficients:

Co, ,
ACo = —= (02 - @1?) (5.23)

(o
ACL = CL(Y (a’z - a’l) + C|_q (g%) (524)
2
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oCy, oCy, b
ACLL = Curi,, (B2—-B1) + 50 @ffr — e “a1B1+Cui, (5\2/ )

oC rob
oo )

C
ACy = Cu, (a2 — a1) + Cy, (3\2/2) (5.26)

Incremental Lift Coeflicient, AC_

The variations of the incremental lift cfieient with lateral and vertical spacing are
shown in Figures 5.9 and 5.10 respectively. On both plotg, Elsults are very close
to HASC95 results, with HASC95 using 540 calculation pameissach vehicle and
ELL using only 10.
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Figure 5.9: Variations of the incremental lift déieient with lateral spacing % =
_2b1 el = 0

From Figure 5.9, it can be seen that the maximum lift loss antered whem; is
positioned directly behind 4, i.e. when the induced downwash is maximum. #&s
moves sideways, the downwash intensity decreases (i.eadremental lift cofficient
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Figure 5.10: Variations of the incremental lift dGeient with vertical spacing % =
_2b, yre| = 0.7%

increases), and upwash is encountered apasses\,’s wing tip. The maximum up-
wash is encountered gt~ 0.8b, which is consistent with the optimum lateral spacing
for formation flight [Blake, 2000]. As\, keeps on moving outboard of;, the dfect
fades away and the incremental lift ¢beient tends to zero.

Figure 5.10 shows the vertical variations of the wake-imadulkft codficient fory =
0.75b, i.e for a lateral spacing close to the optimal one. It showsaximum up-
wash forz ~ 0.1b, i.e. whenA; is aligned behind\;’s wake — which happens when
Ay's quarter-chord line is aligned with,'s three-charter-chord line. This result is also
consistent with the “sweet spot” position determined bykBIf2000]. The maximum
wake-induced lift increment is over-estimated, but thadris well predicted.

Incremental Drag Codfficient, ACp

The variations of the incremental drag @io®ent with lateral and vertical spacing are
shown in Figures 5.11 and 5.12 respectively. In both casgspd match is found be-
tween ELL's predictions and the wind-tunnel measurements.

Both ELL's predictions and the wind tunnel measurementsvstiat the maximum
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wake-induced drag increment is obtained [fgb| = 1 andz/b ~ 0.1, i.e. whenA; is
aligned withA;'s wing tip vortices. This peak in incremental lift-induceihg is caused
by the peak in incremental lift shown in Figures 5.11 and 5A#rthermore, similarly
to Dogan’s estimates, the peak values given by ELL are $jigher-predicted.

Incremental Rolling Moment Coefficient, AC |

The variations of the incremental rolling moment ffaéent with lateral and vertical
spacing are shown in Figures 5.13 and 5.14 respectivelyintheed rolling moment
is the largest vortex-inducedtect and the most critical for flight safety, therefore it
should be accurately predicted; according to Blake and 1@s{2004], a maximum
(30 deg) elevon deflection gives a rolling moment incremérd®22, so the fect of
A1 UpONA; is similar to a full control deflection. This result confirnigetimportance of
wake-induced #ects in close formation flight and the necessity to inclu@athvithin
simulation models.
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Figure 5.13: Variations of the incremental rolling momemdfticient with lateral spac-
INg —Xrel = =20, Ze = 0

As can be seen from Figure 5.13, the variations of the incnéaheolling moment co-
efficient with lateral spacing are reasonably well predictedyitb| < 0.1 andly/b| > 1.
For 01 < |y/b| < 1, the match with wind tunnel data is acceptable, althoudgtasac-
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Figure 5.14: Variations of the incremental rolling momengficient with vertical
spacing X = —2Db, Yt = 0.75b

curate as the estimates obtained by Dogan or with HASC95ehe is larger, flatter,
and its magnitude is under-estimated; furthermore, theemental rolling moment co-
efficient slightly increases aroumglb| ~ 0.5, causing a small upward “bump”. These
differences can be explained by taking the following elememdsaocount:

(i) ELL uses a larger viscous core than the other codes, wiher@ortex swirl is
distributed over a wider radius, hence the width and flatnétse peak;

(i) unlike HASC95, ELL meshes the wings using only 1 chorsievpanel, hence a
lack of precision;

(ii) unlike Dogan’s method, ELL uses no weighted averadunmygtion in the compu-
tation of the ective rotational induced wind components;

(iv) finally, the space between Dogan'’s trailing vorticetaisen ad-7/4 (i.e smaller),
whereas ELL considers it to be equalad.e. larger).

Because of points (iii) and (iv), there exists a zone wheeediferential downwash
between both wing-tips is lessened, causing a weaker gatioment to be generated.
This zone is situated between the strong downwash areacchysbe proximity of the
wing-tip vortex core[f/b| ~ 1) and the strong downwash area due to the combination
of downwashes caused by both starboard and port wing-tijcesr(y/b| ~ 0), i.e. at
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ly/bl ~ 0.5.

A good match is found between the variations of the increalentling moment coef-
ficient with vertical spacing as predicted by ELL (see Figbukt) and the wind-tunnel
measurements.

Pitching Moment Codfficient, ACy

The variations of the incremental pitching momentféoent with lateral and vertical
spacing are shown in Figures 5.15 and 5.16 respectivelyhdspecific case of highly
swept wings, the control points are distributed alongtrexis as well as thg-axis,
which enables the pitching moment ¢beent to be estimated by ELL.

0.03

ELL
+=M0- " HASC95

— # — Dogan |
O  Wind-tunnel

o
0.02 A

0.01f

Incremental Pitching Moment Coefficient

-0.02

-0.03 ‘ :
0 0.5 1 15
y/b
Figure 5.15: Variations of the incremental pitching momeodéficient with lateral
spacing X = —2b, 2 =0

Again, ELL's predictions are in good agreement with the windnel measurements.
However, a slight dference can be observed in the variations of the incremeittal p
ing moment cofficient with lateral spacing (see Figure 5.15) figib| < 0.3. This can
be explained by the fact that ELL meshes the wing in the spsedirection only, un-
like HASC95 which also includes chordwise panels, and Dsgaethod which uses a
stick diagram representation of the air vehicle. Therefatd's estimates of the pitch-
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Figure 5.16: Variations of the incremental pitching momeuwdfficient with vertical
spacing X = —2Db, yres = 0.75b

ing moment cofficient are not as accurate as they would be if more controtpuiare
used along the-axis.

Finally, as in Figures 5.10 and 5.12, the maximum pitchingnant codicient incre-
ment is reached far ~ 0.1b due to the fact that the wake separates from the wing at its
three-quarter-chord line rather than its quarter-charel.li

5.4.4 Computational Time

For 2 UAVs, the total time taken by an Intel(R) Xeon(R) CPU E84® 2.33GHz,
2.00GB of RAM to model the wings and to compute the inducedait} field gener-
ated by one air vehicle upon the other #:0.015 s for 4 discretisation segments per
wing; ~ 0.029 s for 6 discretisation segments per wisgd).072 s for 10 discretisation
segments per wing. Consequently the rapidity of execusaticient for the model
to be used in near real-time simulations.
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5.5 Chapter Summary and Conclusions

ELL was satisfactorily verified and its results comparedsgattorily with the pub-
lished data. It is to be noted that the aim of ELL is not to geedgxt match, but to
obtain a match which is good enough to predict the qualgat@nd to some extent,
the quantitative ects of aerodynamic interactions between air vehiclesdlinrclose
proximity, using a fast andficient method. In that sense, the ELL method presents
numerous advantages, including its simplicity, modwatrmansparency (which makes

it a more flexible method), and real-time benefits.



Chapter 6

Simulation of Wake Vortex Effects for
UAVs in Close Formation Flight

6.1 Introduction

A Simulink Aerosonde model was derived based on that pravidehe Unmanned
Dynamics AeroSim Blocksdinmanned Dynamics Aerosim Blocksgflical Website:
http;Avww.u-dynamics.coferosini [N.d.], and adapted for use with the Mathworks
Aerospace Blockset. The airframe model was trimmed, liredr augmented, and a
control scheme (attitude hold, velocity hold, altitudedhya@dnd heading hold) was de-
veloped for trajectory tracking using PID control (see Apgie A). The Aerosonde
UAV is presented in Section 6.2. A comparative analysis r$gomed in Section 6.3
in order to determine whether the tailplane should be takemaccount in the com-
putation of the wake-inducedtects. Section 6.4 demonstrates the FCS capabilities
through the analysis of the Aerosonde response to a trangied gust. A simulation
of two Aerosonde models flying in close formation along a geéermined path was
then performed to test the WVM. The leader is referred tangsand the follower as
A,. Sections 6.5 and 6.6 present the simulation results aatdor, respectively, a for-
mation keeping and a formation reconfiguration scenario.

6.2 Aerosonde UAV

The Aerosonde (see Figure 6.1) is a small UAV, which is maudgd for long-range
weather data acquisition missions over oceanic and remeds & harsh conditions. It
rose to fame in August 1998, when it became the first UAV tostbe North Atlantic,
after a 26 hr 45 min long autonomous flight [Niculescu, 2001].

115
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Figure 6.1: Aerosonde UAV (from Callus [2008])

The Aerosonde geometric parameters as used by ELL to cedhlawake vortex in-
duced &ects are listed in Table 6.1 and illustrated in Figure 6.2.
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Table 6.1: Aerosonde’s geometric parameters as used by ELL

Neeg D A ¢ ) 1) Qg ve sym type
Wing 10 29m 15 04 4deg 3deg Odeg 0Odeg 1 0
Tailplane 10 1.1m 7.8 1 0deg -43deg Odeg Odeg 1 0

6.3 Should the Tailplane be Taken Into Account in the
Computation of the Wake-Induced Hfects?

In order to determine whether the tailplane should be takenaccount in the compu-

tation of the wake-inducedftects, the #ective translational and rotational velocities
induced by one Aerosonde UAV (the leader, referred tagson another Aerosonde

UAV (the follower, referred to ag\,) when flying in formation were calculated: (i)

considering their wings only; (ii) considering both theiings and their tailplanes. The

velocity parameters and Euler angles of both vehicles &entaqual toV = 25 nys,

a =3deg,8 =0deg,p = 0deg,d = 3 deg ands = 0 deg.

The results are presented and compared in Figures 6.3, 6.6.@n 1t is to be noted
that due to the Aerosonde geometry (no sweep and very litileddal), thed/ox and
d/0z terms in the computation of theéfective induced rotational wind velocity vector
; were neglected and Equation 4.7 was rewritten as:

——

aV,
T = )
501z = o 6.1)
T = —a(;’y“ (A)

Figure 6.3 shows the variations of and®; components with longitudinal spacing for
Vet = bandze = b/2, i.e. for A, below and starboard ok;. The rotational wind
velocity induced byA; on A; is very similar for both configurations (wing only and
wing + tailplane). However, there are somédiences in the components of tHeee-
tive induced translational wind velocity: although the geal trend for each of these
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components remain unchanged, taking the tailplane intouatcadds a positive con-
tribution to\F/TX and\?Tw and a negative contribution {E This result might appear as
surprising as the tailplane generally produces negafive lorder to balance the pitch-
ing moment generated by the wing and possibly the fuselagkstabilise the airplane.
Consequently, the vortices produced by the tailplane shioelin the opposite direction
to those generated by the main wing, thereby diminishingrtagnitude of the compo-
nents ofV;. This would be valid, however for a classic configuration vehtailplane
and fin are two separate surfaces. Furthermore, it is to keginibat to achieve such an
effect, the tailplane is usually mounted with a negative anfieaddence, which is not
the case of our model of the Aerosonde UAV. Also, at this stghe development,
ELL does not accommodate the use of control surfaces, sumh @evator, that would
enable the tailplane’skect to be more realistic.

Such a justification was verified by recalculating the visiat of V; and@; with lon-
gitudinal spacing fok, = b andz = b/2 after setting a negative angle of incidence
for the tailplane (taken equal to -5 deg). The results themiobed are shown in Fig-
ure 6.4. As expected, taking the tailplane into account riaga@ negative contribution
to Vi, and a positive contribution td,_. The reason why;’s tailplane’s contribution
to Ay’s \7.; is still positive is because in such a configurati@rj,is mainly caused by
the tailplane’s bound vortex, which has a dihedral adgte—43 deg. The fact that the
bound vortices, rather than the trailing vortices, are th@rause for the generation of
\7@ is confirmed by the fact that when the tailplane is taken ictoant, the increment
of \7.; on A; is roughly the same whethdr, is in front or behindA 4, unlike Figure 6.3.

The variations of\7i andm; components with lateral spacing fag = —2b andz =
—0.1b are shown in Figure 6.5. In the case when only the wings arsiaiered,\ﬁlfx <0,
whereagﬁlfx > 0 when both the wings and tailplanes are taken account ot iSldue
to the fact that in the first casa, is located abové ;'s wake, hence the presence of a
backwash, whereas in the second casds located above the wake generatedNais
wings, but below the wake generated Ays; asA; is closer toA;’s tailplane than to
its wings, the forward-wash generated by the tailplane-ceenpensate the backwash
generated by the wings, hence the positive valuﬁi:ofln addition, in the case when
both wings and tailplanes are considered, two “bumps” asibh in the variations of
FTy, wi, andwi,. These “bumps” — located ayb ~ 0.5, i.e. behind the tips of the
tailplane — are caused by the “tailplane-tip” vortices.

Finally, the variations of/; and®; components with vertical spacing fag = —2band
Vrel = b, i.e. for A, behind and starboard @, are shown in Figure 6.6. As with the
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variations with lateral spacing (see Figure 6.5), théedénces between the two cases
are the most visible in the plots &f, anda;,. However, these are also the plots where
the order of magnitude is the smallest. The same is true éopliis ofV;_ andV;, in
Figure 6.3. Therefore, it does not seem necessary to inchel&ilplane in the cal-
culation of the wake-inducedtects, as doing so would add considerable computation
complexity and bring only minor improvements to the resaltsuracy.

6.4 Response to a Transient Wind Gust

In order to demonstrate the FCS capabilities, the Aerosoesigonse to a transient
wind gust is analysed. It is reminded that details concertire FCS design can be
found in Appendix A. The gust model is shown in Figure 6.7. Tiad gusts of dif-
ferent lengths are applied: the first wind gust (40 s longishleow the FCS reacts to
a change in the atmospheric environment; the second gust I(#%y) shows how the
Aerosonde model recovers from an external perturbation.
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Figure 6.7: Transient wind gust model

The vehicle’s position and velocity parameters are showhigures 6.8 and 6.9 re-
spectively, its Euler angles in Figure 6.10 and its contetlisgs in Figure 6.11. The
simulation is started at trim conditions and a track angtghsly different from the trim
track angle is commanded. As a consequence, an initiali¢ranis d, v, 8, ¢, ¢ and
£ can be observed, as the aircraft uses the ailerons and rudderect its track angle
and cancel its f-track error.

The vertical component of the gust causes an altitude drapadit 1 m betweenh= 10

s andt = 20 s (time for the gust to reach its maximum intensity), wihile lateral
component causes a perturbation in track agglehese are immediately countered by
the controls, namely the throttle settimgand the elevaton to counteract the loss of
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altitude, and the ailerons and the rudder to correct the track angle and cancel the
off-track error. However the Aerosonde, being a very lightraftqabout 13 kg when
loaded), is very sensitive to perturbations, especiallgnvthey are in the vertical di-
rection where a wider wing surface is exposed. The thrugikea augmenting to fight
the loss of altitude until it saturates, which causes the W#\glow down, and to start
building up an along-track distance errak). The Aerosonde then slowly stabilises,
but still struggles to get back to its initial altitude asitdlother parameters get closer to
their nominal values\g = 25 nys, y = 0 deg, andly = d, = 0 m). When the wind gust
fades, betweeh= 40 s and = 50 s, the high level of thrust causes the Aerosonde to
overtake its reference poird/ > 0). Likewise, the high ailerons and rudder deflections,
previously necessary to counteract the lateral comporfehe@ust and keep the UAV
on track, now lead the Aerosonde to deviate in the oppositetion @, > 0). The
altitude error is quickly canceled, and the Aerosonde gatk o its initial situation
within 30 s.

In the case of the short wind gust (betwden 100 s and = 120 s), the same trends
are observed as the Aerosonde swings to port and starboarthaak and forth of its
reference point, before fully recovering within 20 s aftee &nd of the gust.

These results show that the Aerosonde’s behavior in casdrahaient wind gust is
satisfactory, and therefore validate the suitability & BCS for most flying conditions.

6.5 Formation Keeping

This section presents the results obtained for a two-velfacmation keeping scenario.
Two Aerosonde UAVs are flying in formation such th'at is 2 wingspans behind, 1
wingspan starboard, and 0.3 wingspan below The dfects ofA;'s wake onA; are
studied. A;’s trajectory is a straight and level line heading North= 0), andA; is
to follow A; while keeping the same longitudinal and lateral relativaatices, namely
dx = —2=-5.8 m andd, = b = 2.9 m, and the same altitude= 99913 m.

Figure 6.12 shows the average velocity field inducedbyn A,. As A, is positioned
in the lower and outer part a&f,’s starboard wing-tip vortex, it is subjected to induced
upwash Vi, < 0), starboard sidewasN'{, > 0) and a slight forward-wash/({, > 0).

Figures 6.13, 6.14, 6.15 and 6.16 shayis position and velocity parameters, Euler an-
gles, and control settings respectively, both in the alsand in the presence &f;'s
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In the case where the wake-inducedtkets are not taken into account, there is very
little variation in the above mentioned quantities, whictvken applicable — are very
close to the commanded ones. However, when the wake-indiiissds are added to
the simulation modelA, deviates from its commanded position (c.f. Figure 6.13) and



6. Simulation of Wake Vortex Effects for UAVs in Close Formation Flight 129

25.01
@
£
L
>
24.99
0 5 10 15 20
33 T T T
&
T 3.25 |
= T | A
3'2 Il Il Il
0 5 10 15 20
=)
@
Z ; I
- r 000 |- Without wake
With wake
10 15 20

time (s)

Figure 6.14: Formation keeping A’s velocity parameters with and without;’s
wake-induced #ects

needs to be re-trimmed (c.f. Figure 6.16) in order to mamttae formation.

Longitudinally, the small forward-wash thAs is subjected to causes it to slightly over-
take its commanded position (s¥g in Figure 6.14 andl, in Figure 6.13), while the
upwash — whosefiect can also be observed in the variations of the angle afladta
(see Figure 6.14) — causes a small positive altitude ereah(s Figure 6.13) that the
FCS tries to reduce by decreasing the elevator deflegtimee Figure 6.16). Finally,
the strong sidewash creates a strong angle of sige¢ipe Figure 6.14) and causkes

to yaw to the left{y < 0 in Figure 6.15), thereby deviating it from the commandeadkr
angle ¢ > 0 in Figure 6.13). This movement is counteracted by a negatnpulse
rudder input, which excites the dutch roll mode, and caubgbktdateral-directional
oscillations.

These plots illustrate the flliculty to control an aircraft when it is subjected to the
wake-vortex €ects induced by another vehicle: the FCS, which was givitigfaa-
tory results in the case of a transient wind gust, copes wiitve&e-induced ffects with
more dfficulty. In particular, it struggles to cancel the along-kraad altitude errors.
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6.6 Formation Reconfiguration

This section presents the results obtained for a formagwonfiguration scenario.
Two Aerosonde UAVs are flying in formation such thfat is 3 wingspans behind, 1
wingspan starboard, and 0.2 wingspan befow As in section 6.5A;’s trajectory is
a straight and level line heading North € 0). In this scenario; is first to follow
A4, and then to overtake it and to re-position itself so as tmbexthe new leader of
the formation, 3 wingspans in front, 1 wingspan starboand,@2 wingspan abowk;.
The reconfiguration scenario is illustrated in Figure 6.Ie dfects of the wake of
one vehicle upon the dynamics of the other vehicle are sfudie

Figures 6.18 and 6.19 show the position parametera\faand A, respectively. The
reconfiguration scenario can be decomposed as follows:

e 0<t<10s:A;isflying in formation behind\;

e 10<t < 15s:A;, descends about 1 wing span belayw

e 20 <t < 35 s: A, overtakesA; (they become level in the North direction at
t~345),
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e 45<t<50s:A; climbs back 0.2 wingspan higher thag;

e 50<t <60 s:A;isflying in formation behind\,;

The average velocity fields induced &y on A,, and A, on A; are shown in Fig-
ure 6.20, and the airdata parameters, Euler angles, anbtsettings for both UAVsS

in Figures 6.21, 6.22, and 6.23 respectively.
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Figure 6.20: Formation reconfiguratiom; andA,’s average induced velocities

As expected, each vehicle is only subjected to the wdlexts induced by the other
when it is in the following position of the formation, i.e< 34 s forA,, andt > 34 s
for A;. These fects are described below.

e 0<t<10s:A;,is positioned in the lower and outer part®f's starboard wing-
tip vortex, where it is subjected to some upwash, (< 0), starboard sidewash
(\F/Viy > 0) and a barely visible forward-wasti > 0) (c.f. Figure 6.20). Also, as
for the formation keeping scenario described in sectiontb& presence of this
induced velocity field triggera.,’s dutch roll mode (c.f. the time histories df
andy in Figure 6.198 in Figure 6.21¢ andy in Figure 6.22, and and/{ in
Figure 6.23).
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Figure 6.21: Formation reconfiguratiomr andA,’s airdata parameters
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Figure 6.23: Formation reconfigurationA; andA,’s control surfaces deflections &
throttle settings

e 10<t < 15s,A,’s descent, as shown by the decreash, af, 6, the elevator de-
flectionn and the throttle setting, while Vg slightly increases (c.f. Figures 6.19,
6.21, 6.22, and 6.23). The wakéexts induced by\; on A, get weaker, as
shown in Figure 6.18, 6.20, 6.21, 6.22 and 6.23.

e 20 <t < 34 s: A, is about 1 wingspan below;, where it experiences a slight
downwash Vi, > 0 in Figure 6.20), and is commanded to overtakegc.f. dy in
Figure 6.19). As a consequence, the thrust is augmentedr (nfFigure 6.23),
leading to an increase in the velocy and a decrease in the angle of attack
(c.f. Figure 6.21).

e t = 34 s: A, is exactly belowA;. At that point, each UAV is sensitive to the
influence of the other’'s bound vortex, which induces some-veash forAq,
and forward-wash foA,.

e 34<t<43s:A;isabove, port, and behink,, where it is subjected to starboard
sidewash, slight back-wash and slight downwash.

e 43 <t < 48s,A;’s climb: h, @, 8 and the elevator deflectiopincrease accord-
ingly (c.f. Figures 6.19, 6.21, 6.22, and 6.23). The waffeats induced bw,
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onA; get stronger, as shown in Figures 6.18, 6.20, 6.21, 6.22 &3] &nd reach
a maximum at ~ 49 s, i.e. whem\, crosses\;’s horizontal plan.

e 50 <t < 60 s: the configuration is similar to the initial formationceypt that
the follower (nowA,) is positioned port of the leader (nat), i.e. in the lower
and outer part of\,’s port wing-tip vortex, where it is subjected to some upwash
(Vi, < 0), port sidewash\(i, > 0) and a small forward-wash/{; > 0) (c.f.

Figure 6.20).

6.7 Chapter Summary and Conclusions

This chapter presents the simulation results obtainedxforAerosonde UAVs flying
in formation. Two test scenarios — formation keeping andhftron reconfiguration —
are described in order to illustrate the challenges inhi@¢osriose proximity flying, and
demonstrate how ELL can be used within the simulations tesasand analyse mutual
aerodynamic couplingfiects, thereby supporting the design of suitable automatie ¢
trol systems and the development of close formation flyiragedures.

In particular, itis shown that the follower’s FCS ha#fidulties coping with the interac-
tions induced by the leader’s wake and struggles to caneeksulting along-track and
altitude errors. This is because the longitudinal dynarhas two inputs, namely en-
gine thrust and elevator; however the engine thrust acti&ias a low bandwidth, and
hence cannot cancel the higher frequency disturbancelsimgsduom the wake. This is
a critical issue for formation flight safety, as a collisiogtlween the following and the
leading air vehicles could result. Hence, other higher laadith actuation mechanisms,
such as air brakes and spoilers, should be considered fares bentrol of the follower
in such situations.

In addition, the simulation of a formation reconfiguratioamoeuvre is of particular in-
terest, as it demonstrates that — unlike previous workeguout in this field [Venkatara-
manan and Dogan, 2084Dogan and Venkataramanan, 2005] — ELL enables the lead
and trail air vehicles to exchange positions during the &ns, thereby removing
the necessity to pre-allocate a role to each UAV: this is rmatically done by ELL
depending on the relative positions of the UAVs in the foriorat



Chapter 7
Conclusion

The aim of this research was to develop a realistic airwakdahim be used in sim-

ulations of aircraft flying in close proximity in order to peit the assessment of the
risks and issues associated with wake vortex evolution andunter. This chapter re-
capitulates how this aim was achieved, highlights the dmunions to knowledge and

suggests areas for further development.

7.1 Research Summary

In Chapter 2, a review of the work published in the field of elcéerisation, mod-
elling and simulation of wake vortextects, as well as autonomous formation flight
(including autonomous air-to-air refuelling) was undketa. Two main approaches
to the real-time or near real-time modelling of wake vosieare identified, namely:
() look-up databases and (ii) online computational metho@ompared to the look-
up databases, the online computational methods have trentadpes of being more
flexible, less costly to generate, less computationallyatesing to operate and more
generic as, unlike the databases, they are not restrictacspecified air vehicle and
range of flight conditions. However, when using an online patational method, a
compromise needs to be found between accuracy of the resuttse one hand, and
cost and rapidity of execution on the other.

Four categories of online computational techniques wefiewed, including (from the
simplest to the most involved): (i) the methods based ondRrarifting line theory;

(i) VLMs (Vortex Lattice Methods); (iii) the improved metidls which take account of
the roll-up of the wake; and (iv) online CFD computations. dugst these categories,
the methods based on Prandtl’s lifting line theory and thénglwere found to be of
particular interest as their computationfil@ency enables them to be used in real-time
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on average-performance computers.

It was also found that in all the previous studies where a W¥M¢cluded in a real-time

or near real-time simulation of air vehicles flying in forneet, the wake-generating and
the wake-encountering vehicles were modelled ffedent ways. This “unidirectional-

ity” of the WVM has a number of consequences:

1. the WVM implicitly requires the preliminary knowledge tbie aircraft positions
in relation to one another,

2. the WVM does not permit the computation of tifeeets induced by the follower
on the leader; however, thesexts — although smaller in magnitude than those
induced by the leader on the follower — do exist;

3. the leading and following air vehicles cannot easily exaje position during a
simulation; therefore, reconfiguration scenarios aretéohi

This last point is problematic as the reconfiguration of tinev@hicles in a formation
is at the least beneficial (all vehicles can successively éalkvantage of the up-current
induced by the others), and at the most a critical necedsityekample in the case of
the failure or the loss of one entity in the formation). Thosmsideration provided an
additional requirement for the WVM developed as part of tieisearch: it should be
“multi-directional” in order to take account of théfects induced by the follower on
the leader and to permit reconfiguration manoeuvres.

The theoretical background on which the WVM development based is explained
in Chapter 3: overviews of potential flow theory, Prandtlagssical lifting line theory,
and Weissinger’s extended lifting line theory are giveadiag to the choice of a wake
vortex modelling technique. Weissinger’s extended Igtime method, as an inter-
mediate between the basic Prandtl’s lifting line theory #reimore involved VLMs,
seemed to provide the best compromise between accuracyapitity of execution
for an average-performance computer, and therefore agghé@ambe the most suitable
technique. Its additional advantages include its compartat simplicity, its flexibility
(a variable number of horseshoe vortices can be chosen diegeon the level of accu-
racy needed) and the fact that, unlike Prandtl’s liftingeltheory, it is valid for wings
of any planform — including swept wings — and aspect ratio.

The choices of a vortex velocity distribution profile and ofiscous core are also dis-
cussed in Chapter 3. For this purpose, the definitions obuiscores were reviewed,
and nine vortex velocity profile models — namely Helmholtapkine, Hallock-Burnham,
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Lamb-Oseen, Kurylovich, Proctor, smooth blending, mildtgrales and Dogan’s mod-
ified Helmholtz vortex model — were compared. The Kurylownshdel, with a core
radiusr. = 36.2/vr/ cos(p)?, was selected for the simplicity of its implementation and
the accuracy of its predictions.

In Chapter 4, the development and implementation of a WVMmpesented. The
WVM, which — as stated above — is based on Weissinger’s egteliiting line theory,
meets the initial requirements that it:

e be generic and easily adapted to fit any wing planform andediicle configura-
tion,

e be computationally rapid enough to be used in real-time ar neal-time simu-
lations, and

e be suficiently representative to support studies of aerodynanteraction be-
tween multiple air vehicles during formation reconfigusatand air-to-air refu-
elling simulations.

The code, named ELL, computes the steady-state velogitiesed on one air vehicle
by the wake(s) of the others. Each aircraft is representetshijting surfaces. Each
surface is replaced by itg4.chord segment, and the vortex sheet by a flat rectangular
surface composed ofg semi-infinite horseshoe vortices. Their strength is deitesoh
through the application of the Weissinger boundary coadjtwhich states that at the
collocation points of the wing (one per horseshoe vorténg, dirflow is tangential to
the wing surface. Once the vortices strengths are knowndloeities induced on the
vehicle by other aircraft in the formation can be calculaatdlifferent points along
its 1/4 chord line. For that, a Helmholtz velocity distributionused to calculate the
influence of the branches of the vortices bound to the windeeheighbouring vehi-
cles, and a Lamb-Oseen vortex model is used for the trailiagdhes of those vortices.

The induced velocity field thus obtained is highly non-umfg and can be approx-
imated around the CG of the vehicle as the sum of uniform wiohmonents and
uniform wind gradients, following a method developed by BiogVenkataramanan
and Blake [2005]. The components of tHéeetive induced translational and rotational
wind velocities can then be derived, and directly integtatethe aircraft Simulink
model with its wind terms.

The limitations of the WVM are listed below.
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e AsELL is based on a small-perturbation potential flow thegelyable results can
only be achieved for small angles of attack and subsonicitond. However
these conditions are met in cruise where reconfiguratioraari-air refuelling
manoeuvres usually take place.

e ELL does not allow the following féects to be taken into account: thickness,
camber, fuselage, friction drag, and compressibility; thikup of the vortex
sheetis also ignored. Again, this is not a problem as in dim$eation flight, the
air vehicles are located in the near wake region of one anotlieere the wakes
are not fully rolled-up and where the rigid wake approxiroatis adequate.

e As part of the rigid wake approximation, ELL considers thagghof the wake to
remain unchanged, even when the wake-generating vehiolan®euvering: at
each time step, the wake is represented as a flat rectangtftaceswhich extends
downstream to infinity parallel to the velocity vector. Odwsly, this is not the
case in reality, where the wake tends to follow the trajgcturits generating
aircraft. However — and as for the previous point regarding roll-up of the
vortex sheet — this is not be an issue for close formationtfisglenarios where
the distance between the vehicles is small.

¢ Finally, the distribution of a wing’s calculation pointsasllapsed to its 4-chord
line. Such a configuration — although justified by the fact tha generation of
wing-tip vortices is essentially a spanwise phenomenoe (duhe wing span-
wise load distribution) — causes inaccuracy in the calauaif the wake-induced
pitching moments for low-sweep-angle wings. A way to imgake accuracy
of these results would be to add a chordwise discretisafitimeoning; however,
this would increase the computational complexity of theecadd slow down the
simulations. Also, apart from the estimation of the incrataépitching moment
— which is neither the most significant, nor the more critiwake-induced fect
in formation flight — the resulting gain in accuracy for therqautation of the
other aerodynamic forces and moments would be insignifi@gntonfirmed by
the validation results in Chapter 5).

The verification and validation processes of ELL are desdrin Chapter 5. The ver-
ification process included the analysis of the influence enrduced velocity field of
the choice of a reference frame, of the distance between éhhes of a formation,
and of the airspeed, angle of attack and angle of sideslipeoifrtcoming airflow. The
validation process consisted of comparing tlkeaive induced wind velocities and
the incremental aerodynamic forces and momentficeents obtained with ELL with
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experimental and computational results published by Bkak& Gingras [2004] and
Dogan, Venkataramanan and Blake [2005]. The results ofehécation tests proved
to be consistent, and ELL's estimates compared satisfhctaith the published data,
thereby verifying and validating the code. It should be ddteat the aim of ELL is
not to get a perfect match, but to obtain a match which is gomdigh to predict the
gualitative, and to some extent, the quantitatifees of aerodynamic interactions be-
tween air vehicles flying in close proximity, using a fast afiicient method. In that
sense, the ELL method shows numerous advantages, incligslsighplicity, modular-
ity, transparency (which makes it a more flexible methody, r@al-time benefits.

Chapter 6 presents simulation results obtained for two #@rde UAVs flying in for-
mation. After demonstrating the Aerosonde’s FCS capaslihrough the analysis of
the UAV's response to a transient wind gust, two test scemariformation keeping
and formation reconfiguration — were analysed. The “muteationality” of ELL was
verified and the challenges inherent to close proximity fyivere illustrated. Further-
more, these test scenarios demonstrated how ELL can be uthéa thve simulations to
assess and analyse mutual aerodynamic coupffegts, thereby supporting the design
of suitable automatic control systems and the developmiedibse formation flying
procedures. In particular, it was shown that the follow&GS has dficulties coping
with the interactions induced by the leader’'s wake and glegyto cancel the result-
ing along-track and altitude errors. This is a critical s$or formation flight safety, as
such errors could potentially cause a collision betweerdth@ving and the leading air
vehicles. Finally, through the simulation of a formatiocgefiguration manoeuvre, it
was demonstrated that — unlike previous work carried outigifteld [Venkataramanan
and Dogan, 200& Dogan and Venkataramanan, 2005] — ELL enables the leadahd t
air vehicles to exchange positions during the simulatitmereby removing the neces-
sity to pre-allocate a role to each UAV: this is automaticdtbne by ELL depending on
the relative positions of the UAVs in the formation.

7.2 Contributions to Knowledge

The contributions to knowledge which have been made as p#nisowork are sum-
marised below:

e Development, implementation, verification, and validatwda novel WVM (ELL)
based on the Weissinger extended lifting line method in@ason with a Kury-
lowich velocity profile and viscous core.
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e Demonstration of how ELL can be used within near real-tinmeusations to as-
sess and analyse mutual aerodynamic coupliferts and support the design of
suitable automatic control systems.

e Demonstration of ELL’'s “multi-directionality”: in a forntaon, ELL calculates
the influence of all the vehicles on one another and not orydiiects induced
by the leader(s) on the follower(s). Also, ELL takes accafrthe fact that the
wake of one air vehicle isfiected by the presence and position of another air
vehicle nearby and modify the characteristics of the wakeingly.

e Demonstration that ELL can be used in simulations of reconfiion scenarios
where leading and following air vehicles exchange possion

Furthermore, ELL was successfully implemented within tlodl@am SE as part of the
ASTRAEA programme.

7.3 Suggestions for Future Work

A number of interesting possibilities exist to extend, d=epr complete the research
presented in this thesis. These are briefly discussed irs#gison. Firstly, although
the WVM has been tested for three and more air vehicles, nolatran of more than
two aircraft has been performed. Scenarios involving mioae three vehicles could be
carried out to help understand how the airwakes interachgutose formation flights
and to analyse the consequences on the development of safepmous multiple air
vehicle operation procedures.

The second suggestion would be to test the WVM and the FCS e camplicated

situations, such as a full air-to-air refuelling scenariecgiver to enter the refuelling
domain, to join the racetrack of the tanker at the rendezYymint, to follow the tanker
and to position itself for refuelling, before exiting theedrack and the refuelling box).
The aerodynamicfiect of the refuelling equipment (either boom and receptacle
probe and drogue) could also be modelled and taken into atcou

Another possibility would be to explore ftierent ways to improve the FCS for close
formation flight. For example, other formation structurs;h as the leader-wingman
or the behavioural approaches, could be used, assessedrapdred to the VL struc-
ture. Also, in order to cope better with the longitudinal asdtical positioning errors
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resulting from the wake-induced high frequency disturtegrand lower the risk of col-
lisions, high bandwidth actuation mechanisms such as, $laps, spoilers aridr air
brakes should be considered for inclusion in the FCS design.

Future work could also be carried out to improve the SE. A prggometric model of
the Aerosonde could be designed, and an interactive planéould be developed to
enable the simultaneous simulation and visualisation dfirmehicle deployments.

Finally, the use of ELL — which is currently limited to closariation flight scenarios
— could be extended to more general formation flight scesafibis would invalidate

the rigid wake approximation and require that the code bendeso as to include the
roll-up of the wake vortex sheet and record its position asation of time.
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Appendix A

Aerosonde’s Flight Control System
Design

The Aerosonde UAV model used in association with ELL in Ckafit was derived
from the one provided in the Unmanned Dynamics AeroSim BletkJnmanned Dy-
namics Aerosim Blocksetf@ial Website: httpgivww.u-dynamics.coferosim, N.d.]
and adapted for use with the Mathworks Aerospace Blocksddhy.F. Whidborne.
For the purposes of this research, it was trimmed, linedrsegmented, and a control
scheme (attitude hold, velocity hold, altitude hold, anddieg hold) was developed for
trajectory tracking using PID control. The aim of this apgers to give an overview
of the Aerosonde model FCS: the trimming and linearisatimt@sses are explained
in Section A.1, and the Stability Augmentation System (SA&ditude control sys-
tem, autopilot and trajectory tracker are briefly descrilbe8lections A.2, A.3, A.4 and
A.5 respectively. The work presented in this appendix has laelapted from Qureshi
[2008].

A.1 Trimming and Linearisation

A.1.1 Trimming

The Aerosonde model was trimmed for straight and level flighte state vectox,
input vectoru and output vectoy were chosen as:

x:[UVngHleeYeZepqrfQ]T (A1)
u=1[néec¢| (A2)
y=[VapgooyxYz| (A3)
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The initial conditions used for trimming the Aerosonde omrp model are listed in
Tables A.1 (initial state vector), A.2 (initial state dexiwe vector), A.3 (initial input
vector) and A.4 (initial output vector).

Table A.1: Initial state vectokg

Variable Trim Value Status Definition
u 25 nys
v 0ms Straight and level flight condition
w 0 nmys
) O rad
0 Orad Straight and level flight condition
W 0 rad
Xe Om
Ye Om Fixed Aircraft initial position
Ze -1000 m Fixed
p O radgs Fixed
q Orads Fixed Straight and level flight condition
r O rads Fixed
Aircraft mass and CG position change
f 2kg Fixed during flight due to fuel consumption
Q 5236 rpm Initial engine speed

The data obtained for trimmed flight are summarised in Tabke A

A.1.2 Linearisation

The Aerosonde model was then linearised around its trimitdond (determined by
Xtrim » Ugrim @NdYgim ) USing the Matlab commanttinmodv5.m, and the four matrices
of the state-space representation (Equation A.4) wererwata

Xx=A-Xx+B-u (A.4)
y=C-x+D-u (A.5)
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Table A.2: Initial state derivative vectof

Variable Trim Value Status Definition

u 0 nys? Fixed

% 0 nys? Fixed Straight and level flight condition
W 0ms Fixed

¢ Orads  Fixed

0 Orads Fixed Straight and level flight condition
W Orads  Fixed

Xe 25nms  Fixed

Ye 0mys Fixed Straight and level flight condition
Ze 0 mys Fixed

p Orads®  Fixed

q 0 rags’ Fixed Straight and level flight condition
r Orads®  Fixed

f 0 kg's

Q Orpnys  Fixed

Table A.3: Initial input vectorng

Variable Trim Value Status Definition
n -0.1rad
& Orad
¢ 0 rad Straight and level flight condition
T 0.5 Half-throttle

whereA, B, C andD are the state, input, output and transmission matricegcgésply.
The longitudinal and lateral-directional dynamics werentluecoupled by separating
their respective states, and used for basic stability anggtien:

e Longitudinally:

XIo-ngi = Alongi : XIongi + BIongi : uIongi (A-6)

Yiongi = Clongi * Xongi + DIongi * Ulongi (A-7)
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Table A.4: Initial output vectory,

Variable Trim Value Status Definition
\% 25ms Fixed Straight and level flight condition
o' O rad
B Orad
1) Orad Fixed Straight and level flight condition
0 O rad
W O rad
Xe Om
Ye Om Fixed Straight and level flight condition
Ze -1000m  Fixed Straight and level flight condition
Table A.5: Data for trimmed flight
State trim Derivative trim  Inputtrim  Output trim
Xtrim Xirim Utrim Yirim
u 24.960 nis 0.0000n8> 75 -0.0750 V 25.000
v 0.0142 nfis 0.0000n8> ¢ -0.0085 o 0.0564
w  1.4082 nis 0.0000ns> ¢ -0.0007 B 0.0006
¢ 0.0000 rad 0.0000rgsl t 0.07063 ¢ 0.0000
6 0.0564 rad 0.0000 rasl 6 0.0564
Yy -0.0006rad  0.0000 rzsl Y 0.0006
Xe  0.0000 m 25.000 s Xe 0.0000
Ye 0.0000 m 0.0000 s Y. 0.0000
Z. -1000.0 m 0.0000 s Z. -1000.0
p 0.0000rags 0.0000 ra@
g 0.0000rags 0.0000 ra@’
r 0.0000rags 0.0000 ra@?
f  2.0000 kg 0.0000 kg
Q 545.40rpm  0.0000 rpm

with:

XIongi
uIongi

ylongi

(A.8)
(A.9)
(A.10)
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e Laterally-directionally:

Xl-at = Ajat * Xiat + Biat * Ujat (A-ll)
Yiat = Ciat - Xat + Diat * Ujat (A.12)
with:
.
Xa = |V ¢ ¥ pr Vel (A.13)
T
U = [ & ¢ ] (A.14)
T
Yo = Xa=|[V ¢ ¥ P Ye| (A.15)

The characteristics of the open loop longitudinal and &tdirectional stability modes
are presented in Tables A.6 and A.7 respectively. Table Ao8vs that both the SPPO
and the phugoid modes are stable and under-damped.

Table A.6: Longitudinal open loop dynamics - Eigenvalues

Eigenvalues Damping Freq. (yadl Mode
0.00 - - Surge
-4.45+ 105i 0.390 11.4 SPPO
-3.22 - — Engine dynamics
—-6.00- 1072+ 0.531i - - Phugoid
-6.60- 1074 1.00 660- 104 Heave

As for the lateral-directional dynamics, Table A.7 showat thoth the Dutch roll and
the roll subsidence modes are stable. The spiral mode, lemweas a real positive
eigenvalue and is therefore unstable. This is probably dtieet unidirectional rotation
of the propeller as well as to the unconventional shape dfdil@ane. The other poles
listed in Tables A.6 and A.7 are due to the engine dynamicda@tite inclusion of the

navigation equations; they do not contribute to the airgatability.



162 A. Aerosonde’s Flight Control System Design

Table A.7: Lateral-directional open loop dynamics - Eigadoes

Eigenvalues Damping Freq. (rad Mode
0.00 - - Sway
0.00 - — Heading
-19.9 - — Roll subsidence mode
-1.28+583 0.214 5.96 Dutch roll mode
5.33-1072 - — Spiral mode

A.2 Stability Augmentation System
A.2.1 Architecture
The architecture of the Aerosonde’s SAS is shown in Figufie A.is comprised of:

e a pitch axis stabiliserwhich consists of a pitch rate and a pitch attitude to eleva-
tor feedbacks (gains , andKy_,),

e ayaw damperwhich consists of a yaw rate to rudder feedback (gKin:) with
a washout filter (time constat), and

e a spiral mode stabiliser(to compensate the destabilisinfjext of the washout
filter on the spiral mode) which consists of a bank angle &rail feedback (gain:

Ks.)-

Furthermore, an aileron to rudder interlink (gailg;;) has been added in order to
prevent sideslip during the execution of a turn.

A.2.2 Gains

The SAS’ gains, as well as the washout filter time constaatlisted in Table A.8.

Table A.8: Gains and time constant - SAS

Kew Koy Kip T Ky Kai
-0.28 -1 -0.25 0.75 -0.2 0.5
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Figure A.1: Architecture of the Aerosonde’s SAS

A.2.3 Time Responses

The dynamic modes of the unaugmented and augmented AembB@are illustrated
in the following time responses: the SPPO is shown througA#rosonde’s response
to an elevator step input (Figure A.2), the phugoid is shdwough the Aerosonde’s
response to an elevator impulse input (Figure A.3), the Butdl is shown through
the Aerosonde’s response to a rudder impulse input (Figug, e roll subsidence
mode is shown through the Aerosonde’s response to an asgéeprinput (Figure A.5),
and spiral mode is shown through the Aerosonde’s resporesedderon impulse input
(Figure A.6).

A.3 Attitude Control System

A.3.1 Architecture

The attitude control system is wrapped around the SAS. diit@cture is shown in
Figure A.7. It is comprised of:

e a pitch attitude controller which consists of a pitch angle to elevator demand
feedback with Rl compensation (gainss, s andK; 4), and
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Step Response
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Figure A.2: SAS — Aerosonde’s response to unit (deg) elewép input — SPPO
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Figure A.3: SAS — Aerosonde’s response to unit (deg) elevaioulse input— Phugoid
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Impulse Response
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Figure A.4: SAS — Aerosonde’s response to unit (deg) rudad@uise input — Dutch
Roll

e aroll attitude controller which consists of a bank angle to aileron demand feed-
back with P-l compensation (gains, , andK;_,).

Furthermore, a saturation limit — corresponding to theal&vfull deflection angles —
has been applied to the elevator demand. In order to premeygration errors once
the system attains its saturation limit (causing it to betew an open loop system), an
anti-wind up scheme has also been added.

A.3.2 Gains

The attitude control system’s gains are listed in Table A.9.

Table A.9: Gains - Attitude control system

Ko Kio Kpy Kig
-0.8 -0.8 -0.2 -0.1
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Step Response
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Figure A.5: SAS — Aerosonde’s response to unit (deg) ailstep input — Roll Subsi-
dence Mode

A.3.3 Time Responses

The Aerosonde’s response to an elevator step input is showigure A.8, and the
Aerosonde’s response to an aileron step input is shown iar&i§.9. These demon-
strate the characteristics of the attitude control systaitol{ attitude and roll attitude
controllers respectively).

A.4  Autopilot

A.4.1 Architecture

The autopilot is wrapped around the attitude control systiésnarchitecture is shown
in Figure A.10. Itis comprised of:

e a speed controllerwhich consists of a velocity to throttle demand feedbackwit
P+1 compensation (gains<, v, andkK;y,),

e an altitude controller which consists of an altitude to elevator demand feedback
with PID compensation (gain;, 2., Ki z, andKg z,), and
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Figure A.6: SAS — Aerosonde’s response to unit (deg) ailergoulse input — Spiral

Mode

theta_d

phi_d

tau_d

Attitude Controller -Bank Angle to Aileron

Attitude Controller —Pitch Angle to Elevator

Figure A.7: Architecture of the Aerosonde’s attitude cohsiystem
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Step Response
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Figure A.8: Attitude control system — Aerosonde’s respdosanit (deg) elevator step
input — Pitch attitude hold

¢ a heading controller which consists of heading to bank angle demand feedback
with P+l compensation (gains{, , andK;_)

Furthermore, a saturation limit — corresponding to thettledeing fully closed and
fully open respectively — has been applied to the throttiemaied. As for the pitch
attitude controller, an anti-wind up scheme has then bededh order to prevent
integration errors once the system attains its saturatai |

A.4.2 Gains

The autopilot’s gains are listed in Table A.10.

Table A.10: Gains - Autopilot

Kpze Kizz Koz Ky, Kiy Kpve Kiv
-0.03 -0.0001 -0.05 0.7 0.001 05 0.15




A. Aerosonde’s Flight Control System Design 169

Step Response

2 T T T T T T T T T

Open loop
Closed loop with P+l

Roll angle ¢ (deg)

-6 i i i i i
0 10 20 30 40 50 60 70 80 90 100

Time (sec)

Figure A.9: Attitude control system — Aerosonde’s respdiosanit (deg) aileron step
input — Roll angle hold
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Figure A.10: Architecture of the Aerosonde’s autopilot
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A.4.3 Characteristics of the Closed Loop Stability Modes

The characteristics of the closed loop longitudinal stghmodes are presented in Ta-
ble A.11. All the poles are stable (negative real part), dreddampings of the SPPO
and of the phugoid modes have been significantly improvean(ffs ppo = 0.390 to
{sppo= 0.579 and fromppygoid = 0.112 t0phugaia = 0.588 respectively).

Table A.11: Longitudinal closed loop dynamics - Eigenvalue

Eigenvalues Damping Freq. (r&d Mode

-3.37-10°3 - -
-0.301 - -
-0.211+0.289  0.588 0.358 Phugoid
—-0.824+ 1.02i 0.627 131
-2.78 - -
-8.04+ 113 0.579 13.9 SPPO

Similarly, the characteristics of the closed loop latetiaéctional stability modes are
presented in Table A.12. All the poles are now stable (negagal part), including
the pole corresponding to the spiral mode. Also, the damgirige Dutch roll mode
has improved (frompgr = 0.214 to{pr = 0.800), and the time constant of the roll
subsidence mode has slightly increased (filgy= 0.0503 s toTg = 0.0617 ).

Table A.12: Lateral-directional closed loop dynamics -dfigalues

Eigenvalues Damping Freq. (rad Mode
~-1.44.10°3 - -
-0.264+ 0253  0.722 0.365
-0.542 — - Spiral mode
-2.10 — —
-4.90+ 3.67i 0.800 6.12 Dutch roll mode
-16.2 - — Roll subsidence mode

A.4.4 Time Responses

The characteristics of the speed controller are illustraeFigure A.11 through the
Aerosonde time response to a unit thrust step input. Likewtise characteristics of
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the altitude controller and the heading controller arestilated in Figures A.13®?and
A.14 through the Aerosonde time responses to a unit altistele input and to a unit
heading step input respectively.

Step Response

Forward velocity ub (m/s)

Open loop
Closed loop with P+l

0 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Time (sec)

Figure A.11: Autopilot— Aerosonde’s response to unit thatsp input — Velocity hold

A.5 Trajectory Tracker

A.5.1 Architecture

The trajectory tracker is wrapped around the autopilot. attshitecture is shown in
Figure A.10. It is comprised of:

e an df-track controller which consists of arffdrack distance to track angle de-
mand feedback with PID compensation (gaiksy,, Kiy, andKg y,),

e an along-track controller which consists of an along-traoior to velocity de-
mand feedback with P compensation (gd{i:x,).

Also, two saturation limits have been added: the first one; 5 nmys, has been ap-
plied to the velocity demand to prevent the Aerosonde UAWTeExceeding its speed
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Step Response
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Figure A.12: Autopilot — Aerosonde’s response to unit atté step input — Altitude
hold

limitations, and the second one,540 deg, has been applied to the track angle demand
(in association with an anti-wind up scheme) to prevent teefsa turn.

A number of quantities are introduced in order to calculagedt-track and along-track
distances. These are:

e X4, Yg andZ, are the coordinates of the UAV's demanded positiofR ijzp,
e Vg =[Vqy,; Vy,; Vgl is the UAV’'s demanded velocity vector Ryep,

e X Ye andZ are the coordinates of the UAV’s current positioriRep,

o Ve=[Vq,;Vq,: Vel is the UAV's current velocity vector iRyep,

® xe = atan2y/e /Ve, ) is the UAV’'s demanded heading,

o d =[Xc—Xq; Ye—VYq; Ze—Z4]" is the distance vector between the UAV’s demanded
and current positions ifRyep, and

e dV = V.-V, isthe relative velocity vector iRnep.
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Step Response
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Figure A.13: Autopilot— Aerosonde’s closed loop altitudsponse to unit altitude step
input — Altitude hold

If Rqis the reference frame defined hy)\{,n) whereu is the unit vector parallel t¥' 4
andn is the unit vector pointing in the downwards direction, tb&ation matrixk from
Rnep to Ry is given by:

COSfrq) —Sin(yq) O
R =] sin(yq) cosfq) O (A.16)
0 0 1

The distance vector between the UAV’s demanded and curositigns and the relative
velocity vector can then be expressedinas, respectively:

dg = R1.d= [dg,; ddy, ddz]T (A.17)

dVg =R™-dV = [dVy,; dVy,; dVg]" (A.18)

From there, the along-track distance (ATD)f-track distance (OTD) andfidtrack
distance derivative (dOTD) are easily deduced:



174 A. Aerosonde’s Flight Control System Design

Step Response
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Figure A.14: Autopilot — Aerosonde’s closed loop headingpanse to unit heading
step input — Heading hold
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Figure A.15: Architecture of the Aerosonde’s trajectogcleer
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ATD = dg, (A.19)
OTD = dy, (A.20)
dOTD = dVy, (A.21)

This calculation process is illustrated in Figure A.16.

Figure A.16: Calculation of thefBbtrack and along-track distances

A.5.2 Gains

The trajectory tracker’s gains are listed in Table A.13.

Table A.13: Gains - Trajectory tracker

pre Kiye Kdye pre
0.18 0.0025 0.6 0.125
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A.5.3 Time Responses

Figures A.17 and A.18 demonstrates the Aerosonde’s tajettacker capabilities, in
a scenario where the Aerosonde UAV is commanded to move tgiigpol00m to the
North, 10m to the East and 10m lower than its initial position

6000 T T T
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< 4000 Actual
<
g 2000 R

0 50 100 150 200

East (m)
o ol

0 50 100 150 200

-980
E 990} o
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§ —-1000 b
-1010 ‘ ‘ ‘
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time (s)

Figure A.17: Demonstration of the Aerosonde UAV'’s trackaagability
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Figure A.18: Demonstration of the Aerosonde UAV’s trackeapability — Initial be-
haviour






Appendix B

Development of a Synthetic
Environment

The aim of the SE is to to facilitate the evaluation of mukiglir vehicle dynamic
interactions by using an animated display of the aircréffiectories in addition to the
strip charts of interest (Euler angles, angular rates,eanfjhttack, angle of sideslip,
airspeed, coordinates, etc.). As mentioned in Sectiortlli$is achieved by interfacing
the simulation environment Simulink with a visualisatiafte/are package, such as:

e FlightGear FlightGear Qficial Website: httgivww.flightgear.org N.d.; Sorton
and Hammaker, 2005], which is readily and freely availabild das a direct
interface capability with Simulink, or

e AVDS [AVDS (ficial Website: httpavww.rassimtech.cofiN.d.; Rasmussen and
Breslin, 1997], which also has a direct interface capabiiith MATLAB and
Simulink.

Itis to be noted that FlightGear’s primary use is as a fligmigator, whereas AVDS has
been developed as a real-time interactive visual tool fd8 EGgineering. Furthermore,
when used as a visualisation tool (rather than as an onlgta 8imulator), FlightGear

is limited to the display of one air vehicle only, whereas AYDan be coupled with

simulations of multiple vehicle deployments.

B.1 Objective Requirements

The principal objective requirements for the SE developrmastude:

e The SE must be capable of real-time or near real-time operati

179
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e The SE must support the use of standard flight dynamics sadttemls for air
vehicle system evaluation, such as MATLABmMulink.

e The SE tools must have a visualisation capabilitffisient to show close prox-
imity multiple air vehicle engagements in a realistic scema

B.2 System Architecture and Operation

B.2.1 FlightGear

The interface between Simulink and FlightGear has beentedd@mm the pre-existing
AV-SAVE (Air Vehicle Simulation and Visualisation Enviroment), developed at Cran-
field University by Tony Steer. The AV-SAVE comprises of a rhenof high specifi-
cation PCs, complete with accelerated 3D graphics cardgsiexted using 100 Mbits
Ethernet over a Local Area Network (LAN). It uses MATLABEmMulink to model and
simulate the air vehicle’s dynamics and FlightGear to ptexhe 3D models and ‘real-
world’ visualisation environment. The individual PCs conmmtate using the User
Datagram Protocol (UDP) over Internet Protocol (IP). Thegicity of UDP reduces
the overhead from using the protocol and the services itigesvare adequate for this
specific application. AV-SAVE currently consists of theléoling 3 sub-systems:

e A Simulation Control Station (SCS), which runs Mail&mulink
e An air vehicle external 3D visualisation station (Flight&erver)

e ‘Out-of-Cockpit’ visual displays

The setup of the PC system is illustrated in Figure B.1: onaé&€ as the FlightGear
server and drives the ‘Out-of-Cockpit Visuals’ PC over tid\. ‘Out-of-Cockpit Visu-
als’ is a computer system that has the ability to displayefiedentre and right viewf®
set on three adjacent monitors respectively. The SCS PCtherd ATLAB/Simulink
models and simulation environment by sending air vehiggshformation via Ether-
net to the FlightGear server.

B.2.2 AVDS

Theoretically, AV-SAVE can be used in association with AV,D&ough the “Network
Connection” block available in the AVDS toolbox for MATLABHowever, this has
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Figure B.1: AV-SAVE system architecture

not been set up yet, and could be the object of some furthek.wiéor the research
presented in this thesis, AVDS and MATLABmulink have been used on the same
computer via the “Data Playback” option, also availableha AVDS blockset. The
way the AVDS “Data Playback” block is connected to the Simkivehicle model is
shown in Figure B.2.

For each vehicle in the simulation, the elapsed time, thedioates (in NED and in
feet) and the Euler angles (in degrees) are sent to a “Play®ae” block where they
are saved. In the case of the Aerosonde simulations pertbirm&hapter 6, two addi-
tional — and optional — parameters are used:

e the craft mask (2147353727), i.e. the appearance of theatilbere set to a
fully visible vehicle with the gear up),

¢ the craft type (11), i.e. the craft image to be used duringvtbealisation (here
set to the resized image of the Lambda Unmanned Researatiejeds there is
no image of the Aerosonde UAV available in the AVDS Aircraftdge library).

AVDS can then graphically animate the vehicle(s).
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Figure B.2: Interface between the AVDS “Playback Save” blaad the Simulink
vehicle model

B.3 Screenshots

Some screenshots are presented in this section. FigurehBvdgsghe Demon UAV
(flight demonstrator of the FLAVIIR programme) flying aboveridon and above Es-
sex. The simulations have been run using MATL/SBnulink and visualised using
FlightGear. Figure B.4 shows the AVDS visualisation of twanitbda Unmanned Re-
search vehicles (in lieu of two Aerosonde UAVS) flying in fation.

(a) Demon UAV flying above London (b) Demon UAV flying above Essex

Figure B.3: Visualisation of the Demon UAV using FlightGear
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Figure B.4: Visualisation of multiple vehicle deploymesing AVDS
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