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Abstract. Food supply chains are characterized by innovation, not only in products but also in processes. This paper aims 
to identify big data applications in the food and drink sector and present its findings as a state-of-the-art literature review. 
Academic databases were searched using ‘food’ or ‘drink’ and ‘big data’ keywords. Scholarly publications from 2015 
onward are identified and presented in broad categories of demand prediction and retail operations optimization. The review 
recognized big data applications as a great opportunity for food supply chains. The applications aimed 1) to understand the 
customer base and inform marketing communications strategy, 2) to predict demand and organize retail operations to meet 
this demand, and 3) to optimize prices, assortment, and inventories based on demand patterns. Applications in this review 
focused more on descriptive and predictive analytics than prescriptive analytics, possibly due to the emergent nature of 
these applications. Descriptive analytics applications focused on capturing data, summarizing the status quo, and 
developing customer segments which can then be managed using varying marketing strategies. Predictive analytics 
applications focused on demand prediction with novel approaches proposed by the machine learning community. 
Prescriptive analytics applications aimed at promotion optimization and pricing for profit maximization. Cognitive 
analytics applications extracted customer reviews from online stores to inform which products should be marketed in what 
way. The review offers managerial insights on circumstances where big data analytics could prove beneficial. Managerial 
implications suggest that data integrators enable big data applications by ensuring the data collected are accurate, timely, 
and complete to inform descriptive, predictive, and prescriptive analytical models. 

INTRODUCTION 

The food and drink industry is among the EU’s largest sectors, considering jobs as well as the value generated.  It 
has doubled its exports to €90 billion over the last decade. The term ‘food and drink industry’ comprises food 
manufacturing companies, food retailers, restaurants, cafes, and other related businesses. Food legislation is 
harmonized across the EU single market, making it possible to produce in different EU countries under the same 
standards and sell in different countries without being subject to border checks. The industry is highly fragmented, 
with activities ranging from packaging to preparing, transporting, and serving food or drink products, excluding 
primary production. 

The industry as a whole (including manufacturing and retail) employs 4.5m people with an average turnover of 
€3.7m per enterprise. With 290k enterprises and a total turnover in excess of €1.06t, the EU food and drink sector is 
1.5 times the size of the sector in the USA [1]. 

The wealth of data available in the food and drink sector allows the building of advanced analytical models. 
Practitioners usually have preferences for a specific method when they face a business problem that requires modeling. 
This favorite method depends on not only the technical background and experience of the modeler but also the 
software available. With the growing research in analytics, many alternative models are available for a range of 
purposes. Big data can address many concerns in food supply chain management, among which food authentication 
is a growing area of application. Food authentication is an analytical process for validating the label information on 
the origin and production process [2]. Big data analytics is a promising avenue for the future of food authentication 
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owing to the amount of data collected and analyzed from multiple sources. Authenticity indicators are various. Four 
main methods of authentication are as follows: 1) Rare earth elements could be used for authentication along with 
precious metals such as gold, silver, platinum, and palladium. 2) Microbial fingerprinting establishes the microbes 
existing in food products to help geolocate their origin. 3) Similarly, metabolomic fingerprinting profiles the 
metabolites in the cells of fresh produce. 4) Finally, sensory analysis tries to correlate chemical data of food products 
sensorial attributes such as smell, taste, and texture. 

‘Local data production for local data consumption’ is a concept for providing a range of Internet of Things (IoT) 
services without a mobile network coverage or a cloud-based storage server that can also process big data [3]. While 
local governments operate on limited budgets, they also have the relationships and communication efficiency in 
mobilizing local companies to build such platforms. 

Artificial Intelligence (AI) and big data applications by the soft drinks giant Coca Cola include scanning social 
media and monitoring customer sentiment, reading product codes with TensorFlow for verifying procurement 
transactions, image processing of selfies taken by consumers to create an engaging experience, and using augmented 
reality in bottling plants to address operational issues [4]. 

This review aims to capture and present recent big data and analytics applications in food supply chains. For this 
purpose, a systematic literature review was conducted using relevant keywords. The papers identified were organized 
under retail operations such as customer segmentation, assortment planning, and availability (demand sensing, stock 
deployment, substitution, replenishment). The applications reviewed were built on internal data of the company (eg 
point-of-sales, customer footfall) and external data (eg social media, weather, or other publicly available data). The 
review develops suggestions on how different actors in the food supply chain (retailers, logistics service providers, 
manufacturers) can benefit from big data and analytics within and outside the company. It presents a mapping of 
descriptive, predictive, and prescriptive analytics to forecasting and optimization models, providing operational 
insights to food companies. 

LITERATURE REVIEW 

Big Data Applications Terminology 

Big data are digitally produced in large quantities. They are collected via sensors and other devices connected to 
the Internet. It is possible to locate the origin of the data as well as when they were produced, in real-time or near real-
time [5]. For a data set to be considered “big”, it must be too large to be stored and processed using regular computers 
running end-user software. We witness an abundance of data generated by organizations as well as by persons who 
are using, for example, wearable devices. The digital world is overflowing with images, videos, and text generated by 
real persons, as well as AI chatbots. 

5Vs and Sources of Structured and Unstructured Data 

5Vs is a short-hand to describe big data. It refers to the “volume”, which is the size of the data sets. The second V 
refers to “velocity”, which refers to how fast the data are generated. The third V, “variety”, is related to the multiple 
forms the data can take. Although data flowing from supply chain operations are mainly structured and transactional, 
it is now possible to incorporate unstructured data such as voice recordings, images, social media comments, along 
with readings of a range of sensors (eg temperature recorded at 15-minute intervals in a refrigerated container over its 
journey from China to Rotterdam). Many of the models for food supply chain management incorporate geospatial and 
temporal data, especially for demand forecasting and distribution operations planning. The fourth V, “variability or 
veracity” show how the same terminology may mean different things under different circumstances. For example, 
TSP frequently indicates the Travelling Salesperson Problem in the supply chain management context, but it can easily 
mean teaspoonful in the food preparation and cooking context. That is why when analyzing data, the analyst should 
never take variable names for granted and always verify with the owner of the data their meaning as well as their 
acceptable values. Additionally, many companies repeatedly report inaccuracies in the master data, which makes it 
difficult to rely on the data for making decisions. Such inaccuracies occur due to separate databases overlooking parts 
of the business but not having been integrated. A typical example is around the naming of products. Depending on the 
customers of a company, product names can change slightly, generating duplicate records in the database and making 
it quite challenging to access true sales information. Finally, the fifth V, “value”, shows the return on investment in 
big data collection, storage, and analysis hardware and software. Big data has great potential to assist in supply chain 



decision-making at strategic and operational levels. Investing in digital transformation to allow an entire big data 
architecture to operate at an organizational level requires this last V, “value”, to be quantified as much as possible.  

Descriptive, Predictive, Prescriptive, Cognitive Analytics 

Over the last few years, “analytics” has become a popular term to represent methods that support decision-makers. 
Big data analytics, as a subcategory of analytics, refers to using existing methods and developing new ones that can 
handle big data sets to provide decision support to managers for a range of business problems. Figure 1 shows a pasta 
supply chain whilst introducing descriptive, predictive, prescriptive, and cognitive analytics applications. The supply 
chain is conceptualized like a waterfall, with raw materials flowing from primary producers (agricultural production) 
to manufacturers (processing, industrial refining) to retailers (distribution) to consumers. Activities at the beginning 
of this flow are referred to as upstream activities, and those closer to the end customer (consumer) are referred to as 
downstream activities. A manufacturer would be considered as downstream for a primary producer (eg farmer) and 
upstream for a retailer. Similarly, a retailer would be a downstream company for the manufacturer. 

 

 

FIGURE 1. Examples of supply chain analytics 

 
Descriptive analytics is concerned with answering what happened and why it happened. A typical question could 

be the yield from each wheat field and historical differences that can explain the variation in yields. Predictive 
analytics, on the other hand, is concerned with what might happen in the future. Typical time series models or causal 
models, such as linear regression or more sophisticated models, such as neural networks, can be used for this purpose. 
The question of forecasting demand for each product, which is typically referred to as a stock-keeping unit (SKU), 
would be answered by predictive analytics techniques. The next level of sophistication in analytical modeling is 
prescriptive analytics, which is concerned with how the desired level of performance can be achieved. The approaches 
in this domain usually comprise mathematical, linear, and nonlinear optimization and simulation models. For the 
conceptual supply chain given in Figure 1, the minimum transportation cost that meets the demand would be found 
by mathematical modeling, typically using a variant of the vehicle routing problems. The last level of sophistication, 
maybe the most difficult one, is cognitive analytics, which aims to learn dynamically from unstructured data such as 
social media posts or customer reviews left on a website. Natural language processing could be used to automate the 
process of understanding what customers are saying about a certain product category. It is most likely followed by 
data mining where customers could be grouped under meaningful categories depending on the reviews they share 
about the product on online platforms. Natural language processing means analyzing text generated by humans to 



arrive at meaningful conclusions. It may provide insights on emotions shared by humans as well as relationships 
between different entities which are not immediately obvious. Typical applications include building chatbots for 
addressing consumer inquiries, analyzing social media posts to understand consumers’ responses to new products, or 
using machine translation of the text to produce labels in multiple languages. In the context of food and drink supply 
chains, researchers are interested in consumer reviews to capture customer sentiment and predict demand. 

Advanced predictive models can be used, for example, to estimate the age of Madeira Wine, one of the finest 
fortified wines from Portugal [6]. Wine age prediction helps the manufacturer to understand the complex wine 
chemistry and how the wine aging process develops. Hence, the manufacturer can monitor the process and evaluate 
whether the wines follow the desired path of aging and take action in cases of deviations from the expected aging 
process. Bottling starts once the wine aging process is complete. Descriptive analytics can be used to classify wines 
and detect frauds or adulterations. 

Many alternative models are available for prediction purposes, and the model selection itself becomes a matter for 
the modeler. A predictive analytics comparison framework can be used to assist this ‘model selection’ decision [7]. 
The comparison framework has an analytics domain and a data domain, along with a comparison engine. The analytics 
domain is rich with four classes of predictive methods, each with several competing methodologies: 

1. Methods to select variables such as a range of regression techniques augmented with  genetic algorithms 
2. Regression methods that handle multicollinearity (e.g., ridge regression) 
3. Methods that measure latent variables (path models) 
4. Ensembles that combine outcomes of decision trees. 
This predictive model comparison framework facilitates model selection based on performance. This comparison 

framework is tested on wine age prediction using real-life data [7]. It is found that the predictive methods 
recommended by the framework depend on the predictors used. 

Based on the data available for a predictive modeling exercise, the framework recommends a different model for 
the same prediction task [7]. What is more, applying the framework on various real-world data sets showed that the 
best modeling approach may be different from what is expected before the analysis is performed. It may use different 
variables. For example, quantified phenolic and furanic compounds in wine samples can be quantified [7]. It is not 
easy to predict how these compounds will interact with each other. Even new compounds may emerge over time. 
Their framework was then used to select the best-performing model to predict wine age. The framework can 
accommodate many competing models for the same prediction task, and practitioners can use it to select a high-
performing predictive model. 

METHODOLOGY 

This state-of-the-art literature review focused on big data applications in food supply chains. The purpose of the 
review was to identify current big data and analytics applications and present a synthesis of how descriptive, 
predictive, and prescriptive analytics are used to improve operations and efficiency. To identify papers to be reviewed, 
the following terms were searched in academic databases such as Scopus and INFORMS PubsOnline. 

• drink AND ‘big data’ 

• beverage AND ‘big data’ 

• food AND ‘big data: 

• ‘point of sales’ OR ‘point-of-sales’ AND ‘big data’ 

• ‘point of sales’ OR ‘point-of-sales’ AND ‘food’ 

• ‘point of sales’ OR ‘point-of-sales’ AND ‘drink’ 
The review focused on papers published from 2015 onwards to capture the trends in big data applications. A total 

of 38 peer-reviewed journal articles, ten conference proceedings, and one book chapter were identified to be included 
in the review. The papers are organized based on the application. 

FINDINGS 

Demand Sensing 

Real-time data from various supply chain processes can help capture short-term trends as they emerge so that 
prediction accuracy is improved. Demand sensing considers not only sales data but also external data that could be 
collected from social networks, websites, and online platforms. To be able to create an online platform, initially, the 



ontology must be developed. In computer science and information science, an ontology describes the concepts and 
variables in a specific subject area. Categories and properties of data should be named and defined. How these 
categories interact with each other should be defined as relationships. An ontology could represent several 
stakeholders in the food supply chain: producer, buyer, educator, seller, supplier, transporter, planner, administrator, 
researcher, processor, investor, and consumer. For example, a consumer buys, orders, eats, enjoys, prefers certain 
foods and drinks, each of which has nutrition facts [8]. A consumer’s personal preferences govern what foods and 
drinks he or she will consume. A consumer’s health constraints would limit the types of foods he or she can consume. 
The power of such platforms is the ability to host hundreds, even thousands of food products for consumers and to 
leverage the big data collected from the platform to inform demand forecasts and devise logistics routes to meet the 
demand. 

New Product Development 

New product introductions are common for the food sector, and big data have a role to play in improving the new 
product development process. After the UK introduced the Soft Drinks Industry Levy, a tax on drinks that contain 
sugar to address concerns about increasing obesity and Type 2 diabetes in society, many soft drink manufacturers had 
to develop new products with less sugar. In response to the sugar tax, a fruit juice manufacturer incorporated big data 
analytics into the development of new products [9]. They collected nutritional data about the products, specifically 
the sugar content. They combined this nutritional data with prices from retailers and customer reviews from online 
portals. In terms of internal data, they used cost and the estimated environmental impact of a product in comparison 
to a range of alternatives already in the market. This big data analytics approach that combined a range of internal and 
external sources helped the manufacturer to decrease the new product development cost by 33%. Comparably, the 
new product development time was shortened by 11%.  

Forecasting, Market Analysis, and Promotions 

Demand forecasting in fresh food supply chains is particularly important since such products should be offered to 
consumers as fresh as possible before they start to deteriorate. Both underestimation and overestimation of demand 
affect the revenue with little chance of being able to sell products whose demand has been overestimated. The 
implications for food waste also raise ethical questions since the products have been grown, packaged, shipped, and 
displayed with huge water, energy, and carbon footprints, all detrimental to the environment. Large-scale data analysis 
improves the sales planning for perishable goods [10]. 

Customer segmentation is a typical marketing analytics exercise to management strategies that differentiate service 
provision. The key idea behind segmentation is to divide consumers into smaller, homogenous groups and then target 
each group with customized offers. While it is commonly used for segmenting consumers, it is also possible to segment 
customers in a B2B setting. Customer loyalty, which is associated with customer lifetime value, is assessed based on 
recency, frequency, and monetary attributes. It can be used to identify groups of customers based on their scores across 
these attributes [11]. 

The marketing literature is rich with discrete-choice models. These models have massive choice sets, such as those 
available in supermarkets that stock hundreds of products in many categories, including soft drinks. Random 
projection, a tool for dimension reduction in machine learning, can be used to estimate the parameters of these models 
[12]. Choice sets include products in different package sizes and categories. For example, the 330 ml Coke Zero can 
is a product sold in singles, in packages of four, eight,12, and 24. It is sold along with many other soft drink products, 
which also have various packaging alternatives. The size of the choice set in a model grows exponentially when we 
assume households purchase combinations or bundles of brands. Dimension reduction is needed to handle 
exponentially growing choice sets. It is the process of reducing the dimensions in a data set whilst retaining the most 
meaningful features. Dimension reduction in this context means aggregating all Coke Zero products. 

Random utility maximization models are widely used in choice-based demand models [13]. These models assume 
that a customer’s probability of choosing a product is proportional to the utility of that product. In other words, the 
customer rationally chooses the product with the highest utility. However, humans have bounded rationality, and their 
choices depend on the time available to make the decision as well as the cognitive limitations of the mind. 

Multinomial logit models consider individual choices in a product category, analyzing the impact of market actions 
(price, promotions, product features) on choice [14]. These models assume that irrelevant alternatives are independent 
of each other. It is another way of saying that the probability of a customer choosing a product depends on the 



perceived utility of this product in comparison to the utilities of other alternatives. Hence, eliminating some of the 
unchosen alternatives from the choice set shouldn’t affect the selection of the product as the best option. 

Multinomial probit model relaxes this independence of irrelevant alternatives assumption at an increased cost of 
estimation (it cannot scale as the choice set grows). Hence, the classical demand models such as multivariate logit and 
probit fail to accommodate large data sets due to their mathematical complexity. As a remedy, a conditional restricted 
Boltzmann machine can be used to capture consumer decision patterns [15]. The conditional restricted Boltzmann 
machine is an extension of the restricted Boltzmann machine; it estimates the dependence across categories purchased 
together [16]. 

Especially in the food retail context, the market basket of a shopper consists of many products purchased during a 
trip to the grocery store. The market basket at the end of the trip shows multicategory choices (bread and fruits, for 
example). The choices for products presented in multiple categories tend to be interdependent, which means that 
choosing a product in a category affects choosing another product in another category (eg hot dog buns purchased 
along with hot dogs). Two categories are considered complements if purchases in one category increase the purchases 
in another category. They would be considered competing products if the purchases in one category reduce the 
purchases in another. 

The conditional restricted Boltzmann machine is an extension of [16]’s technique. It captures the time effects of 
purchases across multiple categories. It is possible to incorporate customer heterogeneity into the estimation 
procedure. This technique can model nonlinear relationships between products purchased by a large number of 
customer groups. For example, [15] were able to find out that the promotion of pasta was associated with an increase 
in purchases of pasta sauce and a decrease in purchases of soup, while the promotion of dog food was associated with 
a decrease in purchases of soup, pasta sauce, and pasta. For purchases in categories that do not depend on purchases 
in other categories, past purchases are expected to predict future purchases. Retailers can use this model to describe 
and predict the shopping behavior of individual consumers. Such predictions could be an input into personalized 
marketing activities.  

Customer Sentiment Analysis 

Advances in information technology have significantly changed how services are provided. The task boundary is 
shifted toward the customer; many tasks that were previously performed by the service provider (eg taking the order 
at a restaurant) are now performed by the customer [17]. This led to the coining of the term ‘customer-facing 
technologies’. These technologies are at the forefront of the food service business as they facilitate customers’ ordering 
and restaurant’s fulfilling the orders. 

Customer-facing technologies significantly affect customer experience, especially in the hotels, restaurants, and 
catering sectors. The number of restaurants with online and offline self-order technologies is increasing. One of these 
technologies, tabletop devices offered in restaurants, allows customers to change their dining experience by increasing 
the customer’s participation in the food service provision [18]. 

Another application of these self-order technologies is online ordering via websites and mobile apps. These self-
order technologies require the customer to place an order using their own device (mobile phone, tablet, or personal 
computer) and pay before receiving the service. These technologies reduce the waiting time for customers, but they 
do not necessarily lead to job cuts [19]. If customers are sensitive to waiting, these technologies will help manage 
customers’ expectations. But for a fine dining experience, waiting time is expected; hence, the technology may even 
have an adverse effect on that type of food service business. Wait sensitivity refers to the impatience of customers and 
dissatisfaction with delays. Customers with high wait sensitivity would be dissatisfied when they need to wait to be 
served or service is delayed. It is proportional to income level, ie customers with high income are sensitive to waiting 
(they do not wish to wait to be served). If a restaurant serves customers with high wait sensitivity, it should use online 
self-ordering technologies (mobile apps) to manage service times. This will give the customer visibility of the service 
process and allow ordering in advance of arriving at the restaurant. For restaurants with customers who have low wait 
sensitivity, offline technologies such as self-service kiosks should be used [19]. These are in-store machines where 
customers can order food on their own. The customer is likely to wait for the machine to become idle before they can 
place their order in the restaurant. 

The type of channel (online vs offline and self-service vs full service) affects the quantity and the quality of items 
purchased by consumers [20]. Systembolaget is Sweden’s government-run monopoly seller of alcohol. In the stores 
of Systembolaget, the service provision was changed from a human serving the customer behind a counter to 
customers buying their alcohol using self-service machines. Using 160,168 orders of alcoholic and non-alcoholic 
beverages made by 56,283 customers, [20] demonstrated a disproportionately large increase in the sales of products 



that had names that were very difficult to pronounce. The authors concluded that the increase in sales was due to the 
reduction in social friction thanks to self-service checkouts. A second experiment showed that when customers ordered 
pizzas online, they chose more complex products than the orders placed over the phone. This was another indicator of 
reduced social friction when using self-service ordering technology online. Such findings are critical to the design of 
an omnichannel experience for customers. 

The Impact of Nutrition Information and Public Health Interventions on Sales 

Food and drink market is characterized by a large number of products and rapid changes in what is on offer (eg 
new product introductions and discontinuations of underperforming products). Using nutrition data from food 
packaging, it is possible to link food consumption to nutrition consumption. Big data comes into play to harvest and 
analyze large volumes of data that are publicly available. 

In a recent application, [21] collected 3,193,171 records of 128,283 products from six major UK supermarket 
websites using a weekly extraction routine written in Python. This database is available to answer questions around 
not only nutrition facts but also the dynamism in the introduction of new products and cancellation of existing 
products. For example, the salt, fat, and saturated fat content of ready meals sold at a lower price tier were much lower 
than full-price alternatives. The longitudinal analysis showed that nutritional formulation of the pizzas offered in these 
supermarkets changed for 11% of the products offered. The product turnover was also high: approximately 30% of 
the pizzas were either no longer available to purchase after six months or new product introductions.  

The USA’s Supplemental Nutrition Assistance Program (SNAP) was introduced to enhance the dietary quality of 
low-income Americans to curb obesity, diabetes, and other diet-related diseases [22]. Nielsen Homescan Panel 
produces a longitudinal data set that features food and beverage product purchases of approximately 60k households. 
The panel data includes volume, price, and retailer, but it cannot capture bulk-bought products due to a lack of 
packaging / unique product identifier codes in such purchases. Bulk products are those that are sold by weight, and 
without packaging; hence, they do not have a barcode and therefore cannot be included in the analysis. Typical 
examples are onions, apples, and grains sold by weight. 

This data shows that households purchase healthy foods less often and in lower quantities [22]. The mean 
household purchases exceeded the recommendations issued by the Dietary Guidelines for Americans for sodium and 
saturated fat. Analyses such as this one can inform public health interventions promoting or incentivizing healthier 
products since high consumption of saturated fat and sodium is associated with poor health outcomes such as obesity 
or high blood pressure. 

Fresh food and local food supply chains are becoming popular as the demand for fresh, organic, and nutrition-
sensitive products increases [5]. Big data and analytics can connect industrial marketing (product, price, promotion, 
place) with food security (availability, accessibility, affordability, appeal) to develop strategies that affect consumer 
demand. Product, what is available on the market for sale, is related to the availability aspect of food security. For 
example, the availability of gluten-free alternatives is necessary for people suffering from coeliac. The place is 
associated with accessibility: do the people have access to fresh and nutritious products? Food deserts emerge in urban 
areas where it is difficult for residents to buy affordable and good-quality fresh food. Price is related to the affordability 
of food. Marketing decisions on pricing and discounts directly affect how affordable food products will be to 
consumers. Finally, promotions are related to the appeal of products. These exclude discounts, which are considered 
a part of price decisions. The frequency of advertising can affect the demand for specific food products. 

Indeed, the impact of nutrition information on sales is a relevant question for food and beverage supply chains. 
Sugary drinks are defined as energy-dense, nutrient-poor, nonalcoholic water-based beverages with added sugar. 
Typical examples include sugar-sweetened soft drinks, sports drinks, and flavored water, which provide little 
nutritional value but increase the risk of obesity and other related health issues [23]. 

In an online experiment with 3,034 Australian adults, [23] investigated the impact of point-of-sale nutrition 
information about sugary drinks on customers’ purchase decisions. The experiment also included health warnings 
about sugary drinks. Customers who saw the sugar level, the product's health star rating, or a health warning associated 
with the recommended daily sugar intake chose sugary drinks at a significantly lower rate. In this experiment, the 
participants were asked to imagine that they were about to buy a packaged drink for immediate consumption. The 
point-of-sale signs [23] used in the experiment were shown to positively impact consumer choices in a simulated 
environment since the participants were asked to imagine a scenario in which they were buying a drink to consume 
immediately in the presence and absence of the signage. The idea could be tested in actual retail and food service 
settings. 



There are other policies to divert consumers’ purchases from sugar-sweetened beverages to zero-sugar alternatives. 
The UK has introduced the ‘sugar tax’ in April 2018. The main rationale behind this policy was to help reduce the 
level of sugar in soft drinks and lower childhood obesity. In anticipation of this regulation, Jamie’s Italian, a national 
restaurant chain, increased the price of nonalcoholic sugar-sweetened beverages by £0.10, corresponding to a price 
increase of around 3.5% [24]. Jamie’s Italian informed customers that the additional £0.10 would be donated to the 
Children’s Health Fund. At the same time, a documentary titled ‘Jamie’s Sugar Rush’ was also aired on television. 
Analyzing point-of-sales data from 37 Jamie’s Italian restaurants (2 million sales of soft drinks) [24] compared the 
sales of sugar-sweetened beverages before and after the introduction of the levy. They found that a customer, on 
average, bought 11% fewer sugary drinks after the price increase. Considering the scale of the business, this reduction 
had a significant impact on population health. 

Retail Operations 

Pricing 

Supermarkets in the US carry, on average, 40k SKUs, and 35% of category sales (more than $129b) occur while 
products are on promotion [25]. Category sales represent the sales of products in different categories, such as soft 
drinks, cereals, dairy, etc. Promotion efficiency measures how much extra profit is generated by the promotion. While 
categories such as fresh seafood have low efficiency, categories such as frozen meat have high efficiency. The 
efficiency varies by store location, competitors, number of products in a category, and how often people buy these 
products [25]. 

Since a large proportion of fast-moving consumer goods are sold on promotion, planning sales promotions lends 
itself to analytical approaches such as optimization. Typically, it is the category manager’s task to decide when to 
promote each product and which price level to use. Grocery category managers can use an optimization model with 
multiplicative and additive demand functions to estimate the promotion lift and post-promotion dip [26]. Grocery sales 
data shows each transaction with a timestamp and a list of purchased items. The demand models in [26] reached high 
accuracies (the Mean Absolute Percentage Error ranging from 11.5% to 18.7% for coffee, tea, chocolate, and yogurt), 
and the optimization model is expected to increase the profits by up to 5%. 

Price promotions can be offered to all customers without any differentiation. The promotion's value and format 
can be customized for a customer when the customer uses a loyalty card. Using a data set of sixteen soft drinks brands, 
[27] ran a conjoint analysis with 790 respondents to model soft drink demand when the products had non-linear price 
promotions, some of which were in the form of quantity discounts. Producers of consumer packaged goods, such as 
soft drinks, cereals, and cooking oils, often offer several package sizes of the same product at a lower unit price for a 
larger package. This is the typical example of nonlinear pricing, and nonlinear price promotion is similar; the discount 
applied during the promotion does not need to be the same across all package sizes; it could be 50% off for a small 
package and 33% off for a large package. 

Product substitution is a common phenomenon in food retail. Many manufacturers produce multiple substitutable 
products (consider Coke Zero vs Diet Coke), and coordination of price promotions should consider consumers’ 
substitution patterns. Indeed, what to promote, when to promote, and how long to promote are current and relevant 
research questions. In the promotion planning area, [28] set out to answer the following research question: how should 
a company producing substitutes coordinate price promotions? To answer this question, a grocery chain in Chicago, 
Dominick’s, provided data spanning eight years. Critical to answering this question was the presence of at least two 
different types of related products listed in the assortment. The analysis focused on the most popular product of a 
given category and the related products by the same firm. The first product differed only in package size (eg Cheerios 
10 oz versus Cheerios 15 oz). The second related product differed both in size and some other characteristics (eg 
canned versus bottled soda). The data set had 24,222 observations of sales quantities and prices for 66 products in 22 
categories. It was possible to show the link between price promotions of the most popular product affected the sales 
of the related products [28]. 

Assortment and Shelf-space Planning 

Many factors affect consumers’ ability to find and purchase products: eg, the number of products available in a 
category, in which aisle they are located, and where they are displayed on the shelf. Prescriptive analytics can be used 
to support shelf-space planning and maximize the return on shelf space allocated to products [29]. 



Retailers often choose to convert existing store formats. Conversion in this context means taking an existing store 
and refurbishing it in a way that its purpose changes. A typical example is Walmart, which converts existing discount 
stores into supercenters 60% of the time [30]. Discount stores are usually small and carry a few hundred SKUs, 
whereas supercenters are large and carry tens of thousands of SKUs. This conversion inevitably changes the 
assortment breadth and depth in the converted large formats. Walmart's supercenter conversion led to a 41% increase 
in weekly revenues, but the increase was attributable to the larger expenditure of the existing consumers rather than 
more customers [30]. The demand increase was more pronounced in food categories, mainly as a result of an increased 
number of purchases. 

Inventory Planning and Fulfilment  

Perishability is a typical aspect of inventory management in food supply chains, but it is also applicable to highly 
innovative sectors such as pharmaceuticals and consumer electronics. Maybe not perishability, but obsolescence is 
relevant for industries that witness changes in consumer preferences, examples of which include books, records, 
garments, or perfumes. When demand variability is high, the adaptive base stock policy is recommended [31]. 

Using aggregate, firm-level data, [31] found that inventory purchases depended on current sales, changes in sales 
forecasts, and sales growth. Firms with high sales growth tended to react less to forecasted changes in sales growth 
compared with firms with moderate sales growth. Moreover, purchasing constraints such as the minimum order 
quantities imposed by supply chain contracts or transportation efficiencies may affect inventory holding costs. 

One of the first self-service applications was vending machines. With the advent of the IoT, it is now possible to 
monitor the sales rate of products sold from vending machines in real-time. Machine-to-machine communication 
between vending machines and cloud-based storage systems eliminates humans from the data flow process [32]. The 
real-time stock position of the vending machine can trigger a restocking activity and schedule it in the next round of 
replenishment visits.  

As urbanization increases, many more people live in megacities, those with a population of more than 10m. 
Especially in megacities of emerging countries, consumers behave differently compared with those in developed 
countries. Small retailers fulfill the daily needs of these consumers [33] by removing some of the complexities 
associated with going to a superstore and picking a few products from aisles of hundreds of products. These small 
retailers, which are usually family-owned, independent stores, dominate the food retail sector in emerging countries, 
and the distribution of consumer goods becomes similar to the last-mile problem, which is concerned with distributing 
goods to end-consumers. 

The relationship between retail distribution and sales is complex. Retailers stock products because they expect 
them to sell in high quantities and the products sell well because they are widely available to consumers [34]. Using 
monthly sales of alcoholic beverages sold in Systembolaget, [34] estimated the effect of store size on the market share 
of products sold. Product-level sales depended on the number of products stocked. Small stores stock fewer products, 
and the demand is distributed to fewer competing products; therefore, the volume per product is high enough to make 
the distribution efficient. 

With the advent of e-commerce and mobile apps, on-demand meal ordering platforms such as Just Eat in the UK, 
Grubhub in the US or Uber Eats across the world have become part of consumers’ dining experience. While individual 
restaurants cannot scale up as online orders and delivery requests increase, these platforms can achieve high efficiency 
and release restaurants from the burden of last-mile delivery. One of the most challenging problems in last-mile 
logistics is meal delivery because a typical order must be delivered within minutes after the food is ready. A meal 
delivery routing problem was formulated and tested with real-life instances from Grubhub in [35]. They conducted an 
extensive numerical study using instances from the Grubhub meal delivery routing problem instance set, which 
contained tens of thousands of instances derived from real-life historical data. Their formulation achieved up to a 17% 
reduction in click-to-door time, which is significant when considering that the majority of this click-to-door time is 
spent for the preparation of the ordered meal. 

Supply chain coordination is a well-researched area in supply chain management with a range of mathematical 
models from contract design (eg wholesale price, revenue sharing, quantity discounts) to information sharing, which 
has been facilitated by advancing information technologies and increasing availability of data. Using data from a 
leading consumer packaged goods manufacturer in the US beverage and snack food sector, [36] showed that 
downstream sales data improved the forecast accuracy by 7% to 80% for all products included in the analysis where 
forecasts were produced using autoregressive integrated moving average time series method.  



DISCUSSION 

Companies that are considering adopting tabletop technologies need to factor in a transition period when customers 
will learn to use the device and possibly provide staff assistance in the first few instances of ordering. Such 
technologies not only improve the customer service experience but also increase the productivity of restaurants by 
increasing the average sales per check and reducing the meal duration [37]. This can be translated to reducing staffing 
levels of waiters without compromising service levels in restaurants. 

Deep discounts reduce sales [38]. The negative effect of discounts is more pronounced in credence goods such as 
organic foods; retailers of such products should avoid offering deep discounts, which raise questions about the quality 
of the product. 

When observed repeatedly, purchasing behavior is a good proxy for determining consumption patterns and 
developing marketing strategies [39]. Factors outside the control of the company, such as seasonal events (holidays 
and festivals) or product positioning (price and labels) lead to variations in demand. Factors representing customer 
characteristics such as education, age, gender, marital status, willingness to try new things, and experience determine 
a customer’s loyalty. When loyalty is low, exogenous factors change purchase patterns. That’s why considering these 
factors together improves forecast accuracy. 

Considering the traffic effects in densely populated megacities, switching to a presale strategy could benefit many 
fast-moving consumer goods manufacturers and distributors in emerging markets. Without the data collected in [33], 
it is not possible to decide which strategy is better since pre-sales is costlier than van-sales at the outset, but when its 
impact on sales is considered, the conclusion is that the costlier strategy is also the most profitable because of the 
uplift in revenues. 

A high level of substitution between products results in promoting one product at a time [28]. When customers 
prefer the brand over the product type, substitute products should not be promoted at the same time. In other words, 
if the consumers are loyal and buying the product for the brand, then the firm should not promote substitutes of the 
product at the same time to prevent the substitute product from stealing sales (cannibalizing) from the product of 
interest. Promoting substitute products at the same time should be considered if the product itself is more important 
than the brand of the product for the consumer.  

 
Selected methods and purposes in descriptive analytics 

• Nuclear density estimation was used to find out the concentration of food and beverage outlets in a city [40] 

• Statistical analysis was used to investigate the impact of different distribution policies on profit [33], to 
establish the impact of store size on revenues [30], to understand which firms could benefit from coupons 
[41]. Selected methods and purposes in predictive analytics 

• To predict demand, long short-term memory networks [42], conditional restricted Boltzmann machine [15], 
random utility maximization [13], time-series autoregressive integrated moving average models [10] were 
used 

 
Selected methods and purposes in prescriptive analytics 

• Optimization was used to find the best location for mobile collection points [43], to minimize the cost of meal 
deliveries whilst meeting service constraints [35], to minimize the expiration of perishable products [44]. 

 
Selected methods and purposes in cognitive analytics 

• IoT module in vending machine sends data to AppServer & Web API to capture real-time stock information 
to minimize stock-outs [32]. 

• Natural language processing was used to understand customer preferences and sentiment [45]–[47]. 

CONCLUSIONS 

This review identified big data applications as a great opportunity for businesses in the food supply chain. The 
applications aimed 1) to understand the customer base and inform marketing communications strategy, 2) to predict 
demand and to organize retail operations to meet this demand, and 3) to optimize prices, assortment, and inventories. 
Applications documented in this review employed descriptive and predictive analytics more than prescriptive 



analytics. One of the reasons for this unbalanced representation of different analytical approaches could be the 
emerging nature of these applications. 

Descriptive analytics applications focus on capturing data and summarizing the current status or developing 
customer segments which can then be managed using varying marketing strategies. Predictive analytics works focused 
on demand prediction. The machine learning community is devising novel approaches that outperform existing 
methods, for example, in prediction tasks. Prescriptive analytics approaches are mainly aimed at promotion 
optimization and pricing decisions for profit maximization. Cognitive analytics applications in the review extracted 
customer reviews from online stores to inform which products should be marketed in what way. 

Food supply chain-related studies that use big data applications focus on marketing analytics and forecasting, most 
probably due to the availability of large data sets and well-established, robust models. These big data applications 
necessitate a strong information technology architecture as well as a willingness to integrate with upstream and 
downstream supply chain players. Investment in information technology alone is not sufficient to coordinate the 
supply chain and increase its performance. Firms in food supply chains can achieve excellent performance through 
data-driven and collaborative supply chain operations [48]. We are witnessing more and more cloud-based 
applications allowing real-time data sharing to achieve this data-driven and collaborative operations management. 

Restaurants, cafes, and catering firms need to understand their customer base well and optimize their range and 
service accordingly. Certain kinds of economic activity could be inhibited by personal interactions because customers 
wish to avoid embarrassing situations such as not being able to pronounce the name of a product [20]. In the presence 
of such effects, deploying online ordering or self-service checkouts has the potential to increase sales. 

‘Data integrators’, those companies that generate and integrate data from point-of-sale or IoT devices, play a key 
role in connecting demand with the focal company and have a great potential to facilitate big data analytics 
applications in forecasting, promotion planning, and revenue maximization. 

Stakeholders in the food supply chains respond positively to technological advances that address key concerns of 
the sector: food safety and traceability, healthy and functional foods, and environmental and social sustainability. New 
technologies such as big data and smart stocking are used to reduce waste and optimize logistics and distribution. 

The economic value of artificial intelligence in supply chain management is estimated to be in the order of 
hundreds of billions of US dollars, with the highest share in predictive maintenance, followed by yield optimization 
[49]. However, significant skill gaps exist in working with models and algorithms on large data sets. We are fast 
approaching a phase where many repeated decisions will be delegated to artificial intelligence-based automated 
systems, necessitating food companies to upskill their workforce. 

Review studies are limited by the papers selected for the review pool. Future research could update the search and 
capture the papers published in the last year. The impact of the Coronavirus Pandemic on consumers’ food purchase 
decisions lends itself as an appealing area for research. 
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