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ABSTRACT 

Flooding is increasing in tropical regions, where millions of people are at risk, and 

challenges exist in providing reliable predictions and warnings. This research 

responds to this challenge by identifying and applying physics-based and data-

based hydrological modelling approaches for large-scale flood modelling in lowland 

tropical regions. First, a distributed hydrological model was developed to accurately 

represent catchment conditions and processes in the model. Second, empirical data 

from nested catchments were analysed using statistical scaling relationships to 

complement the accuracy of peak discharge estimates. Finally, the effects of 

uncertainty propagation and interactions were quantified to increase the reliability of 

model results.  

The research was conducted in the Grijalva catchment area (57 958 km2) 

southeast of Mexico. A large-scale model with a 2 x 2 km grid cell resolution was 

developed using the SHETRAN hydrological model and run enforced with 3-hour 

input rainfall data. Geostatistical techniques were used to quantify and reduce errors 

in input data, and all diverted flows were accounted for to optimise simulations. For 

the first time, the application of the Scaling theory of floods was applied in the study 

area to improve the estimation of peak discharge. A Monte Carlo technique was 

used to propagate and quantify rainfall and parameter uncertainties through a 

coupled hydrologic and hydraulic model and into model results.  

Although the model under-predicted the magnitude of peak discharge, 

calibration results showed satisfactory model performance (NSCE = 0.72, CC = 

0.74, Bias = –0.44% and RMSE 139.56 mm) and validation results were good 

(NSCE = 0.56, CC = 0.60, Bias = –6.3% and RMSE 62.59 mm). A statistical log-log 

relationship between intercepts (α) and peak discharge, from the smallest nested 

catchment, was used to complement the simulation of peak discharge magnitudes. 

It was observed that given rainfall uncertainties of ±71%, ranging from 63 to 73%; 

the model generates discharge with uncertainties of ± 46%, ranging from 45 to 49% 

and errors of ±46% ranging from 45 to 46%. The propagated uncertainties resulted 

in flood inundation extents of ±4.34 km2 varying from 1.66 to 7.02 km2.  

  Thus, flood modelling in large tropical regions can be achieved by optimally 

integrating several datasets with the best combination of the model parameter, input 

and output datasets based on uncertainty and error quantification and removal 

approaches.   
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1 INTRODUCTION  

                                                                                                         

“Prediction is very difficult, especially if it is about the future” 

(Nils Bohr, Nobel laureate in Physics). 

 

“Those who have knowledge, don't predict. Those who predict, don't have” 

knowledge (Lao Tzu, 6th Century BC, Chinese Poet). 

 

Flooding is the most devastating natural disaster in the world and its threats will 

increase in unprecedented magnitudes and frequency given climate change 

predictions (Chen and Wang, 2018; Khan et al., 2011). Recent scientific evidence 

based on outputs from eleven climate models and a global hydrological model 

coupled with an inundation scheme reveals increases in flood frequency in several 

highly populated tropical regions (Hirabayashi et al., 2013). The most significant 

increases are in tropical regions of Southeast Asia, Peninsular India, eastern and 

western Africa and central and southeast regions of South America (Figure 1.1).  

 

Figure 1.1: The projected probability of flood occurrence by 21st century for flood volumes 
related to flooding with a 100 year-return period (Hirabayashi et al., 2013). 
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The number of people susceptible to flooding is estimated to double in Africa from 70 

to 156 million, in Asia from 25 to 34 million and in South America from 6 million to 12 

million (Willner et al., 2018). The estimated combined flood losses in tropical regions, 

particularly in Asia and Africa, will account for 95% of people globally affected by 

floods and 73% of the total with direct economic damage every year (Alfieri et al., 

2017). Despite the deteriorating flood situation, most lowland tropical regions remain 

ungauged with inadequate in-situ measurements and hydrometeorological datasets 

to set up flood models and yet have significant populations at risk. 

 

The climate change-induced flood risk demands accurate and reliable information on 

the potential of flood risk, particularly where large numbers of people are vulnerable 

(Henrik Sen et al., 2018). Flood models contribute to responding effectively to 

potential flooding and to the consideration of underlying catchment conditions and 

processes that help to develop flood risk mitigation strategies and measures (Ma et 

al., 2018; Wohl et al., 2012). Flood modelling is one of the critical steps towards 

climate change adaptation that provides flood risk information for sound decision-

making in emergency flood response situations (WHO, 2012; Schumann et al., 2009). 

However, most tropical lowland catchments are large and trans-boundary with 

complex hydrological and hydraulic systems that present challenges for setting up 

hydrological models (Hidayat et al., 2017).  

1.1 Challenges in Tropical lowland regions  

Flood modelling in large tropical lowland regions is a challenge due to the large scale 

and highly complex conditions and processes in catchments (Hidayat et al., 2017). 

The large catchments, which often cross geopolitical boundaries, present survey 

challenges for systematic data collection for hydrological modelling. It is a challenge 

to use conventional data collection techniques based on extensive field and cross-

border surveys (Hossain et al., 2013). The scale of rivers is mostly large scale with 

dynamic hydrological links to peatlands, wetlands and groundwater, making tropical 

lowland regions a scientific challenge (Hidayat et al., 2017). The regions are 

distinguished by particular characteristics, such as extensive plains, high 

groundwater levels, high water holding capacity soils and close interactions between 
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river discharge, groundwater, wetlands however with unclear discharge-level 

relationships (Schmalz et al., 2008; Hidayat et al., 2017).  

Besides, tropical lowlands are home to complex river systems that are complicated 

by the continually changing meanders, braided and deltaic river formations. As a 

result, simple hydrological techniques such as stage-discharge curves, level to level 

and flow to flow correlations, and rainfall-runoff models are difficult to apply without 

alternative approaches (Hidayat et al., 2017). Flood modelling in large tropical 

lowland regions suffers from lack of basin-wide data and challenges in deriving critical 

datasets for mapping large and highly variable catchment conditions and processes 

(Hossain et al., (2007).  

As a result, flood extents, depths, velocities, levels, and volumes are not well known 

in tropical regions, as minimal flood modelling research has been conducted (Alsdorf 

et al., 2016). Catchment conditions and processes are often poorly defined in 

hydrological models due to costs, time availability and technological limitations in 

obtaining the required datasets (Coles et al., 1997). Successful hydrological 

modelling requires an ongoing and thorough understanding, building knowledge on 

hydrologic processes and the underlying parameters, boundary conditions, flow 

dynamics and the accurate representation of these in models (Wang et al., 2012). 

However, hydrometric records, previous hydrologic, hydraulic models and 

hydrodynamic information required for continuous flood modelling in tropical lowland 

tropical regions are usually not available (Coles et al., 1997; Hidayat et al., 2017).  

 

Despite the challenging physical environment, lowland tropical regions coincide with 

highly populated areas of economic activity and growth (Hidayat, 2013). The regions 

have one of the world's fastest-growing populations and use of flood plains for 

agriculture due to availability of fertile alluvial soils that sustain crop production, 

drinking water and rivers that provide transport links into inland regions (Harding et 

al., 2017; Verhoeven and Setter, 2010). For example, over half the world's population 

lives in Asia's tropical lowlands, around one-quarter of the earth's land area and by 

2050, half of the world's population is expected to live in tropical regions (Kabir et al., 

2013).  
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River flooding in tropical regions is a critical issue due to impacts on large numbers 

of people living in flood risk areas without adequate flood protection measures (Alfieri 

et al., 2017). The most severe loss of life and property in tropical regions occurs due 

to flooding and affects many people every year, a result of developments in 

floodplains and alterations of natural environments. Rapid population growth linked 

to economic growth means that the impact on the natural environment increases the 

vulnerability to flooding of large numbers of people (Verhoeven and Setter, 2010). In 

several areas, population growth has caused significant loss of forest cover where 

agricultural and mining activities are widespread, resulting in changes in the natural 

systems through deforestation, urbanisation and overgrazing worsening the already 

deteriorating flood risk situation (Di Baldassarre et al., 2010). 

As a result, when tropical lowland regions experience flooding under altered natural 

conditions, the social, economic and environmental impacts of flooding are 

catastrophic with loss of lives and properties. In response, investments by 

governments and flood risk management agencies in flood protection programmes 

typically resolve more of the consequences than the causes of the floods. Several 

tropical countries continue to face challenges in flood infrastructural development, 

and opportunities to improve are often restricted by limited human and institutional 

resources, including the capacity for good governance (Harding et al., 2017). 
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1.2 Large-scale distributed hydrological modelling approaches  

The rapidly increasing availability of satellite datasets coupled with increased 

computing power, Geographical Information Systems (GIS) and data analysis 

techniques provide new opportunities for large-scale distributed modelling 

approaches, particularly in data-poor tropical regions where millions of people are 

vulnerable to flood risk (Li et al., 2016). Satellite data offer extensive geographical 

coverage and can provide hydrologic models with vast quantities of spatially 

distributed data required for large-scale distributed hydrological modelling (Xu et al., 

2014).  

Despite recent progress in the availability of satellite data both in terms of quality and 

quantity, the often and commonly used lumped hydrological models cannot efficiently 

use this wealth of increasing satellite data for accurate flood modelling (Kauffeldt et 

al., 2016). Lumped models cannot make effective use of satellite data sets because 

they are based on vast areas of averaged parameter values over entire drainage 

areas (Sharad et al., 2018). As a result, satellite datasets have not been used as 

widely as anticipated in flood modelling, considering the growing number and variety 

of satellite platforms that have been sent into space. Practical approaches to 

increasing flood modelling accuracy and providing reliable flood simulations in large-

scale lowland tropical regions need to be investigated, given the rapidly increasing 

availability of satellite data, computer power, cloud systems, and the advancement of 

the Geographic Information Systems (GIS) (McCabe et al., 2017). 

The availability of improved hardware and software applications and digital 

terrain data has the potential to facilitate the application of distributed hydrological 

modelling approaches capable of providing a detailed representation of temporal and 

spatial variability of catchment conditions and processes (Chen and Wang, 2018). 

Distributed hydrological models divide the catchment into grid cells, with each grid 

cell having catchment properties uniquely represented in the model (Xu, 2002; Chen 

and Wang, 2018). These high definition models can integrate high-resolution satellite 

data because of their regular squared grids that are scalable and can capture 

individual variations/heterogeneity of catchment properties and processes at high 

resolutions (Andersen et al., 2001). Distributed hydrological modelling approach 



 

34 

 

provides opportunities to represent accurately the highly variable catchment 

properties, processes and state variables and can maximally use of available satellite 

data information (Chen and Wang, 2018). 

Although distributed hydrological models have been successfully applied in some 

data-rich countries for flood forecasting purposes, they have been successfully 

applied in small-scale catchments. Few studies have applied distributed hydrological 

models using satellite data for predicting catchment outflow hydrographs in large 

tropical lowland regions. The focus of this thesis is therefore to explore the potential 

of fully distributed hydrological modelling approaches in large lowland tropical 

regions, given the rapidly increasing availability of satellite data, computer power, 

cloud systems, the advancement of the Geographic Information Systems (GIS). 

1.3 Scaling relationships 

Flood prediction in ungauged regions is a global challenge, and most tropical regions 

with increasing flood risk do not have adequate hydrometric records required for 

setting up flood models. This research investigates the application of statistical 

scaling modelling approaches to complement the hydrological modelling undertaken 

in the catchment. In parallel to hydrological modelling, statistical models are essential 

to complement the accuracy of flood simulations, where there are limited records, 

especially in ungauged tropical regions (Gupta et al., 2007). 

Floods result from complex rainfall interactions with various catchment properties, 

conditions and processes, including topography, land cover and moisture states. 

While climate change and human-made environmental changes will render flood 

prediction a very complex problem, the interactive catchment properties and 

processes can be statistically quantified, and the links can help to estimate the 

magnitude of peak discharge (Mandapaka et al., 2009).  

The USA Geological Survey (USGS) pioneered a method of regional quartile 

equations by establishing regression relationships between catchment flood 

explanatory variables that relate to catchment conditions, processes and states. The 

Regional Flood Frequency (RFF) analysis is still used to predict annual peak flow 

quantiles, such as 100-year floods in ungauged basins establishing regression 
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relationships between catchment flood explanatory variables that relate to catchment 

conditions and processes. The Regional flood frequency equations are statistical 

descriptions that use historical streamflow records and the concept of homogeneous 

regions to complement the accuracy of flood quantile estimates because of limited 

record lengths (Mandapaka et al., 2009). 

The equations, however, cannot include physical processes that produce rainfall-

runoff flooding and are not suitable for short-term flood predictions. Required is a 

solution that considers short-term physical processes at a rainfall-runoff event scale 

in the generation of floods in drainage areas (Gupta et al., 2010). Thus, the challenge 

had been the prediction of flood parameters and peak discharge, from physical 

processes on a rainfall-runoff event scale instead of using the Regional flood 

frequency approaches based on annual scales and large homogenous regions.  

In response to this challenge, the Regional flood frequency method subsequently 

underwent several refinements; however, drainage area continues to be identified as 

the most significant variable to predict peak discharge (Ayalew et al., 2018; 

Mandapaka et al., 2009). The approach later provided an opportunity to establish, 

among others, a new geophysical flood theory that establishes flood scaling 

relationships across a broad range of catchment scales to estimate flood parameters 

and peak discharge (Gupta et al., 2010). The theory of floods also referred to as the 

scaling theory put forward the hypothesis that at a single rainfall-runoff event there is 

a scale-invariant spatial structure of peak discharge with drainage areas that is 

defined by power-law relationships (Ayalew et al., 2018). The theory focused on river 

drainage areas and abandoned the concept of homogeneous regions and 

incorporated flood-producing physical processes at a rainfall-runoff scale (Gupta et 

al., 2010). It integrates flood-producing physical processes based on the 

understanding of scaling or power-law relationships between observed peak 

discharge and drainage areas. It provides a geophysical understanding of how flood 

parameters and peak discharge can be estimated from physical processes across 

spatial scales (Ayalew et al., 2018). 

  



 

36 

 

Several studies have so far provided the theoretical and empirical basis for the 

formulation of the theory of floods over the past twenty years (Gupta et al., 2004, 

2010 & 2015; Menabde and Sivapalan, 2001; Ogden and Dawdy, 2003; Dawdy et al., 

2012). The results confirm that peak discharge, from a single rainfall-runoff event in 

nested catchments, has a power-law relationship with nested catchment drainage 

areas and the exponents (θ) and intercepts (α) of the scaling equations change from 

one event to another (Gupta et al., 2010). To establish the physical processes 

governing flood parameters (exponents (θ) and intercepts (α)) and their event to event 

variability or changes, most research has been focused on establishing and validating 

the scaling relationships between peak discharge and drainage areas including 

analysis of flood parameter changes related to rainfall variability and other 

measurable catchment conditions and processes (Ayalew et al., 2014). 

However, most studies investigating the scaling relationships have been done in the 

United States and the United Kingdom (Ayalew et al., 2015; Wilkinson and Bathurst, 

2018). Also, most of the studies were experimentally based on plots of less than 10 

km2, mostly in the wet northern latitude catchments. Subsequently, other studies were 

done at catchment scales using realistic catchment conditions and processes. 

However, no similar research has been conducted in other climatic regions with 

different rainfall types and coverages. 

Therefore, most flood scaling theory studies have been conducted in humid northern 

latitude catchments, and it is not known whether the scaling theory applies in other 

climatic regions. Scaling relationships in various climatic regions need to be 

investigated, considering different rainfall types and coverages, and contribute to the 

challenge of flood predictions in ungauged regions (Sivapalan et al., 2003; Wilkinson 

and Bathurst, 2018). The statistical scaling relationship studies should be expanded 

to larger tropical river basins where convective rainfall and isolated flood events often 

occur. An in-depth understanding of flood scaling relationships between peak 

discharge, drainage areas and other measurable physical catchment processes is 

essential and should develop statistical flood parameter models for peak discharge 

prediction. 
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This research extends the scaling theory of floods in tropical regions using La Sierra 

sub-catchment as a case study. The research analyses, statistical relationships 

between tropical rainfall variability, nested catchment data and other measurable 

catchment conditions and processes. Such an approach provides an opportunity to 

understand the event to event variability of flood parameters, statistical relationships 

with catchment conditions and processes in the process of flood generation in the 

study area (Ayalew et al., 2015). The derived flood parameter relationships and 

scaling equations will provide a complementary framework for estimating flood 

parameters and peak discharge and refining and verifying the magnitude of peak 

discharge produced by numerical models.  

1.4 Uncertainty quantification 

Proposed is a large-scale distributed hydrological modelling approach based on 

satellite data and limited in-situ data, but subject to errors and uncertainties from 

various sources. The estimation of rainfall input data, parameter values, the 

magnitude and timings of discharge, including inundation extents, are all uncertain. 

Reliable flood simulations are critical for successful flood modelling; however, 

discharge estimation relies on data and models prone to uncertainties. Because of 

several sources of uncertainties in flood modelling that compromise modelling results, 

there is a need to identify and quantify individual uncertainties to improve the reliability 

of model results.   

Studies on uncertainties in flood inundation mapping have investigated the effect of 

different uncertainties on flood modelling results (Jung and Merwade, 2015). Several 

research results show that different sources of uncertainties of differing magnitudes 

affect flood modelling outputs and, in turn, interact and combine, resulting in different 

simulation results (Bates et al., 2014). However, most uncertainty studies have 

focused primarily on quantifying the combined or total uncertainty in model 

simulations without exploring the decomposition of individual uncertainty 

contributions to simulation results. Combined uncertainties from various sources; 

model structure, inputs and parameter values contribute to model output 

uncertainties. However, simulations are compromised by uncertainties from individual 

sources (Brown and Heuvelink, 2006). Uncertainties in hydrological models differ 
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based on different sources and are propagated individually through the model, 

although they interact and have a combined effect on model results. 

A critical question that arises in modelling is how individual uncertainties associated 

with rainfall estimates propagate and interact with other uncertainties and affect flood 

simulations. The propagation of individual uncertainties and how they affect overall 

uncertainty in the model output is not well known due to many sources of uncertainties 

that interact and combine due to the propagation process (Jung and Merwade, 2015; 

Lim and Lee, 2018). Thus, the challenge that remains is how to disentangle the 

combined uncertainties and quantify each individual taking into account the complex 

interactions and effects in model outputs (Blöschl et al., 2019). 

Therefore, explicit quantification of individual uncertainties associated with 

hydrological and hydraulic model simulations is proposed in this study to assess and 

comment critically on modelling weaknesses and how each uncertainty affects model 

results (Diaz-Ramirez et al., 2013). There is a need to quantify uncertainties as 

source-based individuals and determine the effect of propagating each within a 

cascading model chain while analysing the interactions and assessing the effect of 

each on discharge output and flood inundation extents.    

Integrating specific, quantified uncertainties and interactions in model outputs help to 

convey complete flood risk information to decision-makers and people at risk (Zarzar 

et al., 2018). Model output users should be informed about the underlying conditions 

of the modelling process and the individual uncertainties and how each affects the 

final model output. Awareness of uncertainty characteristics in terms of specific types 

and magnitude is crucial for reliable model performance and accurate flood risk-

based decision-making that enables resource targeting to particular catchment 

conditions or sources that contribute most to uncertainties and errors in flood 

simulations.  
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1.5 Knowledge gap and research needs 

There is a need for accurate flood modelling to generate reliable simulations in data-

poor tropical regions using the increasingly available satellite datasets, computer 

power and advancement of GIS tools and taking advantage of existing underutilised 

distributed hydrological models. Flooding is projected to increase in tropical regions 

given climate change predictions and is an urgent requirement in these regions where 

millions of people are at risk. A greater understanding of the dynamism and 

underlying mechanisms of tropical flood hydrology, including interactions and effects 

of floodwaters, is urgently required to implement effective flood risk mitigation 

strategies and measures (Wohl et al., 2012).  

However, knowledge gaps still exist on the dynamics of flood flows, magnitudes, 

timing and impact of peak discharge in tropical regions (Wohl et al., 2012). Despite 

significant progress in satellite data availability, the frequently used lumped 

hydrological modelling approaches are not sufficiently efficient enough to use this 

wealth of accumulating satellite data for flood modelling (Kauffeldt et al., 2016). 

Instead, distributed hydrological modelling approaches can use efficiently the 

increasing high-resolution satellite data to represent accurately catchment conditions 

and processes in models and generate reliable simulations given the rapidly 

increasing computer power, cloud systems and the advancement of the Geographic 

Information Systems (GIS). 

The high spatial resolution modelling over large-scale approach contributes to closing 

knowledge gaps that exist between the use of simplified, coarse resolution modelling 

approaches in large-scale catchments and use of detailed high-resolution modelling 

approaches in small-scale catchments due to limited data availability (Sampson et 

al., 2015). There is potential in using large-scale high-resolution distributed 

hydrological modelling approaches in increasing flood modelling accuracy and 

provision of reliable flood simulations in large tropical regions. Although considered 

to be a new trend, the use of distributed hydrological models for flood modelling is 

rarely used and their potential to accurately represent catchment properties, and 

processes are not fully realised (Chen and Wang, 2018; Kauffeldt et al., 2016). There 

is a need to contribute to meeting the challenge of representing accurately the highly 
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variable catchment conditions and processes and provide reliable flood simulations 

in large tropical regions where an increasing number of people are at risk of flooding. 

To further improve the simulation of the magnitude of peak discharge, this study 

investigates the application of the flood scaling relationships between peak 

discharge, catchment properties and processes that control the generation of flooding 

in nested catchments of the La Sierra catchment. There is a need for more flood 

scaling studies with different storm types linking hill slope and headwater catchments 

to large catchment scales in various climatic regions (Wilkinson and Bathurst, 2018). 

Compared to wet temperate regions, few studies have been conducted in tropical 

regions to investigate the physical processes governing flood-generating parameters 

and estimation of peak discharge. The mechanism of flood generation in small 

catchments leading to flooding at larger catchments is still not fully quantified, 

including the universal application of flood scaling theory in other climatic regions 

remains unknown. There is a need to bridge the scaling gap by extending the scaling 

theory of floods from experimental plots and small catchments to large regional and 

continental river catchments in different climate regions. 

Due to several sources of uncertainty in flood modelling that compromise modelling 

results, there is a need to identify and quantify individual uncertainties to improve the 

reliability of model results. The full range of sources of uncertainties in models is a 

challenge to analyse each source individually, avoiding confusion with those from 

different sources (Tscheikner-Gratl et al., 2018). The distribution of individual 

uncertainties and their effect on overall simulation results is necessary, however, their 

distributions are not widely understood (Jung and Merwade, 2015; Lim and Lee, 

2018). The critical question that remains to be answered is how to disentangle 

combined uncertainties (from different sources) and quantify each uncertainty 

considering the complex interactions and effects on model outputs (Blöschl et al., 

2019). Also, how uncertainties in input data propagate and interact to determine 

discharge output volumes and inundation extents. Further, what are the effects of 

individual uncertainties and their interactions with other uncertainties when 

propagated in a cascading modelling chain and the effects on discharge output and 

inundation extents (Rodríguez-Rincón et al., 2015)? 
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1.6 The study area 

 
The Grijalva River catchment area was used as a case study for distributed 

hydrological modelling and is situated in the southeast of Mexico, covering large 

mountainous and lowland areas drained by one of Mexico's major rivers (Figure 1.2). 

The study area is a large trans-boundary catchment (57 958 km2), bounded by 89.6° 

and 94.5°W and 15.3° and 18.7°N, straddling much of the Mexican State of Tabasco 

in the north, Guatemala in the south, the State of Veracruz to the west, the state of 

Chiapas in central and south-eastern parts (Aparicio et al., 2009). 

 

The Grijalva catchment is highly variable but can be divided into two broad 

physiographic regions, the low-lying Gulf coastal alluvial plains in the north (averaging 

10 metres above sea level) and the southern highlands of the Chiapas and 

Guatemala comprising highly dissected mountain ranges, depressions and plateaus 

reaching elevations between 2 100 and 2 400 metres above sea level (INEGI, 2018). 

Although the basin experiences a hot, humid maritime tropical climate, it has highly 

variable climatic conditions closely following the two major physiographic regions. In 

the low-lying Tabasco plains, average temperatures reach 40o C and do not fall below 

18°C in the coldest month, while in the Chiapas highlands average temperatures are 

31°C and minimum are 14°C. 

 

Rainfall is highest during the passage of the Inter-tropical Convergence Zone (ITCZ) 

that generates intense rainfall totals, and its movements control the seasonality of 

rainfall patterns in the catchment. However, rainfall occurs nearly all year-round (see 

Appendix A, Figure A-1), with pronounced wet and dry seasons, with the highest 

annual rainfall reaching approximately 4 000 mm and mean yearly of 2 550 mm 

(Gama et al., 2010; Arreguín-Cortés et al., 2014). The complex east-west 

mountainous regions (ranging to over 4 000 metres) are part of north-south Central 

America, La Sierra mountains, another factor in the high spatial variability of rainfall 

in the Grijalva catchment. The mountainous slopes have an orographic effect on 

moisture-laden north-east trade winds from Atlantic resulting in intense rainfall in the 

La Sierra sub-catchments, however, causing a drier leeward side mostly in the central 

depressions of Chiapas (Verdin et al., 2016). 
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The highly variable topographic and climatic conditions have resulted in contrasting 

patterns of soils and vegetation in the catchment. The Tabasco plains in the north are 

mainly composed of deep clayey soils which are hydromorphic, while others comprise 

azonal alluvial soils in flood plains, levees and terraces (Krasilnikov et al., 2013). In 

the highlands and upper plateau areas in the south, comprising prairie soils with 

associated coniferous vegetation (Arreguín-Cortés et al., 2014). There are highly 

variable vegetation types in the catchment with the predominant type, mainly 

medium-height evergreen forest, with different degrees of disturbance. 

 

The Grijalva River is the major river in the study area originating in Guatemala in La 

Sierra de Cuchumatanes and then enters Mexico, crossing the central depression of 

Chiapas, where flows are regulated by four dams (Arreguín-Cortés et al., 2014).  

Further downstream, the river is divided, creating two of essential distributaries; the 

Carrizal and the Samaria Rivers, however, recovering its name (Grijalva River) after 

Carrizal distributary River that crosses Villahermosa city downstream to its end in the 

Gulf of Mexico (Ramos et al., 2009) 

1.6.1 Villahermosa City and flood risk 

 

The key economic activities in the Grijalva catchment area are mainly oil production 

in the Tabasco state and small-scale mixed livestock farming in both states, including 

Chiapas, which are connected to rapid urbanisation and the deterioration of the 

surrounding natural vegetation (Ramos et al., 2009). Originally, Villahermosa city, the 

capital of Tabasco State, was surrounded by undisturbed rain forest and water 

bodies; however, rapid population growth changed the physiography of the city 

through deforestation, mixed agriculture and modified river courses (Ramos et al., 

2009; Musálem-Castillejos et al., 2018). The depletion of vegetation cover led to the 

loss of soils and reduction in infiltration capacity of soils causing rapid surface runoff, 

hill-slope erosion, river siltation and flooding (López-Caloca et al., 2017).  

 

Villahermosa is confined within the confluence of the Grijalva and La Sierra Rivers, 

and the floodplains often experience severe flooding, such as those that occurred in 
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2007, 2008 and 2009 (Arreguín-Cortés et al., 2014; Ramos et al., 2009). Also, the 

State of Tabasco straddles the delta of two major rivers in Mexico, the Grijalva and 

the Usumacinta Rivers and several of its districts and municipalities frequently 

experience severe flood events. During the intense rainy season (July to October), 

hurricanes and tropical waves occur in the study area, frequently leading to flooding, 

leaving populated centres isolated and without communication. 

 

To protect the city from frequent flooding, some river flows were regulated through 

the construction of flood defence structures such as levees, barriers and dikes, roads 

and river diversions. Flood barriers were constructed along the Samara River, and 

dams were built to regulate river flows and reduce the risk of flooding in Villahermosa 

city (Ramos et al., 2009). In recent years, the construction of residential areas within 

the city has not only changed the landscape and resulted in the expansion of irregular 

settlements on the outskirts of the city and its rivers. 

1.6.2 La Sierra sub-catchment  

 

La Sierra catchment is one of the sub-catchments in the main Grijalva catchment 

(Figure 1.2) and was selected to investigate the application of the flood scaling theory 

in nested catchments and for studying the propagation and interaction of uncertainties 

through coupled hydrologic and hydraulic models (Objective 1 and 2). The catchment 

is in the east of the Grijalva catchment covering an area of 6 743 km2, an important 

contributor of flood flows in the Grijalva River and further to the Gulf of Mexico (López-

Caloca et al., 2017). La Sierra catchment is one of the unregulated sub-catchments 

in the Grijalva catchment with mostly natural flows. It is a major tributary of the main 

Grijalva River and one of the primary sources of flooding in Villahermosa city. 

 

La Sierra sub-catchment is the wettest catchment in Mexico with an annual rainfall 

total of approximately 4 000 mm, annual averages of 2 550 mm occurring all year 

with very high totals from June to October compared to lower totals or drier months 

from November to May (INEGI, 2018). Because of high amounts of rainfall received 

in altered environments, the catchment generates significant amounts of runoff 

resulting in severe flooding in the downstream city of Villahermosa. The areas that 
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are frequently flooded in the city include downstream areas, between Las Gaviotas 

Gauging Station in the south and El Povernir Gauging Station in the north, mostly in 

the confluence areas of La Sierra and Grijalva River.  

 

In La Sierra catchment, six smaller catchments were identified as nested catchments 

for a detailed study of the peak flood generation at various spatial scales. The nested 

catchment areas were defined from seven available flow gauging stations, each of 

which represents an outlet from each nested drainage area. The nested catchment 

areas and their sizes identified and named after their gauging stations were: Gaviotas 

(6 743 km2), El Pueblo (4 748 km2), El Puente (1 787 km2), Teapa (238 km2), El 

Puyacatengo (128.67 km2), Oxolotan (1 416 km2), and Tapijulapa (698 km2), sub-

catchments. However, the El Puente and Tapijulapa gauging stations and their 

nested catchments were excluded from the study because of insufficient 

hydrometeorological records for the years under consideration.  
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2 AIMS AND OBJECTIVES  

The research aim is to: identify and apply physics-based and data-based hydrological 

modelling approaches for large-scale flood modelling in lowland tropical regions using 

the Mexican State of Tabasco as a case study.  

This aim is accomplished in the following objectives:  

Objective 1: Integrate satellite datasets into the SHETRAN distributed hydrological 

model based on error quantification and correction to simulate the magnitude and 

timing of flood peak discharge in the Grijalva catchment area. 

Objective 2: Investigate statistical scaling relationships of rainfall variability, flood 

peak discharge and nested catchment drainage areas to complement the estimation 

of peak discharge magnitudes. 

Objective 3: Assess the effects of propagation and interaction of rainfall and 

parameter uncertainties on the magnitude of peak discharge and flood inundation 

extents in the study area. 

2.1 Thesis outline 

The thesis is written in monograph format, with discrete chapters included covering 

the different components required and cross-referenced to ensure coherence. The 

thesis is divided into seven parts, with the following summarising each chapter's 

content (Figure 2.1). 
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Chapter 1: Introduction 

 Chapter 2: Aims and Objectives 

Chapter 3: Literature Review  

Chapter 4: Methodology 

 

                   

  

                                                    Chapter 6: Discussion                                                          

  

                                                                                                                                                                                 

,                    Conclusions                                                          Further work 

 

 

Figure 2.1: The thesis outline divides the thesis report into seven chapters. 

The subject of the research, its importance and how it fit into 

the broader context of hydrological modelling. 

A critical review of the literature underpinning the research and highlighting any 

weaknesses or gaps that the research will address. 

The overall aim of the research and the purpose of the investigation. 

Description of relevant underpinning methods, experimental techniques and/or to 

present models based on research. 

Chapter 7: References 

Statistical scaling 

results.   
Uncertainty and error 

modelling results. 

Hydrological 

Modelling results. 

Chapter 5: Results 

Interpretation of the significance of findings within the context of 

literature review.  Description of new insights derived from findings. 

Bringing together the findings of 
research findings, measured 

against the research problem. 

Suggestions on how this research could 

be taken forward by others. 
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3 LITERATURE REVIEW  

This section focuses on hydrological modelling approaches for large-scale flood 

modelling to improve flood modelling accuracy and provide accurate simulations of 

flood magnitude and extents in large data-scarce tropical regions. Using satellite data 

as a potential solution in overcoming challenges in the development of hydrological 

models in data-poor regions is reviewed. The chapter is divided into three main 

sections: (1) an overview of increased flood risk, satellite data opportunities, and 

distributed hydrological modelling approach (2) application of statistical scaling 

relationships to estimate flood parameters and peak discharge and (3) propagation 

and interaction of rainfall and parameter uncertainties on peak discharge and flood 

inundation extents. 

3.1 Increased risk of flooding 

Globally, floods are, by far the most prevalent natural hazards affecting human lives 

and infrastructure (Khan et al., 2011). The Centre for Research on the Epidemiology 

of Disasters (CRED) (2016) report that on average, 335 flood disasters occurred each 

year between 2005 and 2014, which is almost twice as high as in 1985-1994. Many 

of the observed changes in the global climate system have been unprecedented, and 

these observed changes include warming of the atmosphere and oceans, the rise of 

sea levels and a record increase of extreme rainfall events in several regions (IPCC, 

2014).  

More regions have seen increases rather than declines in the number of extreme 

weather events. The increasing trend in extreme rainfall is resulting in extreme river 

flows in several watersheds, implying a more significant regional-scale flood risk 

(IPCC, 2014). The trend shows an unprecedented increase in weather-related 

incidents over the last 36 years (Figure 3.1). For example, Munich Re, (2018) 

estimated global weather-related losses of $330 billion in 2017, up from $184 billion 

in 2016, nearly three times the average over the last ten years, to $49 billion, and four 

times the average of $35 billion over the last 30 years. In the past two decades, 

approximately half of the people killed due to natural disasters have been victims of 

flood-related incidents (Munich Re, 2018). Floods account for around one-third of the 

world's economic losses (WMO, 2013).  
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Figure 3.1 Increase of weather-related incidents and compared to other hazards over the 
last years (Munich Re 2018). 

For example, historical flood reports from the Emergency Events Database (EM-DAT) 

(Guha-Sapir et al., 2009) show that the number of deaths recorded, and the number 

of flood losses increased between 1960 and 2013 (Figure 3.2). Reports show a 1.5% 

rate of increase in the total yearly number of fatalities and 6.3% of the annual 

estimated economic losses (Tanoue et al., 2016). It is shown that floods accounted 

for over 65,000 deaths, displaced over 1.1 billion people, and cost approximately 

$280 billion in 2002 - 2011 alone (Wu et al., 2014). 

Though in evaluating the potential impacts of climate change on global flood risk, 

there are some regional variations. Arnell and Gosling, (2016) estimated that, by 

2050, the current one-hundred-year flood event will frequently occur, affecting nearly 

450,000 million people and 430,000 km2 of croplands, at least twice as often across 

tropical regions. Flood losses are projected to continue to increase because of climate 

change and the associated effects of land-use change, deforestation, sea-level rise 

and flood-prone developments, leading to a global increase of 2 billion by 2050 (Jain 

et al., 2017; Bogardi, 2004; ICHARM, 2009; Vogel et al., 2011). The deteriorating 

flood risk situation needs governments, communities, households and individuals to 

be aware of and take measures to mitigate current and potential flood risks. 
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Figure 3.1: (a) The number of flood events per income (bar) and (b) number of countries 
reporting flood events from 1960 to 2013 in the Emergency Events Database (EM-DAT) 
(solid line) (Guha-Sapir et al.,  2009). 

3.1.1 The need for flood modelling  

Flood modelling and warning systems are the most effective flood risk management 

technique, which can minimise the adverse effects of flooding. The systems are a 

valuable adaptive measure that generates flood warnings that are disseminated on a 

wide scale to the benefit of large numbers of people, including those who do not have 

protection from hard defences. The forecasts and warnings produced should be 

timely and reliable, and this is essential for sound decision-making in flood 

emergencies (Schumann et al., 2009). 
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The importance of flood modelling and warning systems is also acknowledged by 

WMO, (2012), which estimated that global flood-related economic losses increased 

by about 50 times over the last decade, but the loss of life and property decreased 

by 10 due to flood modelling and associated early warning systems linked to 

emergency preparedness and response. Evidence of this is reflected from studies of 

worldwide flood disaster incidences and impact data stored in the Emergency Events 

Database (EM-DAT) (Guha-Sapir 2009) which shows that the death toll has been 

declining while the number of people affected has increased since 1900 (Figure 3.3). 

This decrease is attributed, among other factors, to flood forecast systems that play 

a vital role in early flood warning, awareness and forecasting of pre-existing floods, 

helping people to take precautions to protect lives and property (Jain et al., 2018). 

The warning systems provide a vital service to alert communities when floods are 

developing and providing communities and organisations opportunities to prepare 

and mitigate the resulting impacts (WMO, 2013). 

 

Figure 3.2: Global natural disasters between 1900 and 2010 (includes the number of 
disasters, deaths and people affected). Source: EM-DAT: International Disaster Database 
(Guha-Sapir et al., 2009).  
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Flood prediction and warning systems are different to conventional flood 

management approaches comprising structural flood defences such as flood 

reservoirs, floodwalls and embankments where the emphasis is on changing flood 

properties and minimising flood depth and inundation extents. Though these 

structural measures reduce flood risk, they cannot remove the risk altogether. 

Structural interventions are not possible in specific locations, especially in remote 

mountain areas, and are not useful for all inundation scenarios and can cause 

unintended environmental impacts (Sharad et al., 2018).  

There is currently a fundamental change from flood defence to flood risk 

management, which involves enhanced approaches, such as greater advocacy for 

soft flood management approaches, allocation of responsibilities, and more focus on 

the responsibilities of private citizens. In this modern flood risk management 

approach, hydrological /hydraulic models are increasingly recognised as vital tools 

for understanding catchment systems, flood risk areas, risk assessments and 

encouraging the selection of appropriate mitigation measures (Revilla-Romero et al., 

2015). Individual citizens should take greater responsibility for their state of readiness 

with an emphasis on improved awareness, preparedness and emergency response 

(Wilby  and Keenan, 2012).  

While flood forecasting is one of the hydrology's most difficult techniques, it 

contributes significantly to reducing life and infrastructure losses (Jain et al., 2017). 

Hard-defence systems are effective when combined with a range of measures that 

include flood forecasting and alert systems (Khatibi and Haywood, 2002). Therefore, 

the development of flood forecasting systems is a critical element in the ability of 

communities to adapt to the worsening flood risk situation. 

3.1.2 Installation of river gauge network and challenges 

River gauge networks and their long-term data records are critical elements for 

developing robust flood forecasting systems. However, recent studies have shown 

that the number of existing gauge networks and the installations of new networks, 

including the quantity of hydrometeorological data collected in many parts of the 

world, has fallen significantly (Khan et al., 2011; Revilla-Romero et al., 2015). The 

number of gauging stations declined by 48% in the period 1985 - 2005 in the Aral Sea 
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basin, while from 1980 to 2004, over 2 000 gauging stations with 30 or more years of 

discharge record were discontinued in the USA and several regions in Europe, Latin 

America and Asia were also affected (WMO, 2013). 

There are various explanations for this decline, and these include insufficient funding 

problems, inadequate institutional structures, insufficient understanding of long-term 

hydrological records and, sometimes, political instability. Current data collection 

networks have been reported to be insufficient to provide the required information to 

understand and clarify changes in the hydrological system (Mishra  and Coulibaly, 

2009). The loss in hydrometric stations is happening when global warming is 

worsening weather conditions, making it harder to track and predict flooding than it 

was 30 years ago. The loss is the most concerning issue threatening the foundation 

on which most hydrological processes are understood. Mishra and Coulibaly, (2009) 

warned of difficulties in validating remote sensing datasets and model outputs in 

many data-poor regions due to lack of long-term in-situ data required for accurate 

flood modelling work.  

3.1.3 Challenges in tropical lowland regions  

Lowland tropical regions lie between 25° north and south of the equator and include 

areas in main river basins, downstream parts in the form of deltas. The lowland areas 

occupy one-fifth of the world's land and mostly occur below 300 metres above mean 

sea level. While tropical regions vary significantly, usually rainfall is higher than 

evaporation for at least 270 days annually (Wohl et al., 2012). The convergence of 

the surface winds in the humid tropics east and west causes strong convection and 

cyclonic vorticity, which typically results in tropical rainfall. The regions generate the 

highest amount of runoff and are subject to the greatest severity of alteration or 

disturbance of land cover. As a result, millions of people are affected by floods, as 

large numbers of people live in flood plains without sufficient flood protection. The 

need for flood warning systems is even more significant in these regions; however, 

the following are challenges that militants against setting up flood forecasting systems 

in these regions. 
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Large/trans-boundary river basins  

The development of flood modelling and forecasting systems in tropical lowland river 

catchments is a challenge due to large, dynamic and complex water environments 

(Hidayat et al., 2017). Most tropical basins are large and trans-boundary, and this 

presents coordination challenges in obtaining the required modelling data. The size 

of the regions presents survey challenges and limitations for conducting routine field 

measurements of river dimensions, bathymetry, terrain properties and boundary 

conditions required for setting up hydrologic models. It is a challenge to use traditional 

data collection techniques that rely on extensive in-situ and cross-border field 

measurements or surveys (Hossain et al., 2013). The scale of the rivers, the complex 

geomorphology and the hydrological relationships with nearby peat moors and inland 

wetlands are all susceptible to fluvial flooding and render tropical lowlands a scientific 

research challenge (Hidayat et al., 2017). 

Complex hydrological and hydraulic environments 

Tropical lowland regions present complex hydrological and hydraulic environments 

that are further complicated by meandering and deltaic nature of river systems. 

Lowlands are characterised by distinctive features, including flat-topography with low 

hydraulic gradients, high water retention potential in peatlands, and strong river and 

wetland interactions that result in unclear stage-discharge relationships (Schmalz et 

al., 2008). Without new approaches, hydrological techniques such as the rating curve, 

level-to-level correlations and rainfall-runoff modelling can be a challenge to apply. 

Greater spatial and temporal variability  

In tropical regions, all hydrological components, including energy flows, water flows 

and interactions, are characterised by higher spatial and temporal variability, higher 

amplitudes, pronounced spatial gradients and the potential for rapid reaction due to 

human interventions (Wohl et al., 2012). Very few studies have been conducted to 

model complex hydrological and hydraulic dynamics and interactions, including 

spatial-temporal rainfall-runoff variability in large lowland tropical regions compared 

to humid lowland temperate regions (Hidayat et al., 2017). Tropical lowland regions 

are characterised by highly variable catchment conditions and processes covering 
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broad spatial and temporal scales (Wohl et al., 2012). The hydrology is influenced by 

large global circulations such as the Hadley cell, the decadal oscillations and multi-

annual regional circulations. Also, tropical hydrology is controlled by the Global 

patterns of monsoon-like El Niño and La Niña: Southern Oscillations, mesoscale 

circulations, such as land-sea breezes, orographic flows and intense localised rainfall 

(Wohl et al., 2012). The results are highly variable catchment processes with broad 

inter-annual, sub-seasonal and daily variability, intense spatial gradients and water 

fluxes, particularly for rainfall-runoff and channel flow. The variability also involves 

local energy and land-water cycling, influenced by surface roughness, albedo, soil 

moisture variability, intensive rainforest convection, latent heating of large and small 

mountain ranges, and micro-scale cloud control.  

Increased flood risk  

Predicting the fate of tropical lowland river flows in response to existing flood risk 

challenges, including those resulting from climate change and anthropogenic origin, 

remains a challenge (Hidayat et al., 2017). Climate change is projected to affect 

disproportionately tropical areas, worsening existing flood risk management 

arrangements (Harding et al., 2017). Although natural disasters are rising worldwide 

in severity and scale, tropical lowland regions continue to experience a faster 

increase in hazardous flood events worsened by rapid urbanisation, deforestation 

and agriculture (Kabir et al., 2013). The life and properties of millions of people every 

year are threatened by significant flooding in the Southeast Asia lowlands, Peninsular 

India, East and West Africa and regions of South America. Flood risk management 

challenge is another dynamic theme that must be understood and managed in several 

lowland tropical regions.  
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Limited data availability 

The development of flood forecasting systems in large lowland tropical regions suffers 

from lack of basin-wide data and challenges of deriving critical local datasets for 

mapping large and catchment conditions and processes (Hossain et al., 2007). Very 

few studies have studied the dynamics of major tropical rivers that have not been well 

studied compared to their counterparts in mid and high latitude regions (Hidayat et 

al., 2017). Successful hydrological modelling requires a thorough understanding of 

catchment conditions and processes and the underlying parameters, boundary 

conditions, flow dynamics and integration in hydrological models (Wang et al., 2012).  

In tropical regions, however, flood depth, surface water and wetland stocks are not 

well known since only a few hydrological studies have been performed (Alsdorf et al., 

2016). In most cases, small areas are often examined in isolation from other large-

scale catchment processes, including global hydrological systems (Hidayat et al., 

2017). As a result, hydrological processes are often poorly described, particularly for 

large-scale catchment modelling due to cost, time and technical limitations in 

conducting extensive field surveys (Coles et al., 1997). There is, therefore, limited 

knowledge of hydraulic processes and hydrodynamics of water flow necessary for 

hydrological modelling in several lowland tropical regions (Hidayat et al., 2017). 

Large populations vulnerable to flood risk 

Tropical lowland regions coincide with highly populated areas with concentrated 

economic activity and growth (Hidayat, 2013). The regions have one of the world's 

most rapidly growing populations due to availability of fertile soils, simple navigation 

and transport into inland regions (Harding et al., 2017). The major population centres 

are concentrated in fertile alluvial lands that sustain food production and availability 

of potable water and transport waterways along navigable rivers (Verhoeven and 

Setter, 2010). For example, over half of the world's population lives in Southeast Asia 

lowlands, accounting for about a quarter of the earth's land area (Kabir et al., 2013). 

Harding et al. (2017) study noted that by 2050, half the world's people would live in 

tropical regions.   
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Flooding affects most people in tropical lowland regions due to developments and 

settlements in flood-prone areas, lack of adequate flood risk management (Alfieri et 

al., 2017). As a result, floods account for the majority of victims each year due to vast 

flood-prone areas that are densely populated with altered natural conditions. About 

95% of global floods are expected to result in combined flood losses in tropical 

regions, especially in Asia and Africa, with overall direct economic impact (Alfieri et 

al., 2017). 

Rapid population growth, combined with economic development, means that 

environmental impacts will continue to increase the vulnerability to flooding of many 

people (Verhoeven and Setter, 2010). In some lowland regions, population increases 

have resulted in significant losses of forest cover, particularly where agricultural 

activities are prominent. For example, most agricultural lowland areas are heavily 

modified with ditches, drainage pipes, canals; river courses straightened, deepened 

and widened, including wetland areas reclaimed as landfill areas. When annual floods 

are experienced, the social, economic and ecological costs are staggering. As a 

response to flood disasters, most governments and communities in tropical regions 

invest more in flood protection infrastructure that addresses the effects rather than 

the causes of the flooding without long-term guarantee of protection.  

Several countries in tropical regions face challenges in flood infrastructure 

development, but most times, they are limited by human and institutional resources 

and poor governance (Harding et al., 2017). What is clear and underlying is a 

challenging flood risk situation, however, there is lack of knowledge on flood 

dynamics, processes and extents of tropical lowland flooding that can be obtained 

from catchment-wide flood modelling and mapping. Although challenges and 

opportunities for infrastructure development exist, most times they are limited by 

human and institutional resources and poor governance that constrain progress (Cole 

et al., 2010; Harding et al., 2017). 
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3.2 Opportunities for satellite data 

The potential for satellite data in hydrological modelling has been recognised for 

some time. The earliest research on this potential took place in the early mid-

seventies, where Landsat images for land use mapping were used for hydrological 

modelling (Andersen et al., 2001). However, very few satellite data sets were 

available for each water balance element to meet data requirements for hydrological 

modelling. Continual advances have been realised in the capability of remote sensing 

platforms or sensors to acquire datasets required to map hydrological processes, 

catchment properties and conditions such as rainfall, vegetation cover, surface water 

levels, soil moisture and other hydrological variables (McCabe et al., 2017).  

Breakthroughs in sensor design and image processing algorithms have shown the 

potential of new platforms to represent hydrological cycle components in high 

definition (Chen and Wang, 2018). Many satellite missions have been launched, with 

some designed explicitly for hydrological research (Table 3.1). The Soil Moisture and 

Ocean Salinity Mission (SMOS), Soil Moisture Active and Passive (SMAP) and Global 

Precipitation Measurement (GPM) are rapidly providing useful datasets that can 

enhance flood modelling particularly in data-scarce regions (Chen and Wang, 2018). 

There is increasing satellite data production that has become too large and complex 

to handle using conventional data storage and processing methods. However, the 

satellite data increase in both quantity and quality is not matching the increase in the 

improvement in flood modelling in large data-poor regions. There is a gap between 

satellite data availability, improved quality and quantity, and its use in improving 

environmental risk management. 

 

 

  



 

58 

 

Table 3:1: Summary of ongoing and future hydrological modelling missions (Source: Chen 
and Wang, 2018). 

 

The increasing availability of satellite data in terms of quantity and quality is an 

opportunity to expand flood modelling and general environmental modelling in large 

data-poor trans-boundary catchments (Yan, 2015). Satellite data are potentially 

useful in developing large-scale hydrological models where modelling data is scarce 

and difficult to obtain (Sandholt et al., 1999). García-Pintado et al. (2015) note that 

satellite data has the potential and can enhance flood forecasting accuracy and 

reliability by accurately representing catchment conditions, processes and states in 

flood models. 

Although there is an unprecedented wealth of satellite data, critical gaps remain in 

satellite data measurement capabilities. The estimates and mapping of evaporation 

levels, deep soil moisture, groundwater, snowfall and snow water equivalents remain 

limited. The unsaturated and saturated zone still cannot be represented in a 

physically based way, using satellite data (Andersen et al., 2001). There is a need for 

measurements and data retrieval algorithms that can provide continuous and 

aggregated water balance observations superior to the prevailing approaches 

(McCabe et al., 2017). Also, complementary approaches are required in remote 

sensing observations linked to in-situ measurements for data and model result 

validation to improve model accuracy. These approaches are required due to 

technological limitations of measuring instruments and data processing algorithms 

that result in low veracity and uncertainty in satellite datasets (McCabe et al., 2017).  
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Remote sensing measurements often result in data inconsistencies and 

discrepancies between the modelled and observed values of mapped catchment 

processes and conditions (Povey and Grainger, 2015). There are differences 

between the observed and modelled scales and these scale effects limit the accuracy 

of remote sensing datasets (Wu et al., 2014). The differences result in data errors, 

traditionally classified as random when the measurement error repeats and 

measurements differ unpredictably and, systematically if the error remains constant 

or varies predictably. Contrastingly, uncertainty describes the expected magnitude of 

the error that characterises its dispersion or distribution if the measurement was 

infinitely repeated (JCGM 200, 2012). 

The design of most remote satellite observations involves many assumptions and 

methods that create unknown and quantifiable systemic errors (Kahl and Nachtnebel, 

2008). Additional errors result from challenges of resolving scale variations in the 

measured phenomena (Povey and Grainger, 2015). For example, limitations of 

satellite datasets include data retrieval and interpretation algorithms which depend 

on measuring the spectral signature of reflected radiation where this information is 

used to retrieve a desired geophysical dataset (McCabe et al., 2017). Retrieval is 

achieved using complex models with many approximations and non-unique solutions 

to convert satellite data into a specific variable of interest.  

In this respect, a quantified estimate of uncertainty and errors should be made so that 

satellite data sets are used correctly. However, the challenge is to quantify and 

characterise adequately individual uncertainties and errors and trace the 

uncertainty/error associated with each measured catchment condition and process 

(Chen and Wang, 2018). It is a challenge to assimilate satellite data successfully into 

models due to various uncertainties and errors that can be introduced, propagated 

and affect model simulations (Kahl and Nachtnebel, 2008). Although there are 

challenges in applying the available satellite datasets to flood modelling, the 

hydrological modelling process can integrate new paradigms such as data analysis 

and error quantification and use satellite data for accurate flood modelling (Chen and 

Wang, 2018). Recent data science analysis and interpretation technologies have 

been developed, including data analysis algorithms that can increase the number of 

satellite datasets that can be used in hydrological models. 
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3.2.1 Distributed hydrological models and satellite data 

The rapidly increasing availability of satellite data, computer power, cloud systems, 

the advancement of the Geographic Information Systems (GIS) and distributed 

hydrological models have the potential of increasing flood modelling accuracy and 

provision of reliable flood simulations in large data-scarce lowland tropical regions 

(Smith et al., 2012). The abundance of satellite datasets and their potential use in 

hydrological modelling have been noted; however, most of the studies have 

investigated the efficacy of one or two satellite datasets in limited selected small case 

studies and there is a growing need to realise their full potential (Mazzoleni et al., 

2019). The development of satellite earth observations is speeding up the ability to 

collect data on highly variable catchment conditions and processes over extensive 

areas at a spatial resolution compatible with distributed hydrological models (Figure 

3.4) (Abbott and Refsgaard, 2012). 

The synergy between satellite data and distributed hydrological models offers 

opportunities for accurate mapping of temporal and spatial variations of catchment 

conditions and processes (Mancini et al., 2013; Chen and Wang, 2018). Distributed 

hydrological models divide the catchment terrain into grid cells (Figure 3.4) with the 

smallest catchment unit having unique terrain properties and process (Xuan et al., 

2009). Hydrological processes are described on both the smallest and largest scales, 

allowing parameters to quantify hydrological conditions and processes that vary at 

each grid-scale up to catchment level. Also, when implemented spatially, from the 

hillslope to the continental scales, distributed models can integrate the spatial 

variations of catchment conditions and processes at a hillslope and catchment scale 

while also reflecting the subsurface heterogeneity in horizontal and vertical directions 

at each grid-scale (Fatichi et al., 2016). This capability enables the description of the 

heterogeneity of the smallest unit with terrain properties and processes up to the 

whole catchment scale (Chen et al., 2016).  
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Figure 3.3: Distributed hydrological model representation of catchment conditions, 
properties and processes in discrete grid cells (Source: Vanshaar et al., 2002). 

 

The distributed feature of distributed hydrological models is fundamental in accurately 

simulating catchment conditions and processes at sufficient spatial resolution. It 

allows for comprehensive descriptions of hydrological conditions and state variables 

with varying heterogeneity and scales of different sub-catchment sizes (Tegegne et 

al., 2017). For example, distributed hydrological models can thoroughly define the 

highly spatial-temporal variability of rainfall across catchment areas and can define 

rain-runoff processes, particularly in tropical regions where highly variable and 

localised heavy rainfall often occur (Chen et al., 2016).  

Although considered to be a new trend, the use of distributed hydrological modelling 

approaches for flood modelling is rarely applied, and their potential to represent 

variable catchment properties and processes accurately is not fully utilised (Chen et 
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al., 2016; Kauffeldt et al., 2016). This is because the scale and complexity of 

implementing the distributed hydrological model are totally out of proportion 

compared to the results that these models can achieve. Therefore, after two decades 

of modelling development and research, the use of distributed hydrological models is 

a fraction of their capacity (Abbott and Refsgaard, 2012).  

Distributed hydrological models are considerably different from the widely used lump 

models in the representation of catchment conditions and processes. Lumped models 

consider that the entire catchment area has average values and uniform parameters 

that represent catchment conditions and processes (Abbott and Refsgaard, 2012). 

They represent the conditions and processes by averaging parameter values as unit 

values over the whole catchment. The terrain in the lumped model domain comprises 

average and constant values of parameters over the whole watershed, and this may 

not wholly represent the complex process in catchments studied (Chen and Wang, 

2018). Therefore, lumped models, as the name suggests, lump catchment variables 

and physical parameters and they are easy to set up, requiring a shorter time to run 

as they have limited data requirements compared to distributed hydrological models. 

As a result, lumped models are widely applied for flood modelling as they require 

simplified catchment representations, fewer data requirements and less 

computational costs (Coron et al., 2017; Refsgaard et al., 1997; Chen and Wang, 

2018). 

However, distributed hydrological models represent, in detail, the observed 

conditions and phenomena. They are defined by their ability to incorporate the 

distributed watershed parameters and state variables comprehensively in the 

modelling framework. The distributed modelling approach is intended to make full use 

of available data, all relevant information documented in meteorology, land cover, 

soils, geology, river bathymetry and all other information relevant to the purpose of 

modelling (Singh, 2018). The grid-by-grid computations are based on a scalable 

Digital Elevation Model (DEM) and on the physical drainage properties that include 

location, slope, stream length and stream order. It is this detailed description of 

catchment properties and processes which enables process-based physically 

distributed models to offer significantly better accuracy and overall reliability of flood 

simulations (Abbott and Refsgaard, 2012). 
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Distributed hydrological approaches enhance flood modelling due to their detailed 

representation of catchment processes and conditions in models that allow the full 

use of available datasets (Chen and Wang, 2018). Satellite data utilises the raster 

data structure that fits well with the discrete digital grids of distributed hydrological 

models. The gridded nature of satellite data over broad areas, the digital acquisition 

of catchment processes and properties are linked to the gridded property of 

distributed hydrological models (Cole et al., 2010). This synergism between satellite 

data and distributed hydrological models coupled with the availability of the 

Geographical Information Systems (GIS) and increased computer power opens 

opportunities for maximum use of satellite datasets for large-scale distributed 

hydrological modelling (Figure 3.5). 

 

Figure 3.4: Synergism between satellite data and distributed hydrological modelling for 
detailed representation of catchment conditions and process. (Modified from Wigmosta et 
al., 1994). 
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Satellite datasets integrated with distributed hydrological models, therefore, provide 

a detailed description of catchment properties and processes that allows accurate 

representation of hydrological states, conditions and processes at grid-scale up to a 

watershed scale with different and variable parameters in each grid (Chen and Wang, 

2018). However, lumped models cannot fully use satellite data sets because they are 

based on broad areas assumed to be homogenous over entire catchment areas 

(Sharad et al., 2018). The parameters in lumped models reflect a catchment with 

spatially averaged characteristics and are often not explicitly validated with field 

measurements. Lumped models typically use basic accounting methods to measure 

catchment processes and simulate time changes within a hydrological system (Yu et 

al., 2015). The advantage of the models is their easy conceptual parameterisation 

and less computation costs compared to distributed models. Simple lumped models 

have helped to model and understand large-scale patterns with self-similarity (scale 

invariance) features that can be mathematically explained using fractal theory and 

showing self-organisation of complex adaptive structures such as landscapes or flood 

quantiles (Fatichi et al., 2016).  

There are, however, many situations in which thorough descriptions of complexity are 

needed to understand the dynamics of processes and the highly variable conditions 

and interacting processes in systems. Several semi-distributed (lumped) models 

have been developed in recent years with available digitally distributed and remotely 

sensed datasets (Yu et al., 2015). These semi-distributed models have been used 

widely for simulation of hydrological processes in climate, meteorological and 

hydrological studies, however, with the lumped characteristic of averaging catchment 

conditions and processes in sub-catchments units. Several semi-distributed models 

have been successfully implemented, including the Sacramento model developed by 

Burnash et al. (1995). 

However, most of the conventional hydrological models do not fit well with satellite 

data, since they belong to the full lumped category of models which consider data 

inputs and state variables as mean values for whole catchments covering hundreds 

of km2 in size (Sandholt et al., 1999; Andersen, 2001). Given the growing availability 

of satellite data and computer power, there is a need for accurate representation of 
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catchment characteristics and an improvement in flood modelling accuracy in data-

poor regions where millions of people are at risk of flooding. 

However, most studies point towards data availability still forming a significant 

challenge in implementing distributed models in large catchments (Beven, 2011). Full 

use of distributed models requires extensive data sets with accurate spatial and 

temporal details of natural parameters such as geology, terrain, soil, land cover and 

anthropogenic impacts (Abbott and Refsgaard, 2012). Distributed hydrological 

models require extensive datasets which may not be available, and this makes it 

difficult to set them up using traditionally surveyed data. High expectations have been 

placed on satellite data and remote sensing techniques for large-scale distributed 

hydrological modelling in ungauged regions. New satellite platforms have been 

launched in recent years, and it is now reasonable to expect the potential application 

of large distributed hydrological modelling in data-scarce regions (Abbott and 

Refsgaard, 2012).  

The lack of reliable observed data for validating model data, results, and the 

uncertainty of representing parameters and catchment processes complicates the 

calibration of the distributed hydrological models. Distributed models can be 

challenging to develop and calibrate due to process complexity, interactions and 

scaling issues (Clark and Connolly, 2012). The expertise of the modeller is essential 

to use and configure the models as they require experience in calibration and requires 

a plausible control of model results. If a modeller understands and interprets the 

spatio-temporal distribution of parameters, these can be represented accurately in 

the model and generate reliable outputs. 

Distributed hydrological models can be equipped with high-resolution data sets, can 

consider state variables and conditions to generate reliable flood simulations. The 

advancement of GIS tools and increased computer power facilitate the use of satellite 

data for distributed hydrological modelling (Andersen, 2001; Kherde et al., 2013). So 

far, the models have been successfully applied at small scales for flood forecasting 

purposes. However, challenges still exist in their application at large-scale due to 

reported issues of data availability and generation of errors (Chen and Wang, 2018). 

Also, the models have not been widely applied due to their prohibitively high computer 
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requirements, including time and expertise in calibrating the models (Lewis, 2016). 

With the growing availability of satellite imagery, increased computer power, cloud 

systems and the advancement of GIS tools, these models have the potential to use 

available datasets and generate improved simulations effectively. Distributed models 

are increasingly needed flood risk management tools and for effective representation 

of highly variable catchment conditions and processes (Abbott and Refsgaard, 2012).  

One example of the application of a distributed hydrological modelling approach is 

the Grid-to-Grid model launched in England and Wales by the Environment Agency 

in partnership with the Flood Forecasting Centre, the Centre for Ecology & Hydrology 

(CEH) and Deltares in the Netherlands. The Grid-to-Grid model was required, as 

current and mostly implemented lumped hydrological models cannot maximise the 

use of high-resolution predictions of precipitation, and most are focused on large 

homogeneous areas (Clark and Connolly, 2012). To enhance flood forecasting, the 

Grid-to-Grid model was implemented and built on 1 km2 high-resolution grid capable 

of capturing the variability of both hydrological and meteorological processes, 

enhancing the distribution of highly variable rainfall forecasts integrated with high-

resolution global weather models (Cole et al., 2010). The Grid-to-Grid approach uses 

digital spatial topography, soil/geology and land cover details, and telemetry including 

Met Office rainfall forecasts for accurate flood predictions (Clark and Connolly, 2012). 

The model can calculate runoff from each grid redirected to the next downhill grid to 

the catchment source, where the model transforms rainfall into runoff and river flows.  

Although distributed hydrological models were successfully applied for flood 

prediction in some data-rich countries, their implementation remains challenging in 

data-poor watersheds, particularly in tropical regions. Distributed hydrological models 

integrated with available satellite data are required to meet the demand for accuracy 

and reliability of flood prediction necessary for climate change adaptation and 

mitigation (Chen et al., 2016). Given the rapidly increasing availability of satellite data, 

computer power, cloud systems and the advancement of the Geographic Information 

Systems (GIS), this study sets out to explore the potential of increasing flood 

modelling accuracy in large data-scarce lowland tropical regions using distributed 

hydrological models. 
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3.2.2 High-resolution modelling at a large-scale  

Regional and continental distributed hydrological models, most which are semi-

distributed, have been implemented at low spatial resolution, with simplistic 

representations of catchment conditions and processes due to data scarcity resulting 

in simulation errors and uncertainties (De Paiva et al., 2013; Ibarra-Zavaleta et al., 

2017; Yang et al., 2018). Most large-scale flood models simulate flood flows without 

detailed representation of highly variable catchment conditions and processes 

needed for reliable flood simulations (Thielen et al., 2009; Paiva et al., 2013, Alfieri et 

al., 2017; Pappenberger et al., 2012; Schumann et al., 2013; Sampson et al., 2015). 

The model domains are usually in the range of a few tens of square kilometres and 

are typically too course to reflect the complex catchment conditions and processes 

needed for local flood risk management (Yamazaki et al., 2011; Pappenberger et al., 

2012; Schumann et al., 2013). For example, De Paiva et al., 2013) developed a large-

scale Amazon River flood model using an in-channel hydrodynamic model equipped 

with a fill-in process to estimate storage volumes, and it did not have full floodplain 

hydraulics and could not dynamically reproduce flood dynamics in the study area. 

While several high-resolution hydrological models with accurate representations of 

catchment conditions and processes have been successfully applied, they have 

mostly been applied at small scales (Khan et al., 2010; Dukic and Radic et al., 2016 

and 2014; Zhang et al., 2015; Mourato et al., 2015; Birkinshaw et al.,  2014; Op de 

Hipt et al., 2017). Compared to the SHETRAN model, developed in the Grijalva 

catchment area (57,960 km2) at 2 x 2 km grid spatial and 3-hour temporal resolution, 

examples of distributed hydrological models applied in tropical regions include: the 

CREST model that was applied to Nzoia sub-catchment (12 900 km2) in the Lake 

Victoria basin (Khan et al., 2010); the SHETRAN model applied to the Dano 

catchment (126 km2) Burkina Faso at 200 x 200 m2 spatial and 1-hour temporal 

resolutions (Op de Hipt et al., 2017), the GSSHA model applied in the sub-tropical 

Guadalupe River basin (11,285 km2) in Texas at 150 m × 150 m grid and 15 minutes 

temporal resolutions (Chintalapudi et al., 2017) and the Geomorphology-Based 

Hydrological Model (GBHM) applied in Thailand (Wang et al., 2016). 
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Moreover, the majority of large-scale distributed hydrological models are primarily 

semi-distributed and cannot provide an accurate representation of hydrological 

variables and are susceptible to rainfall and parameter error due to their inability to 

completely use satellite data for parameter representation (Ibarra-Zavaleta et al., 

2017; Paiva et al., 2013). However, the Variable Infiltration Capacity (VIC) model is a 

macroscale distributed model and is planned for extensive areas but has a relatively 

low spatial resolution (Yang et al., 2018). 

Besides these research efforts, this research applies a large-scale distributed 

hydrological modelling approach that is sufficiently detailed to fit observed data with 

much finer spatial and temporal resolutions in a tropical lowland region (Schumann 

et al., 2013). The study applies a catchment-wide flood modelling approach with 

sufficient detail of local scale flood dynamics and extents. The research contributes 

to closing a gap that exists between simplified, coarse resolution large-scale 

modelling approaches on the one hand and detailed high resolution small-scale 

hydrologic modelling approaches on the other (Sampson et al., 2015). The study 

further contributes to meeting the challenge of accurate representation of highly 

variable catchment conditions and processes and the provision of reliable flood 

simulations in large data-scarce tropical regions where an increasing number of 

people are at risk of flooding (Schumann et al., 2013).  
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3.2.3 Summary 

Recognising the extreme flood risk situations that are projected to increase due to 

climate change, steps must be taken to achieve successful flood risk management in 

tropical regions. The development of accurate flood models is one of the first crucial 

steps towards climate change adaptation and successful mitigation based on early 

warning systems and provision of timely and reliable flood simulations required for 

sound decision-making in flood response situations. Despite the worsening flood 

situation, lowland tropical regions remain ungauged and lack in-situ measurements 

for setting up flood models and yet have significant populations prone to flooding. 

Flood modelling systems are critical in these regions and are urgently required to 

protect lives and property.  

Although the development of flood models in lowland tropical regions is a challenge 

in data scarce tropical regions, satellite data can provide large-scale modelling data 

for large and highly variable catchments. A wealth of satellite platforms, some with 

sorely hydrological observation missions, have been launched, leading to an increase 

in the availability of datasets for hydrological purposes. Given the increasing 

availability of high-resolution satellite data, computer power, cloud systems, improved 

GIS tools and available distributed hydrological models, opportunities exist to improve 

flood modelling in large lowland tropical regions. Although systematic and random 

errors associated with data and the modelling process present limitations on 

maximum use of satellite data, this could be resolved by employing error and 

uncertainty quantification approaches to improve the accuracy and reliability of model 

results. Techniques that account for model, parameter and input errors and 

uncertainties can contribute to the accurate incorporation of satellite data sets into 

models in a manner that is efficient, transparent and complete with the potential to 

improve the reliability of the forecasts produced. 
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Research gap 

Given the increasing flood risk, most lowland tropical regions remain ungauged, with 

limited in-situ measurements and related records that are required to set up flood 

models. Accurate flood modelling and reliable flood simulations are needed in these 

regions where a growing number of people are at risk of flooding. However, flood 

modelling in large tropical lowland regions is a challenge owing to the large scale of 

the basins, highly complex catchment conditions and processes, limited availability 

of data and associated rapid changes in the natural environment due to human 

alterations. The challenge is the accurate representation of highly variable catchment 

conditions and processes within the model and the provision of reliable flood 

simulations.  

Given the increasing availability of high-resolution satellite data, computer power, 

cloud systems, improved GIS tools and available distributed hydrological models, 

there is a potential to increase flood modelling accuracy in large data-scarce tropical 

regions. Integrating high-resolution satellite data with distributed hydrological models 

presents opportunities for detailed representation of catchment processes and 

conditions in the model, maximum use of available datasets and the provision of 

reliable simulations. 

Accuracy in flood modelling and the provision of reliable flood simulations in tropical 

regions can be made through optimally integrating satellite and limited local datasets 

using distributed modelling approaches with the best combination of the model 

parameter, input and output datasets based on error and uncertainty quantification 

and removal. There is a need to explore the potential for increasing flood modelling 

accuracy and providing reliable simulations in data-scarce tropical regions using 

increasingly available high-resolution satellite data and make use of available under-

used distributed hydrological models. 

Therefore, required is high-resolution modelling across large and highly variable 

domains to help close the knowledge gap that exists between simple, coarse 

resolution large-scale modelling approaches on one hand and high-resolution, small-

scale hydrological modelling approaches on the other (Sampson et al., 2015). Very 

few studies have explored this issue, so it is worth exploring further.  
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3.3 The scaling theory of floods  

This section provides a literature review on the application of the geophysical scaling 

theory of floods to improve the estimation of the magnitude of peak discharge in La 

Sierra sub-catchment area. It is proposed that statistical scaling relationships 

between peak discharge and physical catchment conditions and processes can be 

developed into statistical models for estimating flood parameters and the magnitude 

of peak discharge in the sub-catchment area. The objective is to investigate statistical 

scaling relationships of rainfall variability, flood peak discharge and nested catchment 

drainage areas to complement the estimation of peak discharge magnitudes across 

La Sierra catchment. 

3.3.1 The scaling theory of floods 

The geophysical scaling theory of floods also referred to as the scaling theory, has a 

specific aim of connecting rainfall-runoff events to statistical power laws between 

peak discharge and drainage areas across space and time scales (Gupta, 2017). The 

core hypothesis is that a scale-invariant spatial peak discharge structure can be 

defined by a power-law relationship from each rainfall-runoff event (Ayalew et al., 

2018). Several research results over the last 20 years have provided the theoretical 

and empirical basis for formulating the geophysical theory of floods in river 

catchments (Gupta et al., 1996, 2007, 2010, 2015; Robinson and Sivapalan, 1997; 

Menabde and Sivapalan, 2001; Ogden and Dawdy, 2003; Gupta., 2004; Dawdy et 

al., 2012). Significant research has been devoted to establishing relationships 

between peak discharge from nested catchments and individual rainfall events 

(Ayalew et al., 2014). It has been consistently found that peak discharge observed in 

nested catchments show a power-law variation with nested catchment drainage 

areas at a scale of a single rainfall-runoff event as: 

Where Qp is peak discharge, A is nested catchment drainage area, θ is the scaling 

exponent parameter, and α is the scaling intercept parameter. 

 

  

                                            𝑸𝑷 = 𝜶𝑨𝜽                 Equation 3.1 
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Gupta et al. (1996), first established the power-law relationships between flood peak 

discharge and drainage areas, but the results raised many questions, and many 

remain unanswered. Some findings were validated by several empirical-based 

studies mainly in the USA, namely by Ogden and Dawdy, (2003), Furey and Gupta, 

(2005), Gupta et al. (2010) and Ayalew et al. (2015) with some using computational 

rainfall-runoff model simulations in synthetic and natural river basins (Gupta et al., 

1996, 2007; Gupta et al., 1998; Mantilla et al., 2007, 2011; Mandapaka et al., 2009; 

Ayalew et al., 2014). In a 21 km2 Goodwin Creek Experimental Watershed (GCEW) 

in Mississippi (USA), Ogden et al. (2003) conducted and published the first empirical 

study on the relationship between peak discharge, drainage areas and rainfall. 

Subsequently, Furey and Gupta, (2005} examined Ogden and Dawdy (2003) results 

from the same Goodwin Creek Experimental Watershed. Gupta et al. (2010) analysed 

the effect of catastrophic floods in the Iowa River basin in June 2008 and found out 

that the power-law scaling relationship persists despite reasonable rainfall in the 

catchment.  

However, most studies have been conducted in the United States, with few in the 

United Kingdom investigating the physical catchment conditions and processes that 

control flood scaling parameters using empirical data sets (Ayalew et al., 2015; 

Wilkinson and Bathurst, 2018). A recent UK study by Wilkinson and Bathurst, (2018) 

examined the scaling relationships between spatial rainfall variability and flood 

response across nested catchments. Most ground-based knowledge of the 

generation of floods has been experimentally based on scales less than 10 km2 in 

wet northern latitude catchments in the United States. As a result, the non-linear 

geophysical relationships between peak discharge and drainage areas at different 

spatial scales do not provide a solid basis for large-scale extrapolation to other 

climatic regions. 

The issue is a typical trend in flood scaling theory studies; they have been conducted 

in humid northern latitude regions, and it is not well known whether the theory applies 

to other climatic regions. The mechanism of producing floods from small headwater 

nested catchments into floods in larger catchments is not yet fully quantified, and the 

universal application to other climatic regions remains unknown (Wilkinson and 

Bathurst, 2018). Scaling relationships in different climatic regions need to be 
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investigated, considering different rainfall coverages, and contribute to the question 

of flood prediction in ungauged catchments (Wilkinson and Bathurst, 2018). 

Tropical regions are characterised by large quantities of heavy convective rainfall, 

normally local with partial catchment coverage, generally resulting in flash floods. It 

has been reported from humid temperate studies in the USA that the flood scaling 

theory applies only to runoff events resulting from large-scale rainfall events with full 

catchment coverage (Ayalew et al., 2015). The studies showed that peak discharge 

could not be estimated if the studied catchment remains partially covered by rainfall 

and the peak discharge produced in such sub-catchment could not provide a scaling 

invariance with the drainage areas (Ayalew et al., 2014). Research by Ayalew et al. 

(2015) analysed the combined effect of rainfall intensity, runoff speed, channel 

flow speed and drainage network layout and quantified their relationships with flood 

scaling parameters. The research findings show that a scale break exists in partial 

rainfall-runoff processes on hillsides where surface runoff flows quickly in drainage 

systems.  

However, Wilkinson and Bathurst, (2018) in a multi-nested catchment experiment in 

the UK considered all storm events, both partial and full catchment coverage, 

observed that all events chosen resulted in some scaling relationships. The results 

showed that observations of peak discharge events resulting from catchment-wide 

rainfall can still predict flooding, even if the entire catchment has limited rainfall 

coverage (Ayalew et al., 2015). Therefore, the flood theory needs to be further 

assessed to identify the spatial scale properties of peak discharge due to partial 

rainfall coverage of heavy and intense rainfall in tropical catchments. 

Although theoretical progress in linking the flood scaling exponent (θ) to rainfall and 

catchment properties and conditions differs from event to event, limited progress has 

been made in testing the theory in large tropical catchments (Ayalew et al., 2014; 

Ayalew, 2015). Several studies have been conducted to investigate spatial variations 

of flood response in plots/hill slopes or small headwaters. Catchments studied were 

small, with event data limited to peak discharge scaling from hill slopes without linking 

to the broader catchment areas (Wilkinson and Bathurst, 2018). Ayalew et al. (2015) 

responded to this and extended the scaling relationships into the Iowa River Basin 
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(32,000 km2) for several types of flood events and noted that the temporal and spatial 

nature of rainfall affects the flood peak scaling relationships.  

Although the relationship between exponent (θ) and intercepts (α) has been 

highlighted to result from excessive rainfall covering entire catchment areas, further 

studies are needed to establish whether these results are evident in tropical 

catchments. No study in the literature has shown whether the results from these 

studies hold in larger tropical watersheds where localised heavy and intense rainfall 

often occur. The actual process of generating floods from 

small headwater catchments into larger floods in large catchments is still poorly 

quantified (Wilkinson and Bathurst, 2018).  

In this context, the flood scaling theory needs further exploration to include large 

tropical river basins, in which convective rainfall and isolated flood events occur often. 

Present knowledge on the variation of flood generation in tropical catchments as a 

function of the variability of tropical convective rainfall is lacking. Scale dependencies 

of flood peak scaling relationships in tropical regions need to be explored in all 

landscape scales, considering all rainfall coverages (Wilkinson and Bathurst, 2018). 

Besides, what is required is an evaluation of the effect of tropical convective rainfall 

variability on peak discharge to understand the spatial catchment flood response 

characteristics (Ayalew et al., 2015). The challenge that remains is bridging the 

scaling gap, by applying nested catchment studies that extend to other climatic 

regions with different rainfall coverage and types (Wilkinson and Bathurst, 2018). 

Such experimental studies will involve defining rainfall-runoff-event variability and 

related flood parameters and establish relationships with observable catchment 

conditions and processes in drainage areas and estimate the overall flood parameters 

and peak discharge across spatial scales (Ayalew, 2015). The results are essential 

in solving the flood prediction problem in ungauged basins (Sivapalan et al., 2003). 

The approach will also provide a flood prediction technique that is not affected by 

climate change as it is not based on validation using observed discharge (Dawdy et 

al., 2012; Gupta, 2004 and 2010; Gupta et al., 2007). Further, it provides a framework 

to verify the magnitude of peak flow simulations provided by numerical rainfall-runoff 

models. 
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3.3.2 Summary 

The study investigates the power-law relationships between peak discharge, 

catchment properties and processes that control the generation of flooding in nested 

sub-catchments in La Sierra catchment to improve the estimation of the magnitude 

of peak discharge. There is need to explore the variations in the generation of floods 

in nested catchments as a result of spatial-temporal rainfall variability and the power-

law relationships between drainage areas and peak discharge from tropical rainfall 

events that partially and entirely covers catchments The study applies the recent flood 

scaling theory with the explicit objective of integrating catchment flood-producing 

processes through an understanding of scaling relationships between peak 

discharge, and drainage areas in tropical regions. There is a need for complementary 

mechanisms for estimating the magnitude of peak floods in data-scarce regions. The 

theoretical framework of statistical scaling relationships is investigated in the 

catchment area to check, track and improve the simulation of the magnitude of the 

peak discharge.   
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                                                   Research gap 

The literature review of the flood scaling theory has shown that there is still a lack of 

multi-scale nested catchment studies in different climate regions, involving scaling 

relationships that relate factors and processes involved in the generation of flooding 

from headwater catchments to broad or entire catchment areas. Few studies have 

been conducted to examine catchment conditions and processes that govern flood 

scaling parameters using empirical data sets, most of which have been conducted in 

the United States and the United Kingdom to date. 

The mechanism by which floods are generated in small sub-catchments leading to 

flooding in large catchments in tropical regions is still not yet quantified. There is a 

lack of knowledge on tropical catchment flood response due to highly variable tropical 

rainfall. A gap still exists on how upstream flood response, contributes to flooding in 

downstream sub-catchments and more background data from nested catchment 

studies are required, particularly in data-poor tropical regions. The scaling 

relationships between peak discharge and nested catchment drainage areas in 

tropical climatic regions should be explored, considering the variability of rainfall in 

different catchment units. In this respect, this study expands the application of the 

scaling theory of floods to large tropical river basins, in which convective rainfall and 

localised flood events frequently occur.  
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3.4 Propagation of uncertainty through hydrological and 

hydraulic models 
 

This section presents a literature review on the propagation, interaction and effects 

of uncertainties on discharge simulations and flood extents through coupled 

hydrological and hydraulic models. Presented is an examination of literature which 

supports current knowledge of uncertainty propagation and interaction in coupled 

models and identifies deficiencies, discrepancies and knowledge gaps. The objective 

of the review is to examine the effects of propagation and interaction of rainfall and 

parameter uncertainties on the magnitude of peak discharge and flood inundation 

extents in the study area.  

3.4.1  Uncertainties in flood modelling 

 

Reliable flood simulation is critical for successful flood risk management; however, 

the estimation usually relies on data and models that are prone to uncertainties. The 

estimation of rainfall data, the model structure, parameters, discharge output, and 

flood extents are all uncertain. The accuracy of the flood volumes and the flood map 

derived from the modelling process depends on a variety of uncertainties from various 

sources. It is recognised that all models are imperfect and are a simple representation 

of catchment conditions and processes, so quantifying uncertainties resulting from 

this generalisation of the process is necessary (Rodríguez-Rincón et al., 2015). 

However, a critical question that arises in coupled modelling for flood volumes and 

mapping is how uncertainties associated with rainfall estimates propagate and 

interact with other uncertainties and how each uncertainty affects flood discharge 

outputs and flood inundation extents. Due to several sources of uncertainties in the 

flood modelling process and data, the distribution of individual uncertainties and how 

they affect the overall uncertainty in the model results are unclear (Jung and 

Merwade, 2015; Lim and Lee, 2018). The challenge is how to disentangle the 

combined uncertainty in flood models and quantify individual uncertainties 

considering the complex interactions and effects on model outputs (Blöschl et al., 

2019). 
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3.4.2 Sources of uncertainty in flood modelling 

 

The source of uncertainties in hydrological modelling is the simplification of the 

modelling process, the inadequate definition of catchment conditions and processes 

in the model and the inability to identify accurate data for model development 

(Oubennaceur et al., 2018). As a result, hydrological modelling provides a simpler 

conceptual representation of complex catchment conditions and processes using 

simplified spatial and temporal data across broad and complex areas (Anees et al., 

2017). Any process of modelling involves a reducible and inherent uncertainty of the 

system of interest, from data, model abstractions and natural heterogeneity 

(Merwade et al., 2008). Thus, flood modelling has several sources of uncertainties, 

including model input data, parameter data, model structure and topography (Di 

Baldassarre et al., 2010).  

Model input uncertainties relate to input data, mostly direct rainfall time series that is 

often estimated in theory and selected model parameters values from the literature. 

Uncertainties manifest in different locations of the hydrological model, and the 

locations are the basis for uncertainty classification, that is according to where they 

originate. Similarly, a recent study by Refsgaard et al. (2013) divided sources of 

uncertainty into input data (such as external input data) model uncertainties and 

context uncertainties (comprising model boundaries). However, uncertainties from 

model structure, inputs and parameter sources can combine and contribute to model 

output uncertainty. Also, simulations can be compromised further through interactions 

with individual uncertain input and parameter values.  

Although inaccuracies in the input and parameter data vary considerably based on 

unique sources and constrained by model algorithms, they are propagated 

individually through the model. In the process, they combine with other uncertainties 

from different sources to affect the magnitude of peak discharge and flood extents. 

Computing the full spectrum of sources of uncertainty that interact and combine is a 

challenge to tackle rigorously, isolating each source and avoiding confusion between 

them in the process (Tscheikner-Gratl et al., 2018). 
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3.4.3 Uncertainty propagation 

 

The propagation of uncertainty occurs when input data and model uncertainties in 

coupled models lead to uncertain model outputs, and the initial uncertainties are said 

to have propagated through the model chain (Brown and Heuvelink, 2006). Studies 

on uncertainties in flood inundation mapping have investigated the impact of different 

uncertainties in flood inundation outputs and reported that individual uncertainties of 

varying magnitudes affect model outputs, but can interact or combine to produce 

substantially different simulation results (Jung and Merwade, 2015); Bates et al., 

2014).  

It has been widely reported that data input uncertainty, particularly rainfall, 

significantly affects the overall predictive uncertainty (Liu and Gupta, 2007; Jung and 

Merwade, 2015). However, the combination of uncertainties and interactions that 

exists in models can affect model outputs in various magnitudes (Bates et al., 2014). 

That means rainfall uncertainties can interact with parameter and model structure 

uncertainties as they are propagated through the model leading to greater 

uncertainties in model outputs. 

Besides uncertainty interactions, parameter variables and their spatial and temporal 

dependencies could affect uncertainties as well. The dependencies can combine with 

increasing input and output uncertainties and can alter model parameter values and 

affect model outputs (Merwade et al., 2008). For example, the impact of rainfall 

uncertainty on the final flood map can be restricted if the hydraulic model is more 

sensitive to topographic data. Nonetheless, the contribution of a specific uncertain 

source in model simulations depends on the model's sensitivity to that uncertain 

variable and other related uncertainties (Brown and Heuvelink, 2006). 

Therefore, quantifying and evaluating the contribution of different uncertainties to 

overall model output uncertainty is essential to identify sources that contribute 

significant amounts of uncertainty, enabling direct efforts to be directed to primary 

contributors. Considering and accounting for the sensitivity of individual uncertainties, 

their relative interactions, and dependencies with precise quantification of each are 

essential.  
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3.4.4 Uncertainty analysis   

 

Knowledge of the magnitude of uncertainties in flood modelling is critical to 

understanding and interpreting information on flood risk (Oubennaceur et al., 2018). 

Uncertainty analysis should always be performed rigorously to help and improve 

modelling results, and any flood risk assessment should be conducted within a 

system of uncertainty quantification (Rodríguez-Rincón et al., 2015). Accurate 

quantification, characterisation and communication of uncertainties in modelling are 

essential for effective flood risk management and sound decision making during flood 

emergency response (Montanari, 2011). However, a study by Merwade et al. (2008) 

highlights that the propagation of uncertainties within a cascading model chain is still 

not understood, particularly the complex interactions between uncertainties from 

individual sources including effects on model results. 

While uncertainties can be reduced, and model performance improved, uncertainties 

cannot be eliminated completely (Pappenberger et al., 2005). A key aspect is, 

therefore, a clear understanding of the uncertainties associated with many sources 

of flood modelling using probabilistic flood maps for decision-making. Confidence 

intervals are used to characterise ranges (5% and 95%) with a likelihood for the 

average estimate. Tolerance intervals may also be defined that include a certain 

proportion of unsure model calibration estimates considering all probable outcomes 

(Pechlivanidis et al., 2011; Rodríguez-Rincón et al., 2015).  

The quantified uncertainty results can help to decide on less expensive solutions with 

a better understanding of other probable outcomes, enabling accurate decision-

making and targeting resources towards uncertainty sources that contribute most to 

the overall uncertainty Gaining knowledge of uncertainty characteristics in terms of 

type and magnitude is crucial for meaningful interpretation of model outputs (Warmink 

et al., 2011). Quantifying and identifying uncertainties is important for the generation 

of simulated results with quantified flood probability ranges (Thielen et al., 2009; 

Coccia and Todini, 2011). The quantified uncertainties improve flood risk 

management techniques focused on a transparent and truthful uncertainty analysis 
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aimed at the most probable outcome of the flooding, Probabilistic flood inundation 

maps. 

Frequently, flood maps are interpreted as a single deterministic flood outline without 

considering uncertainties associated with uncertain input data, initial conditions, 

parameters and numerical model limitations (Zarzar et al., 2018; Merwade et al., 

2008). In reality, estimates of rainfall data, model structure, model parameters and 

flood outlines are uncertain (Merwade et al., 2008). Typically, flood inundation models 

make no allowance for these uncertainties, yet significant uncertainty arises from the 

data and parameters that are used to build models (Rodríguez-Rincón 2015). Specific 

hydrological data sets, equations, simulation parameters and methods of processing 

have a relative uncertainty on flood maps (Lim, 2018). Thus, in flood modelling 

processes, various internal and external uncertainties influence the accuracy of flood 

simulations produced. 

Despite uncertainties, however, flood maps are considered reliable, the reason why 

several studies suggest the inclusion of uncertainties in flood modelling results is to 

provide more flood information and improve reliability (Lim and Lee, 2018; Di 

Baldassarre et al., 2010). Without including uncertainties, determinist flood maps 

cannot convey to decision-makers and people at risk the full risk of flooding (Zarzar 

et al., 2018). Consumers must be made aware of leading modelling factors, their 

weakness and how they influence model outputs. Including uncertainty information in 

the decision-making process provides transparent communication which is 

considered to be critical and necessary. 

Several studies have so far focused attention on investigating uncertainties in flood 

inundation model outputs derived from different methods of representing different 

initial meteorological conditions or differences in using a single model set versus a 

multi-model set (Pappenberger et al., 2008; Cloke and Pappenberge, 2009; 

Rodríguez-Rincón 2015). However, uncertainties have been identified as a challenge 

to quantify and remove in the final flood map, owing to limited financial resources, 

insufficient processing times, imperfect knowledge of flood science, and lack of an 

agreed coherent framework of quantifying uncertainties. Over the last four decades, 
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structural model uncertainty has been an issue in hydrology and is more elusive than 

input models and parameter uncertainties (Kirchner, 2019).  

Analytical propagation methods rarely apply to every model because many have 

complex structures and because rainfall has a multivariate distribution with statistical 

characteristics that vary in space and time and its ensemble generation requires 

consideration of spatial-temporal characteristics of the process. The most popular 

and effective technique identified to evaluate rainfall input, uncertainty propagation 

and quantification has been the use of an ensemble approach. 

Despite efforts, the question that remains is how model structural/parameter/input 

uncertainty can be disentangled and quantified in hydrological modelling simulations 

(Blöschl et al., 2019). No attention has been paid to the propagation and interaction 

of uncertainties in coupled hydrological and hydraulic models, including the effect of 

complex interactions on flood model outputs (Jung and Merwade, 2015; Lim and Lee, 

2018). What remains unknown are the effects of individual propagated uncertainties, 

their interactions with other uncertainties within the modelling chain and the effects of 

each uncertainty on flood volumes and inundation extents (Rodríguez-Rincón 2015). 

Therefore, a critical issue that arises in applying a coupled modelling approach to 

flood simulation or mapping is how uncertainties that emerged in input data interact 

and propagate into discharge outputs and flood inundation extents. 
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3.4.5 Summary 

 

Reliable flood simulations are critical for successful flood risk management; however, 

flood estimates are based on data and models that are prone to uncertainties. The 

estimation of rainfall data, model structure, model parameters and flood simulation is 

uncertain. It is also known that all models are imperfect and are a simple 

representation of catchment conditions and processes. Thus, flood modelling has 

several sources of uncertainty, namely model input data, structural uncertainty, and 

the different parameter ranges that match sparse calibration data and provide 

uncertain simulation results. 

The full range of sources of uncertainty in flood modelling is a challenge to analyse 

rigorously, separating each from corresponding sources and avoiding confusion 

between (Tscheikner-Gratl et al., 2018). It is not well known how individual 

uncertainties propagate interact and affect the overall uncertainty in model results. 

The question is, how to disentangle the combined input/structural/parameter 

uncertainty, considering the complex interactions and effects on model outputs. A 

critical issue in flood modelling is how uncertainties that arise in rainfall and parameter 

data propagate and interact through coupled hydrological and hydraulic models into 

model results.  

Given the wide range of sources of uncertainty in flood modelling, the distribution and 

interaction of individual uncertainties from the beginning of modelling to the endpoint 

is of great importance. Gaining knowledge of uncertainty characteristics in terms of 

type and magnitude is crucial for meaningful interpretation of model results. This 

knowledge is vital for producing simulated outputs with quantified flood probability 

ranges crucial to flood risk-based decision-making. 
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Research gap 

There is little research on how uncertainties in rainfall estimates propagate and 

interact with catchment level parameter uncertainties and the quantification of their 

effects on the magnitude of flood volumes and flood inundation extents. Current 

research concentrates on quantifying the overall uncertainty in model outputs without 

exploring the decomposition of individual uncertainty contributions from different 

sources to model output. 

Due to several sources of uncertainty in flood modelling that compromise model 

simulations, there is a need to identify and quantify individual uncertainties in-order 

to improve the reliability of model results. It is essential to measure individual 

propagated uncertainties, evaluate their effect within the model chain, analyse the 

interactions with other parameters and determine the effects on discharge output and 

flood inundation extents. Clear and specific quantification of uncertainties related to 

the propagation of uncertainties in hydrological and hydraulic model simulations is 

essential for objective assessment of model merits and limitations (Diaz-Ramirez et 

al., 2013). 

This study responds to the realisation that the deterministic representation of flood 

outputs and flood maps used in flood risk assessment and mapping is not the most 

proper representation of flood risk. The approach conveys absolute information 

despite uncertainties in the flood inundation map-generation process (Di Baldassarre 

et al., 2010: Lim and Lee 2018). The incorporating quantified uncertainties in model 

outputs helps to communicate the full risk of potential flooding to decision-makers 

and people at risk (Zarzar et al., 2018). Users of model simulation outputs must be 

informed of the conditions used, the constraints and the impact of the final model 

results in the modelling framework. 
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4 METHODOLOGY 

This chapter describes the methodologies used to identify and apply physics-based 

and data-based hydrological modelling approaches for large-scale flood modelling in 

lowland tropical regions. Section one (4.1) presents the key characteristics of the 

study area, highlighting the large-scale, complex and highly variable catchment 

conditions and processes that influence modelling river flows. The hydrological 

modelling steps from model set up to simulation outputs follow the method outlined 

by Anderson and Woessner (1992) (Figure 4.1). The selection of the La Sierra 

catchment, a sub-catchment of the main Grijalva catchment, is presented for the 

application of the scaling theory of floods and the study of uncertainty propagation 

and quantification. The SHETRAN hydrological model and the Flood Modeller are 

described in sections (4.2 and 4.4) respectively, including their selection and 

suitability for producing various simulations and scenarios for analysis.  

The data specification and development of each model are described, including the 

identification, source and definition of both satellite and in-situ datasets (Subsection 

4.2.2 and 4.4.2). The methods used for data processing, quality checks and data error 

removal to enable the correct representation of catchment conditions and processes 

in the models are provided. The development of the hydrological models, including 

data processing, parameterisation, calibration, validation, and model performance 

evaluation, are discussed (Section 4.3 and subsection 4.6.3). Furthermore, the 

chapter presents a methodology adopted for developing statistical scaling 

relationships and the models developed to complement the estimation of the 

magnitude of peak discharge in La Sierra catchment (Section 4.5). To improve the 

reliability of model results, the chapter presents the methodology adopted for setting 

up coupled/cascading hydrological and hydraulic models for uncertainty propagation 

and interaction in the catchment (Section 4.6). 
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Figure 4.1: The modelling methodology, adapted from Anderson and Woessner (1992). 
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4.1 Study area  

4.1.1 The main Grijalva catchment 

The study area covers the tropical lowland areas of Tabasco and upland regions of 

Chiapas and Guatemala, southeast of Mexico, within the Grijalva River catchment 

(Figure 4.2). The catchment area is 57,958 km2 in size, bounded by 89.6° and 94.5°W 

and 15.3° and 18.7°N  occupied by lowland plains in Tabasco State in the north, 

mountainous highlands in Chiapas State and Guatemala in the south and Veracruz 

to the west (Aparicio et al., 2009). The Grijalva catchment area includes vast low-

lying Gulf coastal alluvial plains in the north with an average altitude of 10 metres 

above sea level with some elevations not exceeding 30 metres. In the southern 

highlands of Chiapas and Guatemala region comprise highly dissected mountain 

ranges and plateaus reaching elevations of 2 100–2 400 metres above sea level 

(INEGI, 2018). Some mountain ranges are situated in the south of Grijalva basin and 

the most notable are Sierra Tapijulapa with 900 metres, La Pava 860 metres, and 

Sierra Puana 560 metres. 

 

Figure 4.2: The location of the main Grijalva river catchment and La Sierra sub-catchment 
areas in the southeast of Mexico. The main river network and major dams in the areas are 
shown. 
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The Tabasco plains are mainly composed of sediments transported, deposited and 

then dissected by running surface water forming a complex and dynamic network of 

river channels, some with meandering, braiding and deltaic river channel formations 

(Arreguín-Cortés et al., 2014). The lowland plains comprise deep clayey soils which 

are hydromorphic, some of which resulted from gleisation processes while others 

comprise azonal alluvial soils, mostly found on flood plains, levees and terraces 

(Krasilnikov et al., 2013). The Tabasco lowlands form Mexico's most extensive 

alluvial coastal plain stretching from the Gulf of Mexico to Sierra de Chiapas and 

Guatemala mountainous region (INEGI, 2018). In the upper plateau areas in the 

south, there are local appearances of prairie soils, mostly laterite, humid forest soils 

with associated coniferous vegetation. However, the prevailing soil texture in the 

basin is clay, covering about 77%, followed by 14% sandy soil (Arreguín-Cortés et 

al., 2014). 

The Grijalva basin experiences a hot, humid maritime tropical climate in the north, 

with temperatures not falling below 18°C in the coldest month. Over 95% of the 

Tabasco State experiences a hot and wet climate and hot and semi-humid climate in 

other regions of the far-north-eastern states (INAFED, 2010). Average annual 

temperatures are around 27° C, with high temperatures of 36 ° C in May and lows of 

18.5 ° C in January. In the Chiapas highlands, temperatures are cooler with average 

temperatures of 20 °C but can reach as high as 40 °C and as low as 0 °C (Arreguín-

Cortés et al., 2014). 

There are three primary sources of rainfall in the catchment area: Tropical cyclones 

from the Caribbean Sea and the Atlantic Ocean, the Inter-Tropical Convergence Zone 

(ITCZ) which extends to higher latitudes in summer, affecting the upper Grijalva 

basin, and late summer Tropical waves which cause substantial rainfall in the 

northern part of the catchment area (Arreguín-Cortés et al., 2014). The rise of warm 

and humid air masses along the ITCZ generates intense rainfall, and its north and 

south movements control the seasonality of rainfall with a maximum between June 

and October and relative minimum rainfall during July and August. Rainfall occurs 

nearly all year-round, with a relatively dry season in February and May (Arreguín-

Cortés et al., 2014). Total annual rainfall in the Grijalva catchment area can reach 

approximately 4 000 mm with an average of 2 550 mm, but from June to October it is 
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slightly wetter compared to the other months (Gama et al., 2010). The average 

monthly rainfall-runoff regime and seasons in the Grijalva River basin are illustrated 

in Figure 4.3 (see Appendix A, Figure A1). 

 

Figure 4.3: The mean monthly rainfall-runoff regime and seasons in the Grijalva River basin 
(Adapted from Arreguín-Cortés et al., 2014).   

 

The seasonal tropical rainfall regime significantly decreases in the upstream regions 

of Grijalva catchment, within the Guatemala headwater sub-catchments, however, in 

central parts a relatively intense rainfall regime continues from September through 

October to November (Arreguín-Cortés et al., 2014). Higher rainfall is experienced in 

Chiapas from June to September while in Tabasco, occurs from June to October 

(Gama et al., 2010). However, Tabasco State is the wettest state in Mexico with an 

annual rainfall of over 2 406 mm per year, followed by Chiapas with 1 969 mm per 

year (INEGI, 2018). 

The Grijalva River originates in Guatemala in the Sierra de Cuchumatanes and enters 

Mexico, crossing the depression of Chiapas, where its flows are first regulated by four 

dams in the central depressions of Chiapas (Arreguín-Cortés et al., 2014). From the 
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highlands, the river enters the broad coastal plains of Tabasco, before discharging 

into the Gulf of Mexico. This last stretch is within an alluvial fan (delta) in which several 

branches have developed through time due to changes of the river course. The 

Grijalva and Mezcalapa Rivers form a deltaic mouth, comprising distributaries before 

coming into the sea. Also, the hydrology of the lowland areas is characterised by 

lakes, salt marshes and lagoons of shallow depths, which are interconnected by a 

considerable number of channels before draining into the Gulf of Mexico (Arreguín-

Cortés et al., 2014). 

The Tabasco State is frequently subjected to periodic and catastrophic flooding such 

as in 2007, 2008 and 2009 (Arreguín-Cortés et al., 2014). The high incidence of 

flooding in the State has been exacerbated by land subsidence, deforestation, oil and 

gas drilling and poor methods of farming which have led to excessive silting of river 

channels. Frequent flooding is a severe problem in downstream areas of the Grijalva 

River, particularly in Gaviotas flood plains, the eastern fringes of Villahermosa city. 

The city is located at the confluence of the Grijalva and Mezcalapa Rivers occupying 

an area of 61 km2 with 353,577 inhabitants. According to the 2010 Mexican Census, 

Tabasco State with 17 municipalities has a population of 640,359 inhabitants and all 

municipalities taken together have 72 towns with over 1 000 inhabitants and 116 

towns with over 500 inhabitants, all with varying levels of vulnerability to flooding. 

Flood risk management structures comprise four dams in the upper and middle 

sections of the Grijalva River (Figure 4.2). The dams are Angostura, Chicoasen, 

Malpaso and Penitas dams, built for the production of hydropower and regulating river 

flows. The dams have a significant impact on the Grijalva River flows, where natural 

flows have been reduced. Despite the dams, Tabasco flood plains continue to be 

subjected to frequent flooding from several large rivers and complex networks of 

tributaries and wetlands fed with increasing high rainfall totals (Aparicio et al., 2009). 

During these extreme flood events, floodwaters interact with pollutants from offshore 

oil extraction and agricultural areas presenting a significant risk to people’s lives, 

infrastructure and sensitive ecological habitats.  
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Worryingly, there are densely populated areas in most flood-prone areas, especially 

in Villahermosa, which often experience flooding with severe impacts on life and 

property. The city of Villahermosa occupies much of the floodplains of the La Sierra, 

Carrizal and Viejo Mezcalapa river network, which were dissected into broad flat 

plains with an average height of 10 m above sea level. In 2007, unprecedented rainfall 

fell in the Grijalva Usumacinta Basin, and produced large amounts of runoff and 

flooding around 70% of Tabasco plains with depths of 4m in some areas (Aparicio et 

al., 2009). About 20,000 people had to seek emergency shelter in Villahermosa, and 

according to the Mexican Ministry of Interior, in 2007 approximately 1.2 million people 

were affected.  

Throughout decades, Villahermosa has been subjected to frequent flooding, primarily 

due to human activities that compromise the integrity of the surrounding environment. 

Activities that alter the water environment in the surrounding catchment areas include 

the draining and diversion of river flows, siltation, deforestation and mixed farming. 

Villahermosa remains vulnerable to severe flooding, despite substantial waterworks 

and flood protection measures implemented since the 1950s. The measures 

comprise four large dams, floodwalls, river diversion at Samara River and the El 

Macayo barrier along the Carrizal River (Audefroy, 2017). 

Therefore, the State of Tabasco requires accurate flood modelling and provision of 

reliable flood forecasts to warn its inhabitants and assessing the risk of flooding. The 

availability of satellite data has the potential to enable flood modelling in the State 

and provide a flood forecasting service to manage flood risks. The outcomes of this 

project will contribute to the state's efforts in improving flood risk management in the 

area. It is expected that the research will deliver flood risk map outputs showing areas 

prone to flooding under different return periods. 
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4.1.2 La Sierra sub-catchment  

 

La Sierra catchment is one of the sub-catchments of the Grijalva basin and was 

selected as a study area to investigate the application of the flood scaling theory and 

the propagation of rainfall and parameter uncertainties (Objective 1 and 2). The sub-

catchment is located in the eastern part of the Grijalva catchment, covering an area 

of 6 743 km2. The uncertainty propagation and analysis study used a downstream 

section of the La Sierra River, approximately 8 km between Las Gaviotas Gauging 

Station (-92.89° N and 18.00°W) in the south and El Porvenir Gauging Station (-

92.91° N and 17.96°W) in the north mostly comprising downstream flood plains areas 

of the La Sierra River.  

La Sierra catchment is the wettest in Mexico with an annual rainfall total of 

approximately 4 000 mm with annual averages of 2 550 mm occurring all year (INEGI, 

2018). As a result, settlements in La Sierra flood plains were heavily hit during the 

2007, 2008 and 2009 flood events (Arreguín-Cortés et al., 2014). The flood-prone 

areas include permanent and informal settlements in the districts of Torno Largo, 

Coquitos, Valle Verde, Armenia, La Gaviotas Sur, Gaviotas Norte, La Manga I, II and 

III. There are other flood-prone areas on the left bank of the La Sierra River, 

comprising the districts of La Casa Blanca I and II and part of the downtown area of 

El Centro, which are usually affected by flooding (Audefroy, 2017).  

La Sierra nested catchments   

To apply the flood scaling theory, six sub-catchments were identified as nested 

catchments that drain surface flows from smaller sub-catchments within the main La 

Sierra catchment area (Figure 4.21). The nested catchment areas were delineated 

from seven discharge gauging stations (Table 4:6) which completely link and direct 

the river network and recognise the distributional drainage areas in a nested chain of 

catchment areas with distributional junctions (Mercado et al., 2016). Each gauging 

station represented an outlet from each sub-catchment drainage area and taken as 

nested catchment pour points (Fig. 4.21).  
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The seven nested catchments (and their sizes) were identified and named after their 

gauging stations were: Gaviotas (6 743 km2), El Pueblo (4 748 km2), El Puente (1 

787 km2), Teapa (238 km2), El Puyacatengo (128.67 km2), Oxolotan (1 416 km2), and 

Tapijulapa (698 km2), sub-catchments (Figure 4.4). However, the El Puente and 

Tapijulapa gauging stations and corresponding nested catchments were not included 

in the scaling analysis because of insufficient hydrometeorological records for the 

years under consideration.  

The main Las Gaviotas nested catchment area includes parts of Tabasco and 

Chiapas States, and its main river system begins in the central highlands of Chiapas, 

covering a drainage area of 6 743 km2 to its downstream outlet at the Gaviotas 

gauging station. The Oxolotan nested catchment was delineated from the Oxolotan 

gauge station in the southern upland areas, draining 1 416 km2. The river flows 

through the highest mountainous areas (2 216 metres above sea level) mainly 

covering mountainous areas of La Sierra (Table 4.1). Tapijulapa (698 km2), Teapa 

(238 km2) and El Puyacatengo (128.67 km2), are the smallest nested catchment 

areas and are the headwater catchments in the La Sierra catchment. The topography 

of these upper catchments comprises highly dissected mountainous areas with very 

steep slopes (4.0%) and narrow V-shaped river valleys, while downstream are areas 

are extensive and gentle (1.0%) lowland plains at 6 m above sea level. Appendix D, 

Figure D-1 describes other physiographic characteristics of each nested catchment 

area. 

Table 4:1: Characteristics of nested catchment areas in La Sierra main catchment. 

Catchment 
Catchm
ent area 

(km2) 

Length 
of the 
main 

channel 
(km)  

Minimum 
elevation 

of the 
main 

channel 
(m)  

Maximum 
elevation 

of the 
main 

channel 
(m)  

Average 
slope of 
the main 
channel 

(% 

Standard 
average 
annual 
rainfall 

Standard 
runoff 

(%) 

Gaviotas  6 743 173 615 6 2 216 1.27 1 730 20 -30 

El Pueblo  4 748 157 442 9 2 177 1.38 1 730 20 -30 

El Puente  1 787 89 219 7 902 1.00 2 101 20 -30 

Oxolotan 1 416 101 064 109 2 216 2.08 1 602 >30 

Tapijulapa  698 131 192 19 2 216 1.67 1 602 >30 

Teapa  238 42 027 35 1 106 2.55 2 513 20-30 

 Puyacatengo       129 15 370 59 644 3.81 2 461 >30 
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4.2 The SHETRAN hydrological model and data requirements  

The SHETRAN hydrological model used in this study is a physically-based fully 

distributed hydrological modelling system based on the Systeme Hydrologique 

European (SHE) model, developed by three European organisations, the British 

Hydrological Institute, the Danish Hydraulic Institute and the French firm SOGREAH 

(Abbott et al., 1986; Ewen et al., 2012). The UK Nirex Limited Company partially 

funded the development of the model to assess the health and safety of a proposed 

radioactive waste repository by studying the transport of radionuclides both on the 

surface and through shallow subsurface hydrological systems (Ewen et al., 2012). 

The hydrological model was continuously improved and equipped with additional 

features, including the sediment component and a 3D subsurface water flow 

component (Wicks et al., 1996). The model was renamed SHETRAN by the School 

of Civil Engineering and Geo-sciences, Newcastle University, after integrating 

sediment and solvent transport modules. The Danish Hydraulic Institute (DHI) 

continuously invested resources into research and redeveloped and renamed the 

SHE model to MIKE-SHE (Abbott et al., 1986). Since then, further improvements 

have been made to the software. The most significant development was the 

implementation of a fully three-dimensional subsurface (VSS) component. These 

efforts led to the current form of SHETRAN model used to solve finite difference 

equations in describing the three-dimensional integrated surface/subsurface water 

flow and transport of sediments and pollutants (Ewen et al., 2012).  

The SHETRAN hydrological model has a modular design with each element 

representing different hydrological cycle processes. The model is conceptualised as 

a sequence of columns and surface channel networks or river links running along 

column edges (Shrestha et al., 2017). Each column comprises a stack of computer 

cells with land cover type information at the top and sequential depths of soil horizons. 

The variation of catchment properties and processes and input data is interpreted 

horizontally in parallel to grid square networks by discretising the drainage system 

(Ewen et al., 2012). In this, the spatial distribution, variability of parameters and 

processes are represented in each grid column (Figure 4.4)  
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Figure 4.4: The components of the SHETRAN hydrological model (Source: Ewen 1995). 

 

The Saint-Venant and diffusion approximation equations represent overland and 

channel flow in one and two dimensions, respectively. Potential evapotranspiration 

(PET) is calculated externally, with the Penman-Monteith equation (Equation 4.1) and 

added to the SHETRAN hydrology model. The model was designed for multi-

resolution hydrological modelling and is suitable for simulations ranging from high to 

low-resolution modelling. It can provide flow simulations based on rainfall forecasts 

and data sets of potential evapotranspiration or remote sensing systems, including 

numerical model rainfall forecasts.  

Given this context of development, it is not surprising that the strength of SHETRAN 

lies in its detailed grid-to-grid modelling of subsurface flow as a variably saturated 

porous subsurface directly coupled with the surface flow (Lewis, 2016). The model 

offers a broad range of applications such as assessments of groundwater resources, 

pollutant transport and flooding from multiple sources. The SHETRAN hydrological 

model can simulate the temporal and spatial variability of water flows and storage at 

standard grid cell resolution. This study focuses on the overland flow component for 

river flow modelling in a catchment containing highly variable catchment conditions 
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and processes and a channel system that feeds surfaces and subsurface processes 

with variable responses to rainfall. The utility of the SHETRAN model is demonstrated 

in this study by simulating river flows in a large tropical basin. However, the 

subsurface, sediment and solute transport capabilities are not fully employed, but the 

model developed can be further developed and improved to a model with such 

capabilities. 

4.2.1  Criteria for model selection 

 

The primary criterion for selecting the SHETRAN hydrological model was focused on 

understanding and defining the purpose of the model in this research (Wittwer, 2013). 

The selection considered data availability, catchment area size, topographical 

conditions and rainfall (Jakeman et al., 2006). It included how the catchment 

conditions and processes need to be represented in the model. The criteria required 

maintaining a balance between the purpose of the model, availability of model 

software, desired outputs, support and constraints due to computational costs and 

data availability. The following were taken into consideration (Cunderlik, 2003).  

Type of model 
 

The recommendations of the World Meteorological Organisation for selecting 

hydrological models were followed (Table 4.2) (Wittwer, 2013). The guidelines set out 

some basic questions for aiding model selection based on three primary model 

categories (fully distributed, semi-distributed and lumped models) (Scanlon et al., 

2002). The selection is based on catchment size, the dominant rainfall that causes 

flooding, topographic characteristics and availability of gridded datasets (Wittwer, 

2013). However, in selecting a suitable model for the large-scale hydrological 

modelling in the Grijalva catchment more attention was given to catchment conditions 

and processes, including the availability of datasets. The SHETRAN hydrological 

model was chosen to represent the highly variable catchment conditions and 

processes in the catchment area. 
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Table 4:2 The standard questions and guidelines for model selection proposed by the 
WMO (Wittwer, 2013). 

Question 1 

Catchment size? 

Small 

(headwater) 
Medium Large 

Routing 
Mostly not 

needed 
Hydraulic/hydrology 

Hydraulic/hydrology 

Level to level correlations 

Type of model Lumped Semi distributed Distributed 

Question 2 
Catchment topography? 

Flat/plain Moderately/hilly Pronounced/Mountainous 

Type of model Lumped Semi distributed Distributed 

Question 3 
What is the predominant flood causing rainfall? 

Seasonal Frontal/advective Convective 

Recommended 

data resolution 
Daily Daily/hourly Hourly/sub-hourly 

Type of model Lumped Semi distributed Distributed 

Question 4 Are gridded data available? 

  

Constraints No Intermediate Yes 

Type of model Lumped Semi distributed Distributed 

 

Model availability 
 

Another criterion considered in the selection of the SHETRAN hydrological model 

was its accessibility as an open-source or upon request or by agreement. The model 

software is available for use both along with an active developer community with the 

possibilities of using the model for several purposes (Scanlon et al., 2002; Kauffeldt 

et al., 2016). The SHETRAN and LISFLOOD hydrological models were two options 

that were available for this research. Considering the criteria above, the LISFLOOD 

software was not open-source and not freely available, and this made it less suitable 

for this project. Therefore, the SHETRAN model was a suitable option and selected 

for hydrological modelling in the Grijalva catchment. Though the model had its 

advantages and disadvantages, it was envisaged that the chosen model would be 

subject to further analysis and minimisation of errors and uncertainties. 

  



 

98 

 

 

 Existing support and user community  
 

The SHETRAN model was also chosen based on the presence of active users and 

as a model that is actively developed with its core developers defined to ensure 

sufficient support and for this research to recommend improvements. A requisite was 

a “user group” where users can ask, share problems, where they can get solutions 

quickly (Scanlon et al., 2002). The group was supposed to be large enough to provide 

adequate help without having to wait long times. Availability of technical support for 

model set up in the form of user guides and documents to guide potential users was 

also a criterion. (Kauffeldt et al., 2016). 

 

Input data requirements  
 

Model selection criteria also focused on the availability of input datasets, where the 

availability of gridded data was limited, the lumped model would have been the only 

choice (Scanlon et al., 2002). Whereas distributed models require large datasets that 

must be available and extracted from existing databases and the datasets should be 

available both in sufficient quantities in terms of spatial and temporal resolutions and 

in-terms of variables required for the flood modelling undertaken. All input data 

required for modelling were supposed to be available within time and cost constraints 

of the project (Kauffeldt et al., 2016). 

 

The flexibility of model grid structure 
 

The selection was also based on model scalability as per this study's requirement, 

which is a thorough representation of parameter variability and the model's ability to 

respond to short term variations in rainfall in different parts of the study area. The 

SHETRAN model uses a gridded structure where each grid/cell represents a 

computational unit. The flexible gridded structure uses the same spatial discretisation 

to describe the spatial variability of forcing data, geology, topography, soils and land 

cover to produce discharge simulations. 
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Flexibility in temporal resolution 
 

The model should provide the possibility of being run at a flexible temporal resolution 

that can be changed to represent the typically localised and variable rainfall 

experienced in the study area. If the flooding results from seasonal rainfall, then the 

daily data would be available, if it is caused by convective rainfall, then the sub-daily 

rainfall data would be required.  

 

Size of the model domain  
 

This study was developed at a regional level, where hydrological components have 

interactive and complex relationships. A process-based and fully distributed model 

was suitable for detailed definition of highly variable catchment conditions and 

processes in the study area. The criterion relied on the regular squared grids that are 

scalable and can capture individual variations/heterogeneity of catchment properties 

and processes in the study area. 

4.2.2 Data requirements and processing  

 

The SHETRAN hydrological model uses raster data and is closely coupled with GIS 

systems for processing its parameter maps (Table 4.3). GIS tools were used for data 

processing, which included spatial information analysis, map editing and presentation 

of findings, watershed description and interpretation using powerful distribution and 

location functions. The GIS hydrological tools were used to process the Digital 

Elevation Model (DEM) by extracting information on watershed boundaries, slope, 

flow path, Flow Accumulation and network configuration, providing a suitable 

framework for the SHETRAN hydrological modelling work. Raster maps for soil, 

vegetation, land use and water bodies were developed within the GIS environment. 

These included data layers showing the river channel network and rainfall gauge 

Thiessen polygons. All parameter layers developed were then converted into an 

ASCII file format compatible with SHETRAN data file requirements.. 
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Table 4:3 The primary data sources and types required for the SHETRAN hydrological modelling. 

Data 
category Data type Dataset Derivatives Source 

Satellite 
data 

Topographic 
SRTM 90m Digital Elevation 
Model (DEM) 

Flow Direction Grid (FDR) 
Flow Accumulation (FAC) 

Shuttle Elevation Derivatives at multiple Scales 
(HydroSHEDS) 

Rainfall 
TRMM_3B42; TRMM (TMPA) 
Rainfall Estimate L3 3-hour 
0.250 x 0.250 V7 

2013-2015 rainfall time series 
2016-2017 rainfall time series  

Geospatial Interactive Online Visualisation and 
Analysis database (Giovanni) data portal 

Evapotranspi
ration 

Potential Evapotranspiration 
(PET) 

2013-2018 Evapotranspiration 
time series  

Famine Early Warning Systems Network 
(FEWS NET) global data portal 

Discharge River discharge 1998-2020 Daily river discharge Dartmouth Flood Observatory 

Soil Parameter dataset 2 x 2 km gridded soil layer 
Food and Agriculture Organisation (FAO) 
Harmonised World Soil Database (HWSD) 
database 

Land use Parameter dataset 2 x 2 km gridded land-use layer 
National Institute of Statistic and Geography 
(INEGI) 

Vegetation  Parameter dataset 2 x 2 km gridded vegetation use 
layer 

Moderate Resolution Imaging 
Spectroradiometer (MODIS) 

In-situ data 

 
 
 

Rainfall 
Observed daily rainfall 
datasets 

Observed daily 
2013-2015 and 2016-2017 rainfall 
time series dataset  

Mexican National Climatological Database, 
CLImate COMputing (CLICOM) 

Discharge Observed river discharge 
Observed daily 
2013-2015 and 2016-
2017discharge time series 

Mexico surface Water Management and Rivers 
Engineering (GASIR) National Surface Water 
DataBank databases (BANDAS), 

Soil Parameter dataset Soil types classification grid 
 
National Institute of Statistic and Geography 
(INEGI) 

Land use Parameter dataset Master map and land use grid 

Vegetation Parameter dataset Vegetation grid 
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Data quality checks  

All data sets were required to be of acceptable quality and accuracy before 

hydrological modelling. In particular, rainfall, potential evaporation and discharge data 

were checked for quality, continuity, reliability and pattern consistency. Incorrect data, 

anomalies and availability of data for calibration and validation periods were also 

checked. Then checks were done for time lag, time series rainfall and discharge 

patterns, including whether the data meet the predicted catchment trends. 

The first thing was to convert data into standard units and into the same units and by 

plotting, for example, rainfall (mm/hr), potential evapotranspiration (mm/hr) and 

discharge data (m3/s) in adjacent excel columns. In the first column the common time 

format or function (dd/mm/yyyy/hh:mm) was used. To enable checking all datasets 

were converted into the same units, for instance, where discharge values originally in 

m3/s were converted to mm/hr, using the value *3 600*1 000/area in m2 converter. 

Subsequently, all the time series data (now with same units), were plotted together to 

show up any spurious or missing values. Comparisons were made to track significant 

rainfall-runoff events in terms of time lag, recession limps and peaks (Birkinshaw, 

2012). The data were also checked for continuity and reliability using the Pivot table 

functions in excel. The functions summarised time series data for long-term bias 

estimates by plotting monthly values using the 'Month and Year' scales (Appendix A-

1).  

Data quality checks were carried out on time-series data with missing values; thus, 

incomplete series data were reviewed and validated with identical observed data. 

Prolonged dry periods of more than a month were established and excluded if 

comparable dry periods were not identified at nearby stations, including removal of 

duplicate rainfall totals in consecutive sub-daily scales. However, some time series 

data required filtering to eliminate systematic errors due to measurement instruments. 

Generic procedures were used to detect anomalies and outliers, some of which 

involved removing data from the upper and lower ranges identified for the observed 

average (Wilby et al., 2017). Recognising sources of data spikiness embedded in 

some measuring devices were considered, but spikes were not uncritically removed; 

cross-checking was performed against nearby gauge datasets for any unexpectedly 

high data values. 
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Topographic data processing  

 

The Digital Elevation Model (DEM) was used as the principal data source representing 

watershed properties in the SHETRAN hydrological model. The elevation data were 

converted from latitude and longitude coordinates to the Mexican national grid 

projected coordinate system. Initially available at 3-arc resolution, the dataset was re-

sampled to 2 x 2 km grid cell resolution (Figure 4.5) to fit the selected SHETRAN model 

grid size. The re-sampling of the DEM resulted in voids, sinks or pits that required re-

processing of the dataset using an automated void filling procedure outlined in Jenson 

and Domingue (1988), and Clark et al. (2017).  

The hydrologic terrain analysis tools in ArcGIS were used to create Flow Accumulation 

grids (FAC) that defined the number of upstream areas draining into each grid cell. 

The Flow Direction Grid (FDR) was also developed to determine the direction of flow 

from each grid to the steepest downstream neighbouring grid. A Grid Mask was 

produced for delineating the model domain. The location of the channel flow routes in 

SHETRAN was calculated by computing the number of upstream squares flowing in 

the downstream direction into each square. A river channel link was created when they 

reach a certain number. Channel heights were based on two adjacent grid squares, 

and sometimes heights were adjusted using the ArcGIS Fill tool so that the 

downstream flow path would always be present (Birkinshaw et al., 2010).  

However, where significant tributaries and other sections of the existing river network 

were not showing, they were “burned” into the DEM to reduce elevation values of 

pixels in locations where the river channel is located (Clark et al., 2017). Lastly, all 

raster DEM layers developed were processed to make them compatible with 

SHETRAN regarding grid size and format with other raster layers, for example, soil 

type, vegetation type, water bodies and land use (Figure 4.5). 
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Figure 4.5: Digital Elevation Model (DEM) for Grijalva catchment at 2 x 2 km grid resolution. 

 

Soil and land cover 

The SHETRAN hydrological model also required raster grids for soil and land cover 

types to specify the land surface properties, vegetation and land use that partition 

rainfall into infiltration and runoff. The soil and land cover data for each SHETRAN grid 

square were obtained from the 1km grid resolution the Harmonised World Soil 

Database (HWSD) database (FAO, 2018). Land cover types in the catchment were 

divided into seven groups, namely: arable, bare land grass, deciduous forest, 

evergreen forest, shrub and urban (Figure 4.6). This study used spatial patterns of 

satellite remote sensing data for parameter representation of spatial variations, which 

is a valid source of information for distributed hydrological modelling undertaken 

(Dembélé et al., 2020). Details of each land cover type, including parameter ranges 

were derived from the literature. 
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Figure 4.6: Land cover types at 2 x 2 km grid map for the SHETRAN parameters. 

 

Soil maps were obtained from FAO, (2018) and INEGI, (2011, 2012) data portals. The 

topsoil and subsoil textures were used to assign the SHETRAN soil parameter values 

for saturated water content, soil conductivity, residual moisture content, saturated 

hydraulic conductivity and the van Genuchten parameters were specified from 

literature (Sreedevi and Eldho, 2019; Birkinshaw et al., 2017; Bathurst et al., 2004). 

The soil texture parameters were classified according to the British soil classification 

in which the distribution of the size of particles within the soil defines a soil type. 

Primary soil types considered were medium clay, coarse and highly productive aquifer 

through cracks. The spatial data were aggregated to 2 km SHETRAN grid squares 

with the soil profile chosen to be the most dominant in that square (Birkinshaw et al., 

2017). Later, all gridded parameter layers were converted to ASCII file format and 

integrated as model files in SHETRAN to represent the spatially distributed and grid 

parameter values (Figure 4.7).  
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Figure 4.7: The soil grid map and categories used for setting up the SHETRAN hydrological 
model. 

 

Potential evapotranspiration   

The Potential evapotranspiration (PET) dataset represented the combined 

transpiration and evaporation from surfaces that are covered by a grass crop and 

whose water supply is unlimited. The Potential Evapotranspiration (PET) dataset was 

obtained from the global daily potential evapotranspiration database provided by the 

Famine Early Warning System Network, (FEWS NET) global data portal (FEWS NET 

2018). The PET data set was calculated using net meteorological variables of 

radiation, temperature, humidity and wind speed using the Penman-Monteith equation 

as: 
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𝛌𝐄 =
∆(𝐇𝐧𝐞𝐭 − 𝐆) + 𝐩𝐚𝐢𝐫.𝐂𝐩.

𝐞𝐬−𝐞𝐬

𝐫𝐚

∆ + 𝛄(𝟏 +
𝐫𝐜

𝐫𝐚

 

 

          Equation 4.1  

Where λE is latent heat flux density (MJ/m²/h), E is depth rate of evaporation (mm/h), 

Δ is the slope of the saturation vapour pressure-temperature curve (kPa/°C), Hnet net 

is radiation (MJ/m²/h), and G is soil heat flux (MJ/m²/h) 

4.2.3 Rainfall data processing 

Rainfall was considered to be a critical hydrological variable and primary input data for 

the spatially distributed hydrological modelling undertaken (Chen and Wang, 2018). It 

was noted that accurate flood modelling and reliable simulations could not be achieved 

if the accuracy of input rainfall data were not high enough (Li et al., 2018). Also, no 

model, however well-founded in physical process theory or empirically supported by 

historical observations, can provide reliable flood simulations if enforced with 

inaccurate rainfall input data (Beven, 2008). In this regard, error quantification and 

correction of rainfall input data were considered necessary for the accuracy of the 

hydrological modelling undertaken and to ensure reliable simulations. Geostatistical 

methods (Kriging) were used for spatial interpolation of point rain gauge rainfall to 

continuous surfaces, merging interpolated rain gauge with satellite rainfall 

and topographical data and also for the quantification of errors used to improve the 

rainfall input data.  
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Available rainfall datasets 

Rain gauge and satellite rainfall data were two key sources of rainfall data used in 

SHETRAN hydrological modelling and the datasets were merged, and errors 

quantified to improve rainfall input data for the model. 

Rain gauge rainfall data 

Daily rain gauge data from thirty-three rain gauge stations covering 57,958 km2 of 

Grijalva catchment area were available for four years between January 2013 and 

December 2017. This translated to an average rain gauge network density of one rain 

gauge per 1 700 km2 in the study area (Figure 4.8). The rainfall data were obtained 

from the Mexican rainfall database (CLIMCOM), maintained by the Mexican 

Meteorological Service (Servicio Meteorologico Nacional, SMN) and the Mexican 

Water Commission (Comision Nacional de Agua).  

Although the rainfall data were subjected to initial quality control before archiving it 

was not possible to obtain continuous temporally and spatial representative rainfall 

data for the study area. The spatial distribution of rainfall rain gauge stations in the 

Grijalva catchment was uneven with many gauges concentrated in highly populated 

areas, particularly in lowland areas of Tabasco and sparsely distributed in 

mountainous areas in Chiapas (Figure 4.8). In the southern areas of the study area, 

including in the southern headwater catchment areas in Guatemala, there were few 

stations such that each rain gauge represented an extensive area.   

Nevertheless, the available rain gauge rainfall data provided direct point accurate 

rainfall estimates, though with limitations in describing its variability in the catchment 

(Pedersen et al., 2010; Sideris et al., 2014). Thus, the datasets were considered 

accurate point reference of rainfall in the study area collected directly at specific points 

and provided the best description of rainfall received but with limited spatial coverage. 

Thus, it was considered impossible to obtain accurate rain gauge rainfall estimates 

from rain gauge data alone, so satellite rainfall datasets were used to supplement rain 

gauge rainfall shortfalls in the study area. 
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Figure 4.8: The distribution of dams, rain gauge and river gauging stations and associated 
river network in the Grijalva catchment. 
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Satellite rainfall datasets 

Satellite rainfall data were available at 3-hour, daily (24 hours) and monthly temporal 

resolutions, however, the datasets were of the same spatial resolution, at 0. 25o x 0. 

25o (approximately 25 x 25 km) (Figure 4.9) (Acker and Leptoukh, 2007; Huffman et 

al., 2010; Verdin et al., 2016). The latest Version 7 of the TRMM 3B42 of satellite 

rainfall products were freely available from the Giovanni online data portal, maintained 

by the NASA Goddard Earth Sciences Data and Information Service Centre (GES 

DISC) (https://giovanni.gsfc.nasa.gov/giovanni/). The satellite rainfall datasets 

provided the spatial description of rainfall information, particularly in areas where rain 

gauges were not available (Figure 4.9 and Appendix A, Figures A 4). The datasets 

were used to represent the overall spatial distribution of rainfall in the study area, 

although the data are less accurate in estimating rainfall intensity (Dinku et al., 2014). 

 

Figure 4.9: Time-averaged map of mean daily rainfall over 2013 to 2017 period at 0.25 
degrees spatial scale (Approx. 25 x 25 km) [TRMM_3B42_Daily v7] in the Grijalva catchment 
area, Mexico. 

https://giovanni.gsfc.nasa.gov/giovanni/
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Comparisons of rain gauge and satellite datasets 

The available rain gauge and satellite rainfall datasets were both considered to have 

limitations and merits. Each rainfall dataset had its advantages and disadvantages, 

and none of them seemed to be perfect. 

Satellite datasets had the advantage of providing large and continuous spatial rainfall 

coverage, while rain gauge rainfall was considered accurate only at a few locations 

(Grimes et al., 1999; Dinku et al., 2014). Although satellite rainfall data provided 

opportunities to map rainfall at high temporal resolution, however, it had several 

inherent errors related to observation, instrument, and uncertain rainfall retrieval 

algorithms. For example, Chen et al., (2016) reported that the 3B42V7 satellite rainfall 

data underestimate low-intensity rainfall <24 mm and overestimate high-intensity 

rainfall (>100 mm) (see Appendix A, Figures A 2). Other critical shortcomings of 

satellite rainfall include the heterogeneous time series, a short period of observation 

and low accuracy, particularly at higher temporal and spatial resolutions (Grimes et 

al., 1999; Dinku et al., 2014). Also, satellite rainfall measurements were estimated from 

the physical characteristics of cloud top temperatures and hence provided an indirect 

measure of rainfall, based on temperature-rainfall correlations.  

Although rain gauge rainfall data provided direct point accurate rainfall estimates, it 

was corrupted by random and systemic measurement errors. The systematic error 

was the most common, a likely result of losses due to the wind, wetting, evaporation 

and splashing. Furthermore, the rain gauge data had gaps in time series, incomplete 

values for significant events, others with spurious values, and pattern inconsistency. 

Also, the tipping bucket gauges used throughout the study area are known to 

underestimate rainfall for extreme events, compared to weighing bucket gauges. 

Thus, to eliminate rainfall errors, it was necessary to merge both datasets to 

compensate deficiencies in each (Vila et al., 2009; Verdin et al., 2016; Chen and 

Wang, 2018). The merging of rain gauge and satellite rainfall datasets was envisaged 

to generate an improved rainfall product that has both high spatial and quantitative 

accuracy.  
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Rainfall data scale issues and merging  

Rain gauge and satellite rainfall datasets were required to be merged to correct and 

improve rainfall information in the study area. The fact that each dataset provided 

rainfall estimates at different temporal and spatial scales complicated the integration 

of the two datasets (Goovaerts et al., 1997). Rain gauge rainfall data were available 

at daily resolutions while the satellite data were available at 3-hour, daily and monthly 

temporary scales.  

Thus, daily rain gauge rainfall datasets were computed to the same monthly rainfall 

scale as satellite data to allow merging of the two (Huffman et al., 2010). The daily rain 

gauge and the 3-hour satellite rainfall resolutions were not used, as they were 

considered to be of high resolutions, which would provide a detailed variability of 

rainfall, not suited for a catchment with a sparse distribution of rain gauges.  For long-

term bias calculations, monthly rainfall resolution was used to better reflect the strong 

regional effects of topography and local circulation, which play a key role in the 

generation of rainfall in the area and so that the data can be easily smoothed over 

large scales (Vila et al., 2009). 

The daily rain gauge rainfall data were summarised into mean monthly values at each 

rain gauge station using Excel Pivot tables (Appendix A-1). The rainfall aggregation 

was carried out using the average summary functions of the Pivot tables to obtain 

average monthly rainfall for the study area. Subsequently, excel rainfall data tables 

were developed, comprising a list of all rainfall gauge names, corresponding 

coordinate locations, sub-catchment and average monthly rainfall values, and these 

were loaded into ArcMap and translated into shapefiles to store their geometric 

properties. A one-to-one relationship was maintained between individual rain gauge 

data attributes linked to record numbers, gauge name, monthly rainfall values and rain 

gauge positions as vector points.   

Using the Kriging spatial model, point rain gauge rainfall datasets were interpolated 

and upscaled to 2 x 2 km2 grid resolution before merging (Figure 4.10 and 4.11). The 

satellite rainfall datasets originally at 0.25 x 0.25 latitude/longitude grid-scale were 

downscaled to a fine spatial resolution of 2 x 2 km2 grid (Figure 4.12) using the ArcGIS 

Resampling tool.  
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Figure 4.10: The mean monthly rain gauge rainfall distribution interpolated at 2 x 2 grid-
scale (over 2013 to 2017 period) before merging. 

 

The point rain gauge values were interpolated to areas with sparse rain gauge data at 

the same spatial resolution of 2 x 2 km2 grid (Figure 4.11; Appendix A, Figures A 3) 

and subsequently combined with satellite data (Bringi et al., 2011). The Kriging spatial 

model was used to merge the point rain gauge and the satellite dataset to improve 

rainfall data for the study area (Grimes et al., 1999). The merging process of rain 

gauge and satellite rainfall datasets is summarised in Figure 4.13 and described in 

Section 4.2.4. 
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Figure 4.11: The average monthly rain gauge rainfall distribution interpolated and 
upscaled at 2 x 2 grid-scale (over 2013 to 2017 period) before merging and compared 
to satellite rainfall below. 

Figure 4.12: The mean monthly satellite rainfall grid map (3B42V7) downscaled at 2 
x 2 km grid-scale (over 2013 to 2017 period) before merging and compared to rain 
gauge rainfall above. The rainfall product underestimated rainfall amounts in the 
area and overestimate the Pacific coastal mean rainfall. 
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Figure 4.13: Merging process of rain gauge and satellite rainfall datasets. 
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4.2.4 Geostatistical technique 

Kriging, a geostatistical interpolation technique, was used as a weighted linear 

combination of available rainfall gauge data to estimate rainfall at ungauged locations 

and minimise expected squared errors (Verdin et al., 2016). The technique provided 

the best unbiased linear estimates of rain gauge point values to derive estimates of 

rainfall at ungauged locations based on a fitted theoretical variogram (Nerini et al., 

2015). The estimates of rainfall values at ungauged locations were obtained as a 

weighted combination of all gauged rainfall values using this general formula: 

𝑟(𝑠) = ∑ 𝜆𝑖𝑟(𝑠𝑖)

𝑁𝑆

𝑖=1

 

Equation 4.2 

Where r(si) is the estimated value at the ith location, λi is an unknown weight for the 

measured value at the ith location; si is the prediction location, and Ns is equal to the 

number of measured values.  

The block kriging method, an extension of Kriging technique, was used to upscale 

point rain gauge observations to blocks of 2 x 2 km2 (Figure 4.10, 4.11 and 4.13) and 

geostatistical layers were converted into raster format using the GA Layer to Grid 

geoprocessing tool. 

Block kriging 

Block kriging works by predicting the average value of rainfall for several specified 

grids, and the value is averaged over the entire grid. The method uses a moving 

neighbourhood or block of given dimensions to estimate the average Z values over a 

surface (Teng et al., 2017). The average value of attribute Z over a block V centred at 

u, the block mean value Zv(u) is defined as: 

Equation 4.3 

The block value Zv(u) is a linear average of the N point estimators and has a minimum 

variance of estimation error.  
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The technique was used to estimate the average rainfall field from a point rain gauge 

location to up-scaled blocks of 2 x 2 km2 covering the entire model domain (Figure 

4.10 and 4.11). There are three Geostatistical model variants of the Kriging technique, 

the Ordinary Kriging (OK), the Ordinary Cokriging (OCK) and Kriging with an external 

drift (KED) (Verdin et al., 2016). The Ordinary Kriging OK technique was used with 

rain gauge information only, while the other two techniques incorporated secondary 

information to improve prediction in ungauged areas (Goovaerts 1997). In this study, 

the Cokriging with external drift (KED) technique was employed to incorporate satellite 

and topographic data to further improve the spatial interpolation of the rain gauge 

rainfall values in the study area (Grimes et al., 1999). 

Cokriging with external drift (KED) technique 

Cokriging with external drift (KED) is an extension of ordinary kriging that estimates 

rain gauge rainfall using secondary variables, satellite rainfall and topography datasets 

that were extensively available and known in the study area (Goovaerts 1997). The 

KED technique was used to integrate secondary variables (in this case satellite and 

topographic data) as they represented a trend surface to which the mean rainfall was 

linearly related to, expressed as::                         

               
Equation 4.4 

Where m*1(u) is the mean rain gauge rainfall measured at location u; Z2(u) is the value 

of the topographic variable at the same location; a and b are unknown coefficients.  

The basis for the Cokriging with external drift merging technique used in this study 

was the assumption that rainfall error estimation has an inherent spatial structure 

defined by location and elevation (Verdin et al., 2016). A Digital Elevation Model (DEM) 

was employed to incorporate topography as complementary information that can 

improve the interpolation of rainfall in the study area (Lloyd and Atkinson, 2004). The 

goal of using topographic information was to increase the accuracy of the 

representation of local rainfall variability in the Grijalva catchment area since elevation 

and rainfall co-vary locally. Thus, elevation data were included as a covariate due to 

its direct influence on rainfall occurrence in the area.   
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4.2.5 Implementation of Geostatistical rainfall analysis 

The first step used in implementing the Geostatistical Rainfall Analysis was to explore 

rainfall data using the Exploratory Data Analysis tool to investigate the statistical and 

spatial characteristics of available rainfall data. The following three data features were 

verified: dependency, stationarity and distribution (Verdin et al., 2016). Three primary 

Geostatistical data tools were used to explore these features, and these were 

histogram exploration, semivariogram and trend analysis. 

Histogram exploration of rainfall distribution  

A histogram exploration of the distribution of rainfall datasets was done to find out 

whether the data had a Gaussian distribution, or whether the transformation of the 

data was necessary to approximate a normal distribution for an effective Geostatistical 

analysis. The Kriging technique is driven by the Gaussian distribution to estimate the 

mean value of the rainfall, and the data needed to follow a normal distribution at least 

approximately. The data were checked for normal distribution by looking if it follows a 

bell-shaped or if the mean and median are similar or close together, the skewness 

near zero and kurtosis is near three (Figure 4.14). If the data is highly skewed, the 

data was transformed to make it normal. The Geostatistical Analyst provides 

functionalities for data transformation, namely: Log-normal, Box-Cox or Normal Score, 

so that the data became closer to a normal distribution (Figure 4.14) and this was 

essential to increase the accuracy of the Kriging predictions. 

 

  

Figure 4.14: Histogram of some of the rain gauge rainfall data after Log-normal and Box 
transformation. Data now has increased symmetry. Several rainfall maps in this study 
required Log-normal transformation, also called Log-normal Kriging. 
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Besides the histogram, a QQ plot was used to compare the distribution of data to the 

standard normal distribution, providing a further measure of normality. The plot (Figure 

4.15) showed the distribution of rain gauge rainfall data against the expected normal 

distribution, where observations should lie approximately along a straight line. If the 

data is not normal, the points form a curve deviates much from the straight line. 

Figure 4.15: A QQ plot showing the distribution of rain gauge rainfall data against the 
expected normal distribution where observations should lie approximately along a straight 
line. 

Determining autocorrelation using the semivariogram 

Besides exploring data using a histogram and a QQ plot, the best rainfall 

semivariogram model in the study area was selected before the application of the 

Kriging technique. A variogram model summarises the spatial variation of rainfall and 

describes how its variation changes with the increasing separation distance between 

rain gauges (Chappell et al., 2013). The model 𝛾(h) calculates half the average 

squared difference between paired data values and computed as: 

𝛾̃(ℎ) =
1

2|𝑁(ℎ)|
∑ |

(𝑖,𝑗)𝜖𝑁(ℎ) 

𝑟(𝑠𝑖) − 𝑟(𝑠𝑗)|2 

  Equation 4.5 

Where N(h) is the number of observations and |N(h)| is the observed number of point 

pairs si and sj that are within a tolerance of a given lag |si − sj| = h.  
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The formula calculates half the difference squared between rainfall values of paired 

rain gauge locations. To ensure correct Kriging interpolation and optimal merging of 

rain gauge and satellite rainfall datasets, several experimental semivariograms were 

tested/checked by analysing spatial dependencies in rainfall datasets (spatial 

correlation) (Figure 4.16) 

 

Figure 4.16: A semi-variogram/Covariance model summarising the spatial variation of 
rainfall in the study area and how the variations change with the increasing separation 
distance between rain gauges. 
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Stationarity  

The Kriging technique also relies on the assumption of stationarity, requiring in part 

that all data values come from a distribution that has the same variability (Johnson et 

al., 2001). Stationarity proceeded distribution assumption and is a statistical property 

of rainfall that does not rely on exact locations requiring observations be replicated to 

estimate errors in the datasets (Verdin et al., 2016). The basic simple Kriging 

estimators under the assumption of weak stationarity were defined by Goovaerts et 

al., (1997) as: 

𝛾(ℎ) =
1

2
𝑉𝑎𝑟[𝑟(𝑠𝑖) − 𝑟(𝑠𝑗)] 

Equation 4.6 

Where h = ||si − sj || is the Euclidean distance between observation locations si and sj . 

It should be noted that the value of h has units of metres since latitude and longitude 

are translated to easting and northing (Verdin et al., 2016). 

Stationarity was used to obtain the replication of observations and to estimate errors 

in the datasets. The mean of rainfall at one location should be equal to the mean at 

any other location and data variance constant and the correlation between any two-

gauge locations should not have exact locations (Goovaerts et al., 1997). 

Cross-validation 

The cross-validation process consisted of diagnostic tests done to show whether the 

model was appropriate and whether the model could provide the best rainfall 

estimates. The process also helped to make informed decisions about whether the 

model would provide the best predictions and use it for interpolation and merging. The 

statistical values obtained showed whether the interpolated values were realistic 

(Oliver et al., 2014) 

Two different validation processes were performed to estimate the performance of the 

Kriging predictions. The leave-one-out cross-validation (L-1-OCV) was done by 

removing one rain gauge at a time from the analysis and recalculating its value from 

the remaining data. The process comprised withholding one or more rain gauge rainfall 

values in the study area and then use the model to predict the same values at a 
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particular location selected (Johnson et al., 2001). It was also performed by splitting 

the sample size randomly into a training (80%) and a test (20%) subset. The training 

subset was then used to predict the values of the test subset. In this way, comparisons 

were made on the predicted value to the observed value and useful information on the 

accuracy of the model was obtained. Geostatistical analysts provided several graphs 

and summaries of observed values, including predicted values, and a summary of 

model diagnostics statistics on Kriging prediction performance (Figure 4.17).  

Model performance metrics 

 

The Geostatistical tool provided five diagnostic algorithms, described below to assess 

whether the model developed can provide the best estimates of rainfall interpolation. 

 

Mean Error   

The mean error measures the average difference between the observed and predicted 

mean monthly rainfall values. The mean error is given as: 

Equation 4.7 

If the prediction of values is accurate, then mean error should be close to zero. 

 

Root Mean Square error (RMS)  

The Root Mean Square error (RMS) measures the prediction accuracy of the model 

by calculating the average error and is weighted according to the square error. It is 

computed as the square root of the average of the squared distances as given below: 

Equation 4.8 

The smaller the RMS prediction error, the better or, the closer the predictions are to 

their actual values (Johnson et al., 2001).  
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Also, when the RMS is close to ASE, then the variability in prediction is correctly 

assessed since the two different estimates of prediction error give similar results. 

 

Average Standard Error (ASE)  

The Average Standard Error (ASE) provides the prediction standard errors as given 

as: 

Equation 4.9 

If the ASE were close to the RMS value, then the variability in prediction is correctly 

assessed. Also, if ASE value is greater than RMS value, it means the model is over 

predicting the variability of predictions (Johnson et al., 2001). 

 

Mean Standardised Error (MSE)   

The Mean Standardised Error (MSE) measures the average of the standardised 

errors, and the value should be close to 1. 

Equation 4.10 

Root Mean Square Standardised Error (RMSS)   

The Root Mean Square Standardised Error (RMSS) error reflects the accuracy of the 

model by considering the variability of the rainfall data. The RMSS prediction error 

should be close to 1. 

Equation 4.11 
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CoKriging model performance   

The cross-validation process provided diagnostic measures that show whether the 

model can provide the best estimates of rainfall interpolation and merging (Figure 

4.17). The smallest RMS prediction error was 1.65, showing that the model developed 

was an optimal model for rainfall interpolation and merging in the study area. Multiple 

tests were conducted to ensure that the RMS error was close to the ASE, and the 

nearest was 1.99 for RMS and 1.83 for ASE, the smallest difference was 0.16. The 

Mean Standardised Error was close to zero at 0.03, and the Root Mean Square 

Standardised Error was close to 1, at 1.65. With these results, the model was 

considered optimal for rainfall interpolation and merging in the study area. 

 

Figure 4.17: Summary of model diagnostics statistics on CoKriging prediction performance 
showing that the model can provide the best estimates of rainfall interpolation.  
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4.2.6 Rainfall correction 

The correction of rainfall input data for the SHETRAN hydrological model was 

performed following Vila et al. (2009) rainfall correction procedure that uses an additive 

correction scheme. The rainfall scheme used in this study included the calculation of 

the difference between the observed monthly rain gauge rainfall and the interpolated 

and merged rainfall data at each rain gauge station to obtain rainfall bias for each 

station (Appendix A, Figures A5). Monthly rain gauge rainfall values were higher 

compared to merged rainfall data due to satellite rainfall, which usually underestimates 

the amount of rainfall (Appendix A, Figures A2). As a result, subtracting merged rainfall 

from monthly rain gauge rainfall did not yield negative rainfall values. 

The rainfall error quantification and correction were done in two stages: 1) Finding the 

long-term monthly difference between observed monthly rain gauge rainfall and the 

merged rainfall dataset derived from Kriging interpolation. 2) Adding the long-term 

difference (bias) to rainfall input data at each time interval to improve model input 

rainfall accuracy. The additive bias correction was defined using (Equation 4.12).  

                                        𝑪𝒐𝒓𝒓𝒓𝒂𝒊𝒏𝒇𝒂𝒍𝒍 = 𝑹𝒂𝒊𝒏𝒔 + (𝑹𝒂𝒊𝒏𝒈
𝒊 −  𝑹𝒂𝒊𝒏𝒎

𝒊 )                     

 Equation 4.12  

Where: Corrrainfall  represented the corrected rainfall, Rains satellite rainfall, Raing the 

gauge rainfall and Rainm the merged rain gauge rainfall data and the bar 

(𝑹𝒂𝒊𝒏𝑮
𝒊 −  𝑹𝒂𝒊𝒏𝒎

𝒊 )    represents the bias between observed rain gauge rainfall and 

merged rainfall dataset at each gauging station (denoted by the superscript i).   

The correction of rainfall input data for the model was then carried out by adding the 

mean rainfall bias obtained to each rainfall time series step at each rain gauge station 

(Equation 4.12). However, Vila et al. (2009) reported that the additive bias correction 

equation is not suitable when rain gauge rainfall values are low, particularly for sub-

daily rainfall observations. Such situations are typically the case with short-term rain 

gauge rainfall (sub-daily and daily rainfall) which is much more variable, often with 

zero or low values compared to merged rainfall combined with regional effects such 

as topography which further smooths rainfall details. However, when dealing with 

highly variable daily rainfall data with low rainfall values, another component of the 
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additive formula available was the multiplicative bias correction (Equation 4.13) 

which suggests a ratio between the gauge and merged rainfall datasets. The ratio 

bias correction (RAT) is defined as: 

𝐫𝐫⋆ = 𝐫𝐫𝐬𝐚𝐭 × (
𝐫𝐫𝐨𝐛𝐬

𝐢

𝐫𝐫𝐬𝐚𝐭
𝐢 ) 

  Equation 4.13 

Where the same conventions as in the additive scheme apply, the multiplicative rainfall 

correction formula is not suitable when substantial differences exist between the 

observed and estimated values (Vila et al., 2009). However, the two schemes can be 

combined into a single method to overcome the limitations of both schemes when used 

separately. In this study, no significant monthly discrepancies were found, and there 

were no low monthly rain gauge rainfall values in the Grijalva basin. Monthly mean 

satellite rainfall values were lower relative to rain gauge values. Therefore, it was 

appropriate to use the additive correction technique on its own. The multiplicative 

approach was not used in this study. 

4.2.7 Thiessen polygons 

Rainfall input data are assimilated into the SHETRAN hydrological model as time-

series data from each rain gauge station enclosed in Thiessen polygons. Rainfall 

values were approximated from the closest rain gauge location and spatially averaged 

within large polygonal areas (Williams and Berlamont, 2002). The time series values 

of the closest rain gauge were assigned to each grid within a polygon, showing 

characteristics of the polygonal zones of influence around each rain gauge. In this 

way, rainfall input data divided the model domain into polygons with perpendicular 

bisectors between rain gauge locations in each and all points nearer to each rain 

gauge location enclosed in polygonal areas (Canli et al., 2018). 

The Thiessen polygons were constructed in ArcMap using the Create Thiessen 

Polygon tool that converts rain gauge points to an output feature class with Thiessen 

proximal polygons around each rain gauge station (ArcGIS Desktop 2011). The points 

were automatically connected in GIS by drawing straight lines between the stations, 

and these lines were perpendicularly bisected and meet to form the polygons.  
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The areas of each polygon were calculated and expressed as a fraction of the total 

area using the Create Thiessen Polygon tool, which calculates grid-scale rainfall 

values based on the area-weighted sum of rain gauge data as shown in Equation 4.14 

below:  

𝑽𝒈 = ∑ 𝔀𝖎𝑽𝑺𝖎

𝒏

𝒊=𝟏

 

Equation 4.14 

Where Vg is the aggregated grid-scale rainfall, 𝑛 is the number of intersected Thiessen 

polygons within a grid, 𝑤𝑖 is the percentage of area for intersected Thiessen polygon 𝑖 

in the grid and Vs𝑖 is the precipitation value of the intersected Thiessen polygon 𝑖. 

However, polygon sizes were unevenly distributed, and the method did not accurately 

account for localised rainfall events. Hence, the Thiessen polygons result in errors in 

the representation of rainfall, particularly for short-term rainfall periods, which usually 

occur in the study area where the rainfall intensity varies over short distances. Also, 

the Thiessen polygons describe spatially distributed rainfall in the study area as abrupt 

transitions between arbitrary polygon boundaries that are unrealistically straight-lined 

(Canli et al., 2018). It would be impossible to obtain accurate rainfall input data from 

rain gauge data averaged in polygons, as the method does not reflect the spatial 

variability of rainfall in the Grijalva catchment area. The inaccuracy resulting from the 

use of Thiessen polygons was reduced by computing errors at each rain gauge 

location and correct each polygonal rainfall station. 

Therefore, the Kriging model was applied to rain gauge and satellite rainfall datasets 

to obtain merged rainfall estimates with correct spatial dimensions and magnitudes of 

rainfall in the Grijalva catchment area. The analysis of spatial-temporal patterns of the 

two rainfall datasets was conducted to identify estimated errors between the merged 

rainfall product and the original observed rain gauge rainfall at each station.  The 

differences between the observed and merged estimates of datasets were taken as 

the rainfall error, and this was applied at each rain gauge to correct rainfall input data 

for the SHETRAN hydrological modelling. 
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4.2.8 Diverted flows  

 

Flows from the model domain 

 

At the lower reaches of the Grijalva River, flows are diverted away from the Grijalva 

model domain into a river channel locally named Samaria River. The Grijalva River is 

thus split into two deltaic watercourses, the Samara River, which flows northwest, east, 

and the Carrizal River, which flows east along the northwest fringes of Villahermosa 

Region. Figure 4.18 depicts schematically the lower Grijalva River and its distributaries 

(Appendix B, Figures B-1). However, during the model setup, both the Flow direction 

and Flow Accumulation base layers of the SHETRAN hydrological model could not 

detect the Samaria river channel. Several SHETRAN grid squares flowing into 

subsequent downstream squares could not create a link between the main Grijalva 

River channel link with the Samaria River (Appendix B, Figures B-12). 

Figure 4.18: The lower Grijalva River showing a network of distributaries and tributaries and 
the location of gauging stations used in calculating diverted flows. 
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As a result, the diverted flows in the model were not represented correctly as they 

were part of the observed flow at Povernir outlet, about 10 km downstream. To correct 

the model, the diverted flows were defined and all flows in the catchment area were 

correctly represented. Thus, all flows were accounted for, and those that were diverted 

were removed from the simulated flows at Povernir outlet. 

Diverted flows calculation  

 

To account for diverted flows, a percentage fraction of flows in each channel was 

determined based on the overall flows of the Grijalva River (Appendix B, Figures B-16 

to 20). The combined total volume of flows through Samaria and Gonzalez 

gauging stations was determined using t the Area under the hydrograph curve method 

(Hoyt and Grover, 2016). The flow was measured as a volume passing through a 

cross-section (VQ) of each gauge station over a given duration (t), computing the area 

under the curve of hydrographs and plotting instantaneous discharge (Q) against time 

(t). Then the total volume (m3/s) was found by multiplying the time for the entire year 

by discharge in cubic metres per second. At any given time (t) the observed discharge 

(Q) was paired according to their time-series position and discharge (VQ) written as: 

𝑽𝑸 = (𝒕𝟏  −𝒕𝟐) ( 
𝑸𝟐 + 𝑸𝟏   

𝟐
) + (𝒕𝟑  −𝒕𝟐) ( 

𝑸𝟑 + 𝑸𝟏   

𝟐
) + ⋯ + (𝒕𝑵  −𝒕𝑵−𝟏) ( 

𝑸𝑵 + 𝑸𝑵−𝟏   

𝟐
)                                                                                                        

  Equation 4.15 

Where VQ is discharged at a gauging station, Q is instantaneous discharge over a 

specified duration time t and N is the last observation in the time series. The equation 

can be generalised by denoting the location of the subscription i so that the term of 

each subscript is given as in Equation 4.16. 

𝑽𝑸 = (𝒕𝒊+𝟏  −𝒕𝒊) ( 
𝑸 𝒊  +𝟏 + 𝑸𝒊   

𝟐
) 

  Equation 4.16 

The equation can be written in summation form as (Equation 4.17):     

𝑽𝑸 = ∑ (𝒕𝒊+𝟏  −𝒕𝒊)

𝑵=𝟏

𝒊=𝟏

( 
𝑸 𝒊  +𝟏 + 𝑸𝒊   

𝟐
) 

                                                                                                                                   Equation 4.17   
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Where: operations on the right of the summation symbol were performed for each time 

series step from i=1 to i= N-1, and the results for each were summed to obtain the total 

annual discharge.  

 

The result was the cumulative annual total flow volume of the Grijalva River and its 

major downstream tributaries and distributaries. Similarly, the annual total discharge 

passing through Samaria and Gonzalez gauging stations was calculated and used to 

get a percentage share of each as a proportion of the total flows of the Grijalva River. 

The percentage share of the Samara River represented the diverted flow component. 

This share was used to correct the over-predicted simulated flows by removing them 

from the Povernir discharge output at each time step.  

4.2.9 Assumptions relating to groundwater. 

 

Modelling the Grijalva river flows assumed a default no-flow boundary condition that 

does not allow flow but results in permeability loss at its boundary. It was assumed 

that the Grijalva catchment area has a watertight subsurface boundary with a 

groundwater divide that coincided with the surface water divide. The groundwater 

basin was modelled as an impervious bed with no inter-basin movement of 

groundwater (Sharad et al., 2018). The lower boundary was assumed to be at a depth 

where no significant flow of deeper regional aquifers occurs during the timescale of 

the simulations. Also, the catchment subsurface was assumed to be isolated apart 

from the downstream (outflow) boundary condition at the model outlet or pour point 

(Lewis et al., 2018).  

The flow boundary condition was defined at the downstream end of the river only, no-

flow boundary conditions were used for all aquifer boundary conditions (Birkinshaw et 

al., 2008). All fluxes between sub-catchments were transferred as a channel flow. The 

net gain or loss of groundwater through the riverbed was also assumed to be zero, 

with no evidence to the contrary. 

The subsurface material was assumed to comprise a variably saturated porous 

medium with a depth from the bottom layer (m) varying within ≥1.2 and ≤ 6.2 (> layer 

above and < layer below). The porous media has two layers: a highly permeable A-
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horizon depth ranging between 1 and 1.2 m and a less permeable B horizon at a depth 

of 5 to 6.2 m. Also, the aquifer porous material properties were assumed to be 

characterised by the hydraulic conductivity parameter, a measure of speed of water 

flow through the porous media. Other assumptions of the porous media include 

infiltration that only occurs in a vertical direction; however, shrinking and expansion of 

the porous media was negligible, and no incrustation on the media surface occurs 

during rainfall events. The study assumed that the runoff in the study region was 

controlled by the surface water flow rather than the subsurface flow.  
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4.3 SHETRAN hydrological modelling 

 

This subsection presents the methodology adopted to develop a large distributed 

hydrological model using the SHETRAN hydrological model. Presented first are the 

computing requirements, preliminary model runs, and analysis. The second part 

provides data on model input, calibration and validation, and parameterisation. The 

performance evaluation criteria used to assess SHETRAN performance is also 

provided. 

4.3.1 Model runs and computing requirements 

 

The fully distributed modelling approach applied at a large catchment scale using high-

resolution datasets had high computational power requirements. Large memory was 

required for each grid cell to store information on catchment conditions and processes. 

The model was developed using three-hour rainfall time-series input data at 2 x 2 km2 

spatial grid. The SHETRAN model ran over a five-year simulation period from 2013 to 

2017. Preliminary model runs were performed using baseline (average) values for all 

parameters to investigate how the outputs differed from observed discharge. There 

was no knowledge of which parameters were sensitive in the catchment area. 

Sensitivity analysis was, therefore, conducted to determine the relevant and sensitive 

parameters for model calibration. 

4.3.2 Sensitivity analysis 

 

A sensitivity analysis was conducted to assess the effect of changes in model 

parameters on model results (Pechlivanidis et al., 2011). The analysis was done to 

assess model performance response to model parameter changes (Moriasi et al., 

2007). The calibration process required knowledge on the sensitivity of discharge 

output results to model parameter changes i) to better assess the model response, ii) 

to reduce the number of parameters for calibration and iii) to define the parameter 

uncertainty (Ewen et al., 2007; Op de Hipt et al., 2017). 

Besides, the sensitivity analysis helped to identify parameters with negligible effect on 

discharge output. A higher sensitivity test value suggested a highly relevant parameter 



 

132 

 

for selection and use during calibration. The sensitivity analysis tests were therefore 

done to minimise the number of parameters to be adjusted when calibrating the model, 

required were critical parameters to focus on based on their sensitivity (Arnold et al., 

2012). A local sensitivity analysis was done using the traditional “one factor at a time” 

(OFTAT) method, also known as one-variable-at-a-time. The impact of varying 

parameter values provided insight into the most sensitive ones (Op de Hipt et al., 

2017).  

The sensitivity was determined for each parameter within the range of allowable 

literature parameter values for each. A traditional approach was used of increasing 

each parameter's value initially by 10% to test the change in discharge output, and 

this was followed by a decrease of each parameter by -10% to control the output. The 

impact of parameter changes on the total variance of model output was computed, 

which means the total maximum discharge was used for comparisons. Equation 4.18 

was employed to quantify the sensitivity of each parameter analysed (Op de Hipt et 

al., 2017). 

                                 

𝑺𝑰𝟗𝟎 =
| 𝑶𝟗𝟎 −  𝑶−𝟗𝟎|

𝑶𝟎
 

  Equation 4.18 

Where: SI90 is the index of sensitivity, O90 and O-90 are the model outputs resulting 

from increasing or decreasing the value of the parameter by 90%, and O0 is the model 

output from the baseline run. 

 

However, some parameters had an insignificant impact on discharge and had their 

baseline average values maintained during calibration (Arnold et al., 2012). Although 

sensitivity analysis of single parameters ignores interactions between parameters, it 

provided information on how sensitive discharge output was in the catchment to 

changes of parameter values. 
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4.3.3 Model calibration  

 

Calibration is a process of changing parameter values of the model to replicate 

observed historical data within a range of performance criteria (Abbott et al., 1986). 

Calibration attempts to improve the parameterisation of a model to field conditions and 

reduce forecast error (Figure 4.19) (Arnold et al., 2012). Although parameters of 

physically-based models, theoretically do not need calibration, adjustments were 

required to overcome unrealistic representation of catchment properties and 

processes in the model (Beven, 2011; Op de Hipt et al., 2017).  

 

Figure 4.19: Model calibration and sources of errors (Adapted from Ryu, 2014). 

 

The SHETRAN hydrological model is sensitive to initial conditions, and two options 

were available to manage this sensitivity. The first was the use of a Hot Start file that 

allows a new model to run starting with the previous soil water potential, allowing the 

model to run with the same initial conditions as the previous. The second option 

available was to discard the run-in period up to the first weeks of any simulation. The 

second option was used because after each model was run, the Hot Start file approach 

produced large files, taking a lot of computer storage. 
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Due to limited calibration and validation data, a temporal split-sample calibration-

validation strategy was used to calibrate the SHETRAN hydrological model (Daggupati 

et al., 2015). In this strategy, observed data were split into two periods, that is, for the 

2013 to 2017 sample period (Appendix C, Figures C-1) was divided into 2013 to 2015 

and 2016 to 2017 sample periods. The 2013 to 2015 sample was used to calibrate the 

model, and they used 2015 to 2017 for model validation. 

 

The SHETRAN hydrological model was calibrated by adjusting the selected (sensitive) 

parameters so that the model simulations best match the observed discharge (Duan 

et al., 1992; Duan et al., 1994). Considerable efforts were made to find parameter 

values in literature and manually use the try-and-error method to find optimum values 

that result in model simulations matching as closely as possible observed discharge 

(Ajami et al. 2007). Several model runs were conducted after each parameter change 

with different combinations of parameter values to give the near-optimal solution with 

reduced simulation error.  

 

Calibrated parameters 

The parameters that were calibrated for discharge simulations were the Strickler 

overland coefficient, the saturated hydraulic conductivity for the unsaturated zone, and 

the AET/PET at field capacity (Table 4.4). The parameters were adjusted to obtain 

envelopes of discharge (upper and lower) and vertical variation of the base flow of the 

simulation period. The lower values of AET/PET and hydraulic conductivity increased 

discharge output and were used to establish the upper boundary envelope of the 

hydrograph. The lower boundary envelope was determined by higher values of 

AET/PET, hydraulic conductivities, and the upper values of hydraulic conductivity and 

Strickler overland coefficient parameters that cause a decrease in discharge output. 

Increasing saturated hydraulic conductivity and Strickler overland parameter 

coefficient values contributed to increases in discharge output. Conversely, an 

increase in parameters values for saturated hydraulic conductivity, the Strickler 

overland coefficient and the actual/potential evapotranspiration ratio result in a 

decrease in total discharge. 
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Also, the overland flow was generated by upward saturation of the soil or by an excess 

of rainfall over soil infiltration rate. The groundwater table dynamics were adjusted by 

varying the physical properties of subsurface material by calibrating soil depth, 

hydraulic conductivity, and porosity parameter values (Shrestha et al., 2017). Overland 

flow inputs determine channel flow by interacting with the saturated zone. The 

parameters were varied within permissible bounds until some calibration criterion was 

met using a visual match of simulated and observed trends. Also, a more formal 

criterion was applied, which comprised minimising the percentage error in the 

predicted peak, minimising the Root Mean Square value of the difference between the 

simulated and measured discharges throughout the calibration period. 

 

The resulting baseline values, the upper, middle and lower values of parameters used 

during calibration including the original values, calibration/sensitivity range applied, 

and final calibrated values of the critical parameters are shown in Table 4.4. These 

are the best estimates of the parameter values, and their bounds were used for 

uncertainty analysis in Section 4.6. However, there is a need to measure parameter 

values at the appropriate spatial scale for representing at SHETRAN grid-scale of 2 x 

2 km2. 
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Table 4:4 The upper, middle and lower values of parameters used during calibration, 
including the original values, calibration/sensitivity range applied and final calibrated 
values as used. 

Sensitivity 
Param
- eters 

Description 
Value 
range 

Original 
values 

Final 
values 

Unit 

H
ig

h
ly

 s
e

n
s

it
iv

e
 

  K1 Strickler overland (Arable)  

 

 

Coefficient Deciduous 
Forest  

≥0.3 ≤ 9.9 

2.55 9.48 m1/3
s-1  K2 Strickler overland 

(Deciduous) 

1.5 6.70 m1/3
s-1 

 K3 Strickler overland 

(Evergreen)  
1.0 7.48 m1/3

s-1 
      

Ks1 Saturated cond. (Coarse 

soil) ≥0 

27.0 1.0 m/da
y 

Ks2 Saturated cond. (highly 
productive soil) 

56.25 0.20 m/da
y 

Ks3 Saturated cond. (Medium 

soil) 

12.0 0.30 m/da
y 

      
AET/P
ET FC1 

AET/PET ratio (Arable) 

≥0.01 ≤1.99 

0.05 0.35 (-) 

AET/P
ET FC2 

AET/PET ratio (Deciduous) 0.15 0.70 (-) 

AET/P
ET 
FC3 

AET/PET ratio (Evergreen) 

 

0.1 0.84 (-) 

      

h1 Topsoil depth (Coarse soil) 

≥ 0.3   ≤20.0 

1.0 1.0 m 

h2 Topsoil depth, highly Prod. 
soil) 

1.2 1.2 m 

h3 Topsoil depth (Medium soil) 1.2 1.2 m 

       
       

L
o

w
 s

e
n

s
it

iv
it

y
 

n1 van Genuchten n (Coarse 
soil) 

≥ 1.2 

1.38 1.38 (-) 

n2 van Genuchten n highly 
prod. (Productive soil) 

6.0 6.0 (-) 

n1 van Genuchten n (Medium 
soil) 

1.18 1.18 (-) 

      

ᾳ1 van Genuchten α (Coarse 
soil) >0.0 

0.04 0.04 cm-1 

ᾳ2 van Genuchten α highly 
prod. soil 

0.01 0.01 cm-1 

ᾳ1 van Genuchten α (Medium 
soil) 

0.03 0.03 cm-1 

      

θr1 Residual water content 

(Coarse soil) 

_ Course soil 

≥ 0 ≤0.8 0.02 0.02 m3/m
3 θr2 Residual water content 

(highly productive) soil 
 0.02 0.02 m3/m

3 θr3 Residual water content 
(Medium soil) 

 0.01 0.03 m3/m
3       

θS1 Saturated water content 
(Coarse soil) ≥ 0.05   ≤1.0 

0.40 0.81 m3/m3 

θS2 Saturated water content 
(highly productive) soil 

0.3 0.30 m3/m3 

θS3 Saturated water content 
(Medium soil) 

0.439 0.44 m3/m3 
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4.3.4 Capturing dam storage 

The hydrological modelling in the Grijalva catchment area considered dams to have a 

major impact on the hydrological flows in the area, so all primary water holding bodies 

in the study area, including reservoirs or dams, lakes and wetlands were represented 

in the model. The SHETRAN hydrological model was designed to allow input of a Lake 

mask layer to represent the location of lakes and dams in the model and capture the 

effect of storage to represent the effect of water bodies on flows in the study area.   

The Lake mask layer was configured within the SHETRAN XML (library) file, 

<LakeMap>grijalva_lakes.txt</LakeMap> to represent the location and effect of water 

storage in the model. The layer sets the Strickler coefficient value for river channels 

where dams and lakes are located to a value of 3 instead of the default value of 20 for 

normal river flow. All river channels were assigned a Stickler default parameter value 

of 20 for uncontrolled river flow, and SHETRAN adjusted this parameter using the Lake 

mask layer developed, so it corresponds to 3, a Stickler value set for lakes, dams or 

reservoirs (Birkinshaw, 2012). If the Lake mask grid cell intersects with a river link, it 

is treated as an open water body, reducing the default Strickler coefficient value from 

20 to 3, in this way controlling or varying river flows. When the value of the Strickler 

coefficient is low in the river channel, and heavy rainfall with large river inflows occurs 

in the channel, the water level increases and overflows into nearby grid squares of the 

model domain (Lewis et al., 2018).  

Therefore, the low Strickler coefficient value has an effect of slowing river flows and 

increase storage of water in the river channel. In this way, the Lake mask layer and 

the Strickler coefficient value were calibrated to attenuate river flows similarly when a 

river flows into a lake or a dam. The flows were assessed based on a series of annual 

water balances for the Grijalva catchment, where individual input and output 

components of the water cycle were estimated for water mass accounting of the 

catchment. 
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4.3.5 Mass balance checks 

 

To aid calibration, mass balance checks were conducted to ensure the model was not 

gaining, storing and losing inappropriate amounts of flows. The initial calibration of the 

model was done to get the overall annual mass balance to acceptable levels to 

facilitate calibration for the correct timing, prediction of peaks, and base flows. The 

mass balance output values were extracted from the SHETRAN mass balance file; 

output CATCHMENT mb.txt file (Birkinshaw, 2012). After each model run, the model 

records catchment variables, and these were compared and checked using the mass 

balance equation (Equation 4.23). Recorded values, including simulated discharge 

and other simulated output variables, were checked and compared with observed 

values (Birkinshaw, 2012). The simulated and observed discharge values were plotted 

in Excel using the Month and Year functions on Pivot tables, and the accumulated total 

is obtained to populate the Mass balance equation below. 

Inflow = Outflow ± change in storage (∆V)             

Equation 4.19 

Inflow (Cum Precipitation) = Outflow - (Cum. Canopy Evap. + Cum. Soil Evap +Cum. 

Discharge +Cum. Transport) ± Change in storage (Subsurface Storage + Land 

Surface Storage +Channel Storage + Canopy Storage). 

When the simulated outflows were high, more storage was required, the land surface 

storage was increased by reducing the value of the Strickler coefficient to store more 

water in the system. Another important parameter that was calibrated included the 

AET/PET ratio for each vegetation type that contained useful information to constrain 

parameter sets and to set discharge at correct levels. For example, to increase 

evaporation, the AET/PET ratio was increased to allow more water to leave the 

system. Besides discharge observations, the mass balance data contained useful 

information for constraining parameter sets. A SWAT based Calibration Helper v1.0, 

a customised VBA coded Microsoft Excel dashboard file was modified and used to 

provide options for controlling, evaluating and calibrating water balance components 

of the SHETRAN hydrological model (Figure 4.20). Also, the spreadsheet dashboard 

enabled visualisation and comparison of different plots of water balance components 

(Shrestha et al., 2017).
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Figure 4.20: A SWAT Calibration Helper v1.0 was modified and used to visualise and compare different plots of the SHETRAN water balance 
components and aid the calibration and validation of the model (Shrestha et al., 2017). 
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4.3.6 Model validation 

 

Model validation was performed to ascertain if the calibrated flows mirrored realistic 

flow conditions in the study area. The model was run with other related rainfall events 

of a different time that occurred in the study area. The observed data between 2016 

and 2017 period was used for the validation, to test the prediction ability of the model 

in different rainfall conditions and verify if it can generate sufficiently accurate 

simulations (Refsgaard, 1997 in Arnold et al., 2012). The model was also validated 

using the same parameters selected in the sensitivity analysis and the discharge 

results were compared with those observed in 2016 to 2017 (Daggupati et al., 2015). 

4.3.7 Model evaluation during calibration and validation  

 

The SHETRAN's hydrological model performance during calibration and validation 

was assessed using Correlation Coefficient (CC), Nash-Sutcliffe (NSE), Percentage 

Bias (PBIAS) and the Root Mean Square Error (RMSE). A combination of graphic 

methods and dimension error-index statistics for model evaluation was adopted.  

The NSE (Equation 4.19) was used to show the statistical strength of the simulated 

and observed discharge (Nash & Sutcliffe, 1970): 

   NSE = 1 −  
∑(𝑄𝑖,𝑜 − 𝑄𝑖,𝑐 )

2

∑(𝑄𝑖,𝑜 − 𝑄𝑜 )
2

 

 Equation 4.20 

Where: Qi,o is the mean observed discharge, Qi,c is the simulated discharge and Qo is 

the observed discharge output values. If NSE ≥ 0.5, the model simulation was judged 

to be satisfactory (Table 4.5). 
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The Pearson Correlation Coefficient (CC) was used to evaluate the relationship 

between simulated and observed discharge (Equation 4.20). 

𝐜𝐜 =
∑(𝑸𝒊,𝒐 − 𝑸𝒐 )(𝑸𝒊,𝒄 − 𝑸𝒄  )

√∑(𝑸𝒊,𝒐 − 𝑸𝒐 )
𝟐(𝑸𝒊,𝒄 −  𝑸𝒄  )

𝟐

 

 Equation 4.21 

Where: Qc is the average simulated discharge values and other values as above. 

When CC ≥ 0.5, the model output was considered to be satisfactory (Table 4.5). 

The Percentage Bias (PBIAS) was used to measure the prevailing inclination of 

simulated values greater or less than the observed data used. The ratio evaluated the 

systemic bias of the simulated discharge (Equation 4.21) and was given as:   

𝐵𝐼𝐴𝑆 = 100 𝑥 
∑ 𝑄0    

𝑡 − ∑ 𝑄𝑚    
𝑡𝑇

𝑡=1
𝑇
𝑡=1

∑ 𝑄𝑜    
𝑡𝑇

𝑡=1

 

                                                                                                               Equation 4.22 

A percentage BIAS of ≤ 25% was considered optimal for river discharge, low values 

indicate accurate model simulation. Positive values show model overestimation error 

and negative values show a model overestimation error (Moriasi et al., 2007).  

The Root Mean Square Error (RMSE) is the quadratic scoring rule which measures 

the average magnitude of the error. It was used to estimate the difference between 

the observed and simulated discharge values with 0 showing a perfect fit and was 

given as below (Equation 4.22).                                           

     𝑅𝑀𝑆𝐸 =  (
1

𝑇
  ∑(𝑄0  

𝑡 −𝑄𝑚
𝑡   )2 

𝑇

𝑡=1

) ^ 1 2⁄  

Equation 4.23 

If RMSE ≤ 0.70 is considered satisfactory and model simulation is judged as adequate 

(Table 4.5). 
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Table 4:5 Interpretation of statistical indicators for model calibration and validation (Moriasi 
et al., 2007). 

     

PBIAS (%) NSE CC RMSE (mm) Interpretation 
     

     

PBIAS < 10 0.75 < NSE < 1.0 0.75 < CC < 1.0 0.00 < RMSE < 0.50 Very good 

     

10 < PBIAS < 15 0.65 < NSE < 0.75 0.65 < CC< 0.75 0.50 < RMSE< 0.60 Good 

     

15 < PBIAS < 25 0.50 < NSE < 0.65 0.50 < CC < 0.65 0.60 < RMSE < 0.70 Satisfactory 
     

PBIAS > 25 NSE < 0.50 CC < 0.50 RMSE> 0.70 Unsatisfactory 

     

Notes: PBIAS, Percent bias; NSE, Nash-Sutcliffe efficiency; RMSE-Root Mean Square Error 
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4.4 The Flood Modeller 2D model 

 

This study used the Flood Modeller, a 2D/1D inundation model, to simulate flood 

extents between Gaviotas and Povernir gauge stations along the lower reaches of the 

La Sierra River. The 2D modelling application was coupled with the SHETRAN 

hydrological model to study rainfall and parameter uncertainty propagation to assess 

and quantify the effects of propagation and interactions of rainfall and parameter 

uncertainties on the magnitude of peak discharge and flood inundation extents. The 

two models were linked in such a way that outputs from the SHETRAN hydrological 

model feed into Flood Modeller as input data. 

4.4.1 The model selection criteria    

The Flood Modeller application was selected to simulate flood inundation extents in 

the Las Gaviotas flood plains, downstream of the La Sierra River. The application is 

for simulation of river levels and flood extents in river channels and floodplains using 

one-dimensional (1D) and two-dimensional (2D) hydraulic computational solvers. The 

1D solver provides stable and dynamic 1D solvers and three 2D solvers designed to 

simulate river, overland estuarine and coastal flow situations where variations in rapid 

flow are absent (Banks et al., 2013). The Flood Modeller also comprises a wide range 

of tools for drawing flood maps for flood forecasting, flood management, catchment 

techniques and many other applications including low-flow modelling, sedimentation 

and water quality. 

The package was chosen primarily because it is an efficient 1D/2D modelling software 

with fast simulations up to 10 times faster than similar applications (Néelz and Pender, 

2013). The flood modelling tool speeds up flood risk assessments using simplified 

hydraulics, for example, the 2D FAST Solver produces results in seconds or minutes 

and is up to 1 000 times faster than conventional 2D models which take days to 

complete modelling tasks. The Total Variation Diminishing (TVD) solver can depict 

rapid shifts in the profile of water surfaces but can take longer run times. This study 

used the steady-state ADI Solver to simulate river flooding for both channel and 

floodplain flooding using the power of modern graphics cards to solve quickly shallow 

water equations. The Flood Modeller 2D Graphics Processing Unit (GPU) uses a 
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similar solution strategy that is ten times faster compared to the solving shallow water 

equations using the standard computer Central Processing Unit (CPU). 

Also, the Flood Modeller was chosen because it has been peer-reviewed and 

extensively validated by several organisations for a long period (Néelz and Pender, 

2013). There is a sufficient pool of people in industry and academia who are 

experienced in using the selected software. Support and training were available to 

address any bugs or issues and to obtain expert guidance on rigorous or unusual 

model schematisations. The software was considered not to restrict the potential use 

and advancement of the model to other particular goals, either because the software 

is in house to a particular organisation or because of limited skills. Also considered 

were licensing options and costs for model re-runs or updates. The free licence used 

was able to meet the project objectives and provided required workflows, support and 

model runs. 

4.4.2 Data requirements 

 

The data required for the 2D flood inundation modelling fall into four distinct categories, 

(a) hydrological data (b) terrain data of the river channel and its floodplain (c) flow data 

provided by model input boundary conditions, (d) roughness coefficient values for the 

channel and floodplain. 

Discharge data 

The SHETRAN hydrological model was linked to the Flood Modeller application in 

such a way that its outputs provided input data and the required initial boundary 

conditions for the Flood Modeller inundation model. The La Sierra catchment is 

relatively well gauged with all rainfall and flow gauging stations maintained and 

operated by CONAGUA and these comprise river level and flow records. Observed 

discharge data were available at Povernir and Las Gaviotas Gauging Stations. 

Additional flow data were obtained from the Mexican Surface Water Management and 

Rivers Engineering (GASIR) National Surface Water Data Bank database (BANDAS). 

Rainfall data for the SHETRAN model were available from 11 rain gauge stations 

spaced approximately 10–15 km apart in the La Sierra catchment sub-catchment 

(Figure 4.21).  
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High-resolution LiDAR Digital Terrain Model (DTM)  

Topographic data were used to determine water surface heights, baseline data for 

flood elevations and flood extent outlines (NRC, 2009; Mason et al., 2011). The High-

Resolution LiDAR Digital Terrain Model (DTM) with ground surface objects removed 

was obtained from the Mexican Institute of Statistics and Geography (INEGI), (2012) 

and used as the topographical base data for the inundation modelling. The dataset 

provided continuous data of "bare earth" topography across the study area at a 

horizontal grid resolution of 5 metres. 

Channel bathymetry 

In-channel bathymetry was obtained from a boat survey undertaken in 2018 by 

CONAGUA in La Sierra River (Priego-Hernández et al., 2018). The Bathymetry data 

comprised a series of channel depth cross-sections obtained using vessel-mounted 

sonar equipment. The surveyed areas covered the river channel, and the downstream 

sections of the river and the data provided information on channel geometry, which 

includes the depth and width of the river sections. 

Aerial photography  

Aerial photography was also used as an information source for the model roughness 

parameter. Since hydraulic roughness is a land use and vegetation cover classification 

characteristic, hydraulic grid maps were derived from several sources. Although errors 

were present, aerial photographs, land use/cover maps and vegetation cover, 

including satellite data, a source of spatial roughness parameter values (Schumann et 

al., 2007). Therefore, Manning’s ‘n’ coefficient of roughness values was determined 

primarily using aerial photographs, land use/cover maps and satellite vegetation maps. 

The roughness values in Las Gaviotas flood plains were based on four types of land 

use: Arable, Grass Forest, Deciduous/evergreen and Urban. 

 

Historic flood level and extent data 

Historic flood levels, photographs and satellite imagery were used to provide 

information for calibrating the model (Stephens et al., 2012). The flood event modelled 

in this study occurred on the 27 October 2015 at 3 pm and flows and levels observed 
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at Las Gaviotas Gauging Station and the extents reached were used for model 

calibrating. During the 27 October 2015 flood event, the Las Gaviotas flow and level 

gauging station recorded flow levels that reached 4.86 m above sea level and 

maximum river discharge of 744.75 m3/s. The Landsat 7 ETM+ satellite imagery was 

useful in reflecting the extents of the flood envelope in the study area.  
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4.5 Nested catchment modelling 

A study was conducted to investigate scaling relationships between rainfall variability 

and peak discharge in nested catchment drainage areas in the La Sierra catchment. 

An examination of the effect of temporal rainfall variation and peak discharge on the 

flood scaling structure was conducted. The rainfall variability properties that were 

taken into consideration were rainfall depths, direction, location and duration. A study 

of the spatial relationship between peak discharge and drainage areas for individual 

rainfall events was included (Gupta et al., 1996). The analysis also included peak 

discharge simulations using a hydrological model that was fed with rainfall inputs of 

various temporal resolutions (Mandapaka et al., 2009). The results were translated 

into statistical models for estimating scaling parameters and peak discharge in the La 

Sierra sub-catchment (Wilkinson and Bathurst, 2018). 

4.5.1 Data availability 

Discharge data for La Sierra catchment were available for some nested gauging 

stations, mostly for the years 2012-2015 inclusive (Appendix D, Figure D-2-5). Most 

of the hydrological discharge data for the nested hydrometric network were obtained 

from CONAGUA, and the rest were obtained from the Mexico Surface Water 

Management and Rivers Engineering (GASIR) and the National Surface Water Data 

Bank (BANDAS) databases. Rainfall data were available from twelve rain gauge 

stations covering the 2012 to 2015 years covering La Sierra catchment area (Figure 

4.21). However, discharge data for El Puente and Tapijulapa nested catchment areas 

were limited, with missing values or showing some gaps in their time series (Table 

4.6). 
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Table 4:6 Discharge data availability for the nested catchment areas. 

                     

Gauging 
Stations 

 Years with data 

  1940 1949 1959 1968  1978 1987 1996 2006 2015 

Gaviotas              

Pueblo 
Nuevo       

 
          

El Puente           

Oxolotan                 

Tapijulapa               

Teapa                   

Puyacatengo                  
                     

           

4.5.2 Defining nested catchments 

The La Sierra catchment was divided into six nested sub-catchments to investigate 

the flood scaling structure across various spatial scales defined by nested catchments 

(Figure 4.21). Flow gauging stations in the catchment were used as model pour points 

or outlets in delineating the sub-catchments. The gauged catchments were unit 

drainage areas of the larger basin (La Sierra catchment), allowing analysis of flood 

generation at different scales. The nested catchments were delineated and extracted 

using the 30 arc-second-resolution Digital Elevation Model (DEM) from the Shuttle 

Radar Topography Mission (SRTM) (Rabus et al., 2003).  

The following sub-catchments were delineated and named after their outlet gauging 

stations: Gaviotas (6 743 km2), El Pueblo (4 748 km2), El Puente (1 787 km2), Teapa 

(238 km2), El Puyacatengo (128.67 km2), Oxolotan (1 416 km2), and Tapijulapa (698 

km2) sub-catchments (Figure 4.21). However, the El Puente and Tapijulapa gauging 

stations and their nested catchments were not used in the analysis because of 

insufficient hydrometeorological records for the years under consideration. ArcGIS 

zonal statistics were used to calculate the drainage area of each nested catchment.  
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Figure 4.21: Nested catchments and gauge network in the La Sierra catchment area for the 
application of scaling relationships between peak discharge and drainage areas. 
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4.5.3 The procedure for establishing scaling relationships 

The following procedure (Figure 4.22) was followed to examine the relationships 

between rainfall variability and flood scaling parameters in nested catchment areas 

(Ayalew et al., 2018).  

Figure 4.22: Statistical flood scaling relationship analysis procedure to estimate scaling 
parameters and peak discharge in the La Sierra catchment. 
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Selection of observed peak discharge events 

In selecting rainfall-runoff events that resulted in peak discharge, the first step was to 

identify a window that separates individual independent peak discharge events at each 

nested catchment outlet. Rainfall-runoff events associated with peak discharges were 

identified using the time of concentration of flows in the La Sierra catchment, that is, 

the period needed for a flood wave to travel downstream from the furthest headwater 

catchment point to the catchment outlet. This minimum time window size separates 

individual rainfall-runoff-peak events (Ayalew et al., 2015). The estimated time of 

concentration used for the La Sierra catchment was approximately three days.  

Rainfall data relating to peak discharge were selected and analysed, assuming this 

happens over a time window that begins three days before the first peak discharge is 

observed in a catchment (Ayalew et al., 2015). All peaks were selected from 

the observed discharge time series, which show stream flow response within the three 

days until the peak discharge was observed at the outlet (Figure 4.23). A total of 59 

storms that occurred between 2012 and 2015 were identified for analysis.  

 

Figure 4.23: Peak discharge was selected from the observed discharge time series of each 
nested catchment, which shows stream flow response due to individual rainfall events.  
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However, only peak discharge above a two-year-return period was selected for 

analysis, and this threshold was a strict criterion set out to define only significant 

rainfall-runoff events in the catchment were studied. Compared to other studies that 

analysed floods resulting from basin-wide rainfall alone, this study considered all types 

of storms with a maximum and partial rainfall coverage of the La Sierra catchment 

area. The approach considered the typical localised convective tropical rainfall that 

occurs in the study area.  

4.5.4 Hydrologic model simulations 

Six nested hydrological models were developed using the SHETRAN hydrological 

model, and these were used to conduct simulation experiments to investigate the 

effect of rainfall of various time scales on the structure of scaling relationships. All 

nested models developed were calibrated using the OSTRICH (Optimisation Software 

Toolkit for Research Involving Computational Heuristics) (v17.12.19) (Matott, 2005) 

tool, a model-independent program that allows automatic calibration. The Dynamically 

Dimensioned Search (DDS) algorithm was employed to calibrate the several 

SHETRAN parameters and was suited for the computationally demanding calibration 

of the distributed hydrological modelling undertaken (Tolson and Shoemaker, 2007). 

Appendix E, Figure E-1 to 4 shows a comparison of observed and simulated discharge 

of each nested catchment. 

The MuDRain software package, a multivariate disaggregation tool, was used to 

disaggregate the rainfall input data into finer resolutions (Koutsoyiannis et al., 2003). 

The disaggregation comprised two steps: first, the generation of hourly rainfall values 

without reference to daily totals and, second, the application of an adjustment 

procedure to preserve the daily totals observed. The adjustment corrected the hourly 

values generated in such a way that their daily totals over the entire duration of 

disaggregation were equal to the observed daily totals without affecting the first and 

second-order properties of the stochastic process. The hourly rain gauge rainfall data 

were later summarised into 2 and 3 hourly resolutions at each rain gauge station to 

reproduce rainfall dynamics with variable time intervals in the study area. 
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The simulated flow outputs were analysed using a similar analysis procedure applied 

in the scaling analysis of observed peak discharge. The 2015 flood events were 

simulated in all six nested catchments using merged satellite and rain gauge rainfall 

as input rainfall.  

Each calibrated nested hydrological model was forced with rainfall scenarios with 

variable time intervals of 1, 2 and 3 hours while keeping the remaining rainfall 

properties constant. When rainfall intensity decreased as the time duration increased 

or when it increased as the time duration decreased, the rainfall volume remained 

constant. The simulation experiments examined the impact of rainfall resolutions only 

while other variables are maintained fixed at their respective values (Ayalew et al., 

2014). In all simulation scenarios, it was assumed that surface runoff exists only with 

negligible evaporation, constant subsurface flow and rapid runoff into the river channel 

(Mandapaka et al., 2009). 

4.5.5 Scaling relationships 

Peak discharge scaling relationships were established for each of the selected storms 

that produced peak flows in all six sub-catchments.  For each independent peak flow, 

a statistical power regression model was used to explore the scaling relationship 

between peak discharge and drainage areas. The log-log relationships for all individual 

peak flows were established where both peak discharge and drainage areas were 

plotted in 2 dimensions, with drainage areas on the x-axis and peak discharge on the 

y-axis. When peak discharge changes with the power of drainage area, a log-log graph 

displays the relationship as a straight line and each relationship result in the r2 value 

and a log-log equation with two scaling parameters, the exponent (θ) and intercept (α) 

values.  

The following procedure was adopted to approximate the expected value of peak 

floods across the different spatial scales of the catchment area: 1) Determine the sub-

catchment drainage area where rainfall-runoff occurred, 2) Identify peak discharge 

from the rainfall-runoff events 3) Use the power-law equation to establish scaling 

relationships between peak discharge and the drainage areas 4) The exponents (θ) 

and intercepts (α) for each rainfall event were derived from the power-law equation. 
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Peak scaling analysis 

The relationships between drainage areas, peak flow, intercept (α), and exponent (θ) 

values were investigated further to infer scaling relationships and to determine the 

mean scaling parameter values for the La Sierra catchment. The analysis also 

identified the overall log-log relationships of the nested catchment drainage areas for 

all 59 rainfall-runoff events, intercept (α), and exponent (θ) values grouped to obtain 

the overall scaling parameters. The analysis looked at the influence of rainfall 

variability by establishing the relationship between peak discharge and drainage areas 

and group the scaling data by (a) seasons; (b) storm type (convective or synoptic), (c) 

storm direction and (d) storm location. Overage scaling parameters were then 

calculated for each group (Wilkinson and Bathurst, 2018). 

4.5.6 Flood peak prediction framework 

A flood prediction framework was employed to assess if peak discharge could be 

estimated in the study area using the estimated scaling parameters and other 

measurable catchment processes. The estimated exponent (θ) and intercept (α) 

values (flood parameters) for each nested catchment drainage area were used in the 

power-law equation (Equation 4.24) to predict the expected magnitude peak discharge 

at any location in the study area: 

Equation 4.24 

Where: Qp is peak discharge, A is drainage area, θ is the scaling exponent (slope of 

the best fit line) and α is the scaling intercept parameter. 

Pearson's correlation analysis was used to assess the intensity and direction of linear 

relationships between catchment properties and processes with scaling parameters 

using the IBM SPSS Statistics for Windows, Version 25. A data table was created for 

Pearson's correlation analysis (Table 4.7). 

  

𝑸𝑷 = 𝜶𝑨𝜽  



 

155 

 

 

Table 4:7 The primary variables used in Pearson's Correlation analysis 

Scaling parameters Peak discharge from 

nested catchments 

Rainfall 

properties 

Other catchment 

properties 

Scaling intercepts 
from the observed 

discharge 

Observed Peak 

discharge 

Accumulated 
rainfall 

amounts (1, 2. 
and 3 days) 

River levels 

Scaling exponents 
(θ) from observed 

discharge 

Simulated Peak 
discharge (1hr, 2hr and 

3hr)  

Rainfall 
duration 

Surface soil 
moisture 

Simulated intercepts 
(α) from simulated 

flows 

 Rainfall 
direction 

 

Scaling exponents 
(θ) from simulated 

flows 

 Rainfall 
location 

 

 

The linear regression model was employed to analyse individual flood scaling 

parameter dependence on characteristics of rainfall variability, river levels, moisture 

and peak discharge (Statistics, 2018). The log-log relationships between flood scaling 

parameters were regressed against the natural logarithms of peak discharge and 

rainfall properties (Ayalew et al., 2015). The analysis allowed the description of rainfall 

variability in terms of rainfall accumulation, direction, location and time scales. 

The regression model established the relationship between scaling parameters (as 

dependent variables) and rainfall variability, and other measurable catchment 

properties and processes. Also, the linear regression equations generated were used 

to estimate the catchment scaling parameters, and these were used with scaling 

equations to predict the expected peak flow as a function of the various nested 

catchment drainage areas. A multilinear regression analysis was also used to test the 

interdependence of flood scaling parameters on rainfall properties and peak discharge 

and other measurable catchment properties and processes.  
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The following procedure was used to establish significant relationships that can 

estimate exponents (θ) and intercepts (α) for the catchment. 

1. Use the power-law equation (Equation 4.24) to establish the scaling 

relationships between peak discharge from individual storms and drainage 

areas of nested catchments to derive estimates of exponent (θ) and intercept 

(α) values. 

2. Use the linear regression model to find the relationships between exponents (θ) 

and intercepts (α) with individual properties of rainfall variability, peak discharge 

and other catchment measurable catchment properties. A series of diagnostic 

tests were used to confirm the validity of the regression models developed 

using the goodness fit R2, the normal distribution of errors, the t-statistic, 

collinearity statistics and the Dublin Watson and Shapiro-Wilk tests on the 

residuals (Ayalew et al., 2015).    

3. The best linear regression model presented in item 2 above was used to 

estimate the corresponding scaling exponent (θ) and the scaling intercept (α) 

for various scales of the nested catchments.  

4. Application of the power-law equation (Equation 4.24) and the estimated 

exponents (θ) and intercepts (α) from number 3 to estimate peak discharge 

across nested catchment drainage areas. 

4.5.7 Measurement of uncertainty  

Prediction and confidence intervals were used to show the uncertainty in the estimated 

flood scaling parameters and peak discharge values. The prediction interval was taken 

as the range likely to include the mean value of the estimated flood parameter and 

peak discharge values given the specific values of independent variables. On the other 

hand, confidence interval shows the most well-known range of values, showing the 

natural variability bounds of the estimated values and thus express uncertainty in the 

estimates. The uncertainty was presented using 5% and 95% confidence interval 

bounds, which are the limits of the range of the individual discharge and parameter 
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values frequently vary (NIST, 2012; Wadsworth H.M, 1990). Prediction intervals were 

calculated using equation 4.25.                

                                                                                                        Equation 4.25 

Confidence intervals deal with regression line estimation accuracy and help to 

compare the accuracy of various estimates. The interval establishes the natural 

variability bounds for flood parameter and peak discharge estimates. The intervals 

were calculated using a polynomial and power regression equation 4.26 below (Helsel 

and Hirsch, 2002). 

                                              

Equation 4.26 

Where ΔXi is the confidence interval of the predictor, Yi is the response variable, tα is 

the t-value at α = 0.05 significance level, SE is the standard error, DF is the degrees 

of freedom, Xm is the mean of X and SSxx is the sum of squared differences. 

4.5.8 Model selection 

Model selection was made using the XLSTAT version 2019.3.2 software, which fit data 

with a variety of applications, including selecting the best models to predict dependent 

variables as predictor variables. The software enabled the selection of 2 best statistical 

models that can predict flood exponents (θ) and the other for predicting intercepts (α) 

parameters for the catchment based on the Akaike information criterion (AIC) and the 

Bayesian information criterion (BIC). The selection was made to avoid model selection 

that would over fit the data and not perform well in new contexts.  

The AIC and BIC metrics are objective measures for model estimation error and are 

used for comparing models and for selecting the optimal model (Ding et al., 2018). 

The primary tenant of AIC is to penalise the integration of more variables in a model 

and introduces a penalty to increase of errors in the event of additional values (Heinze 
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et al., 2018). The BIC is an AIC version with a higher penalty when additional variables 

are made. The lower the values of the metrics, the better the model that is desirable 

when comparing several candidate models, identifying models that are better for 

prediction (Shmueli et al., 2010; Brewer and Cooksley, 2016). Thus, it was feasible to 

determine the relative strength of one model relative to another based on the BIC and 

AIC values. The best models selected were then used to estimate flood parameters 

and for the estimation of discharge using the power-law equation. 

 

4.5.9 Estimation of parameters and peak discharge 

A framework for flood parameter prediction comprising the log-linear relationship 

between the intercept (α) and the exponent (θ) was used to estimate the scaling 

exponent (θ) values, and the log-log relationship between the intercept (α) parameter 

and the peak discharge observed from the smallest nested catchments was used to 

estimate the intercept (α) values for La Sierra catchment. The following three steps 

used by Ayalew et al. (2014) were applied to predict the expected value of peak 

discharge in the study area (1) a regression model was employed to calculate the 

scaling intercept (α) value from peak discharge observed from the smallest nested 

catchment. 2) A regression model was applied to estimate the corresponding scaling 

exponent (θ) from the natural logarithm of the scaling intercept (α) estimated in step 

one. Finally, 3) the estimated flood parameters (exponents (θ) and intercepts (α)) were 

used to determine the expected magnitude value of peak discharge across spatial 

scales using the flood scaling equation (Equation 4.24). The steps presented provided 

an estimate of the expected value of peak discharges that exhibit variability around 

their expected value. The uncertainty (natural variability) of the predicted peak 

discharges was quantified using a Helsel and Hisch, (2002) method for quantifying 

uncertainty.  
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4.6 Uncertainty propagation and analysis 

This section presents the method adopted to study rainfall and parameter uncertainty 

propagation through a coupled hydrological and inundation model to assess the 

effects on flood extents in the La Sierra catchment, downstream of the Las Gaviotas 

gauging station. A combined model chain comprising an ensemble rainfall model 

rainfall-runoff model and an inundation model is provided. Also, presented in this 

section is a description of each model in the cascading chain, followed by an overview 

of each model setup process, the hydraulic model's sensitivity and calibration. 

Presented is a method of estimating uncertainty propagation through the coupled 

model chain based on statistical methods to enable quantification of uncertainty in 

flood volumes and extents due to the uncertain rainfall input and variation of parameter 

values.  

4.6.1 The coupled or cascading mode setup 

The coupled or cascading model set up comprised three levels: (a) the meteorological 

level b) the hydrological model and c) the hydraulic or inundation model linked together 

(Rodríguez-Rincón 2015; Tanaka et al., 2018). It linked the models in a nested 

modelling approach where outputs from one model are fed into the other model after 

the first model is enforced with rainfall input data (Di Baldassarre et al., 2010). The 

Monte Carlo simulator represented the first model at the meteorological level for 

generating rainfall ensemble data.  

A hydrological model represented the second model; the SHETRAN distributed 

hydrological model enforced with rainfall ensembles generated by the first model 

(Loveridge et al., 2013). The model allowed research into how uncertainties originating 

from rainfall are propagated and interact with catchment level parameters (Tanaka et 

al., 2018). The last phase composed of the hydraulic model; the Flood Modeller 

inundation model enforced with each discharge assemble from the SHETRAN 

hydrological model. The Flood Modeller generated flood inundation extents for each 

input flow ensemble member (Rodríguez-Rincón 2015). The three coupled or 

cascading models were run to produce scenarios based on fixed and variable 

parameter values and generated several ensembles within 5% and 95% confidence 

limits.  
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4.6.2 The meteorological level  

The GoldSim Monte Carlo simulation software was used for uncertainty propagation 

and the generation of ensemble rainfall time series (Loveridge et al., 2013; GoldSim 

Technology Group 2017; Zarzar et al., 2018). The software used a Monte Carlo 

simulation technique to produce random ensemble members required for one year 

(2015) covering variable rainfall circumstances (Rodríguez-Rincón 2015). The rainfall 

ensemble members were selected within the 5% and 95% confidence limits and 

enforced into a hydrological model to generate flow ensemble outputs that acted as 

inputs into a hydraulic model.  

Rainfall ensemble generation 

The Monte Carlo simulation technique was used to generate separate and 

independent members of rainfall ensembles, each showing possible rainfall variability 

in the La Sierra catchment area (Rubinstein and Kroese, 2007). The probability density 

functions (PDFs) were defined for each station in the catchment area and each rainfall 

dataset was associated with a specific PDF, each of which was fitted with the most 

appropriate probability distribution function to derive the statistical distribution 

parameters.  

The EasyFit software was used to select the most fitting probability distributions for 

rainfall data in the study area and to identify PDF parameters (Schittkowski, K., 2002). 

Several PDFs identified by the application were fitted using the MLE (Maximum 

Likelihood Estimates) method and calculated the p-values based on the Kolmogorov-

Smirnov and Chi-Squared goodness-of-fit statistics. This is because the rainfall 

variables in the model input are random rather than fixed (Mamnoon and Rahman, 

2019).  

The Monte Carlo simulation technique was applied following these steps: 

1 Identification and description of input rainfall variables and parameters from 

Probability Distributions Functions. 

2 Generate random values for each input variable from their respective probability 

distributions. 
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3 Run the model with each set of the input variables produced and generate a 

model output for the set of parameters specified. 

4 Analyse the distribution of model outputs to determine the cumulative 

distribution function and other statistical characteristics (for example, the mean 

and standard deviations). 

The simulation technique allowed quantification of the uncertainty in rainfall input data 

resulting from its spatial and temporal variability expressed in the form of confidence 

limits on probable rainfall estimates. It was possible to examine the effects of many 

combinations of rainfall input variability on the magnitude of flood volumes and extents 

(Mamnoon and Rahman, 2019). 

Selection of ensemble members from non-symmetrical distributions  

Several rainfall datasets analysed maintained a consistent right or positively skewed 

distribution, where the mean was found to be larger than the median and the data 

containing very few large values. The analysis assumed a normal distribution of 

uncertainties from these non-symmetrical distributions. To make the distributions 

normal, non-symmetrical distributions were transformed by taking the square root of 

the observation logarithm using the Box-Cox method. A Box-Cox power transformation 

was used to make the data normal, where all data was converted into a particular 

exponent, shown by a Lambda value that makes the variance more constant and 

normalises the rainfall data. The Box-Cox normality plot which approximately 

normalises the data is defined as: 

                                              T(Y) = (Yλ−1)/λ                               

Equation 4.27 

Where Y is the dependent variable, and λ is the transformation parameter. For λ = 0, 

the natural log of the data was taken instead of using the above formula. 

The transformation of the data set yielded the data to follow approximately the normal 

distribution, which increased the applicability and usefulness of the statistical 

techniques based on the normality assumption. Computing the correlation coefficient 

of a normal probability plot helped define a measure of the normality of the resulting 

transformation (NIST, 2012). Twelve PDFs were examined in selecting the best-fit 
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probability distribution for the annual rainfall time series in La Sierra catchment (Table 

4.8).  

Table 4:8 Details of selected rainfall stations in La Sierra catchment. 

Station name Period of data Record length 
(years) 

Longitude Latitude  

Dos Montes 1973 - 2016 43 92.8W 18.0W 

Plaza del Rosario 1983 - 2016 33 92.0W 17.9N 

La lagarte 1986 - 2016 30 92.6W 17.4N 

Las Mercedes  1984 - 2015 31 92.6W 17.4N 

Tequita 1970 - 2016 46 92.8W 17.7N 

Dos Patria 1960 - 2016 56 92.8W 17.6N 

Teapa 1960 - 2015 55 93.0W 17.0W 

Tapijula  1960 - 2015 55 93.2W 17.2W 

Simojovel  1965 - 2016 51 92.3W 17.2N 

Yayalon 1942 - 2016 74 92.3W 17.0N 

Sitala 1984 - 2015 31 92.8W 17.0W 

Oxolotan 1974 - 2016 42 92.8W 17.4N 

 
The goodness-of-fit tests 
 

The Goodness of fitness tests were conducted to select the best PDFs that could 

describe possible rainfall values, and probabilities for each rainfall station would vary 

within the La Sierra catchment area. The fitness test was used to determine whether 

a distribution fits the rainfall time series data set adequately and calculate statistics of 

goodness-of-fit that helps to rank the fitted distributions according to the quality of fit 

concerning the observed data (Mamnoon and Rahman, 2019). The best fit distribution 

was selected from a list of candidate probability distributions for the year 2015 rainfall 

time series data from twelve rain gauge stations in the study area. 

For each PDF, the following three fitness measures at a significance level of 0.05 were 

used: (i) Kolmogorov-Smirnov; (ii) Anderson-Darling; and (iii) Chi-squared (Haddad 

and Rahman 2011). The selected twelve probability distributions were ranked on a 

scale of 1 to 5 for all three tests separately, with rank one representing the best fit 

distribution, and rank 2 being the second-best, and so on. The final selection was 

made based on cumulative test scores obtained from adding all three fitness 

measures, a distribution that fit the highest numbers of selected stations. A maximum 
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score of 5 was given to rank one probability distribution, and 4 to rank two distributions, 

and so forth (Mamnoon and Rahman, 2019). 

To identify the best-fit probability distribution overall, a relative scoring method was 

adopted based on the results given by the three goodness-of-fit tests. To determine 

the best fit probability distribution that corresponds to the highest number of stations 

selected, a relative scoring method based on the results of the three fitness tests was 

adopted (Mamnoon and Rahman, 2019). 

 
Monte Carlo simulation 

The Monte Carlo simulation was used to sample each PDF for each rainfall gauge 

station data and produced a defined number of possible ensemble members for each 

gauge with confidence limits showed (Rubinstein and Kroese, 2007). Historical rainfall 

time series were fed into the Monte Carlo simulation module as external time histories 

with a known distribution before the simulation (GoldSim Technology Group 2017). 

The technique computed its output repeatedly, with input values that were randomly 

sampled from pdf parameters. A random sampling method of PDF parameters was 

performed to incorporate uncertainty in the rainfall input data that was then propagated 

into the flood inundation model (Kalyanapu et al., 2012). However, the process ignores 

uncertainty in model parameters and model structure, but these were later included in 

the analysis. 

4.6.3 The SHETRAN hydrological model and domain 

The SHETRAN was applied because of its distributed nature of rainfall-runoff 

generation through grid-to-grid routing and gridded representation of catchment 

properties and processes. The detailed representation of parameter variability and the 

ability of the model to respond to differences in rainfall variability made the model 

suitable to investigation parameter uncertainty and effect on flow outputs. The 

hydrological model was applied to La Sierra catchment to investigate the propagation 

of rainfall and parameter uncertainties and effect on discharge.  

La Sierra catchment is one of the wettest catchments in Mexico with an annual rainfall 

total of approximately 4 000 mm, with annual averages of 2 550 mm occurring all year. 

However, the river flows in the catchment have minimal influence from regulatory 
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artificial river control structures like dams, barriers and river diversions compared to 

the main Grijalva River. As a result, most flood-prone areas of the La Sierra 

floodplains, especially in the heavily populated areas of Villahermosa, often 

experience floods with severe impacts on life and property. The heavily populated 

areas were seriously affected during the 2007, 2008 and 2009 flood events and the 

flood-prone areas include permanent and informal settlements. 

4.6.4 The Flood Modeller 2D model  

The Flood Modeller application was used to simulate the October 2015 flood event 

and was able to provide an approximation of flood depths, velocity and extents. The 

hydraulic model was used at a relatively broad scale (15-metre resolution) to assess 

the impact of uncertainties on the inundation of flooding extents rapidly through a 

coupled hydrological/hydraulic model. A detailed description of the Flood Modeller 

application is given in section 4.4. The Flood Modeller simulations were run on a 64-

bit operating system computer with processor type Intel (R) Core (TM) i7–6700HQ 

CPU operating at a speed of up to 3.41 GHz. The 16.0 GB RAM and the NVIDIA 

Quadro K2200 graphics card with 640 CUDA streaming processors at 4 GB of GDDR5 

GPU memory with fast bandwidth that enables the creation of large and complex 

models. The Flood Modeller was run using a spatial resolution of 15 m.  

Model sensitivity and calibration 

The Flood Modeller’s sensitivity to Manning coefficient values for the channel and 

floodplain was investigated to calibrate the flood model. The model was run using 

several similar simulations based on variations of the coefficient values of the Manning 

varying from 0.04 to 0.055 m, describing a winding river with ponds and reefs in the 

lower levels and inefficient slopes and sections (Chow, 2008). Within this range, the 

roughness coefficient values were adjusted to minimise the disparity between the 

model simulations and the observed flood outlines. The variation of the values was 

applied in incremental steps of 0.001 until the best fit value matched the flood outlines. 

To achieve the best fit, the simulated and observed flood extents when compared 

should have a roughness value that minimised the differences between the 2. 
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Calibration of the inundation model comprised finding the optimal Manning coefficient 

roughness values for the channel and floodplain since these have considerable 

influence on simulated flood extents (Van Wesemael et al., 2016; 2011). Ideally, the 

friction values should reflect the spatial variability present in the channel and 

floodplains and be estimated explicitly from physical or biological variables present in 

the catchment area (Mason et al., 2006). However, as an alternative to the 

representation of spatial variability, a conventional technique of using two different 

global static coefficients, one for channel and the other for floodplain was considered. 

Satellite images, land use maps and aerial photographs were used to obtain the 

spatially distributed friction values that reflected the floodplain and for the channel 

roughness values for the study area (Mason et al., 2006).  

The traditional technique of calibrating the output of inundation models was to match 

simulated flood extents with observed extents from satellite images (Stephens et al., 

2014). The evaluation of the efficiency of flood inundation models has often used 

satellite information to measure how well the output produced matches realistic flood 

extents (Lim and Lee, 2018). However, errors and uncertainties exist in the 

measurement of flood extents extracted from remote sensing images caused by 

inappropriate wavelength selection and application of incorrect algorithms (Stephens 

et al., 2014). In particular, the delineation of flood extents is complicated by emerging 

vegetation and buildings, water surface roughing and water surface rain distortions 

that cause multiple reflections that cause dry land on the edges of flooded areas to 

appear similar to flooded areas (Mason et al., 2009). 

The waterline was shifted towards the river by the effects of emergent vegetation, 

causing an underestimation of water levels (Fig. 4.24). The levels were corrected by 

adding the vegetation depth at the waterline found in the satellite imagery (Horritt et 

al., 2003). Using combined datasets comprising gauged water elevations, contour-

based LiDAR DEM and remote sensing images were used to generate reasonably 

observed flood extents (Stephens et al., 2014; Zhang et al.,2018). 
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Figure 4.24: The effect of vegetation on flood outlines where the water level is 
underestimated (Horritt et al., 2003). 

The extraction of observed flood extent outlines 

The extraction of flood outlines was performed using the ISODATA (Iterative Self-

Organising Data Analysis) unsupervised image classification method (Jung et al., 

2014). Landsat 5 Thematic Mapper (TM) images were used to show the level of 

flooding in the study area during the flood event on 27 October 2015. The ISODATA 

was applied to the Landsat spectral bands 1, 4 and 7, which were classified into 20 

classes (Song et al., 2001). The spectral difference between water bodies and other 

surrounding land became more apparent when the spectral bands combine into Bands 

1, 4 and 7 (blue depicted by Band 1, near-infrared by Band 4, short wave infrared by 

Band 7) (Jung et al., 2014) Figure 4.25. 

Figure 4.25: Comparison of the band variations in the downstream of Las Gaviota gauging 
station on 27 October 2015. (a) The original Landsat imagery on 27 October 2015. (b) The 
combination of Bands 1, 4 and 7 (blue: Band 1, near-infrared: Band 4, short wave infrared: 
Band 7). 

A B 
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However, the boundary between dry and flooded land appeared vague and 

discontinuous with some having vague flood boundary outlines. The accuracy of the 

Landsat satellite image was improved using the combined use of over one dataset, 

and these included observed gauged water levels and contour-based LiDAR DEM 

data (Stephens et al., 2014). The observed water levels with discharge data and 

related rating curves across the entire year of 2015, covering the 17 October flood 

event were provided by CONANGUA.  

To obtain contour-based LiDAR DEM data of the study area, LIDAR data was 

converted to contour lines at 0.5 m interval using GIS spatial tools. The 1D flood 

calculator tool in Flood Modeller was used to calculate a static flood extent from the 

location of the observed/gauged water levels. A constant water level layer from this 

static flood extent was calculated to represent a horizontal water surface that spread 

across the entire area with defined depth, water extents and flood shoreline (Stephens 

et al., 2012).   

The static flood extent layer was overlaid onto the contour-based LiDAR DEM layer, 

and the flooded margin that matched with a contour line on the LiDAR topographic 

data defined the observed flood extents margin (Stephens et al., 2012). The combined 

dataset technique was used to reduce errors and uncertainties in the flood delineation 

process. It enhanced the accuracy of flood extent delineation based on the use of 

combined and complementary datasets rather than the more frequent use of satellite 

imagery only to measure the degree to which the observed and simulated flood extents 

agree.  

The hydraulic model set up and model domain  

The model was set up to simulate flood extents along an 8 km reach between Gaviotas 

and Povernir gauging stations. The set up comprised upscaling the 5 m resolution 

LiDAR DTM to 15 m so that the 2D modelling was within the 10 000 cells, the maximum 

number of cells permissible for the free Flood Modeller application. The Flood Modeller 

Resample tool was used to generate an upscale DTM that calculates an average value 

based on the source grid cells. As a result, the up-scaling process resulted in spatial 

averaging of values in each grid and removed some low-resolution topographic 

features such as embankments.  
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All flood embankments were presented in a separate layer in which values were kept 

in the model. The model set up also required, separate layers for buildings, vegetation 

and features present on the ground surface used for determining the distributed 

floodplain roughness coefficient values. 

Since the LiDAR DTM did not show riverbed elevations, but only the water surface 

elevation, it was merged with surveyed bathymetry data to obtain an approximation of 

the real channel depths. Several water depths between 2.50 m and 4 m were tested 

during model calibration and in combination with the main channel roughness 

coefficient values. Also typical in the La Sierra River, there is a deposition of sediments 

that leads to siltation during high flows. Riverbed dredging is commonly practised in 

the La Sierra River that results in variable channel depths. In this way, channel depth 

served as one of the calibration parameters that represented a variable river depth.  

4.6.5 Model scenarios 

The ensemble simulations proceeded under two scenarios: (i) the calibrated 59 model 

runs based on fixed calibrated parameters to investigate the variability and 

propagation of rainfall uncertainties, and (ii) the same 59 model runs based on variable 

or individual parameter value changes this time to investigate variability and 

propagation of parameter uncertainties. 

Scenarios without changes to the parameters 

Initially, the hydrological model was run enforced with each of the 59 rainfall 

ensembles based on fixed calibrated parameter values, (which were constant values, 

maintaining values obtained during calibration) to investigate the variability and 

propagation of rainfall uncertainties. In this way, the model chain was used to generate 

control simulations of ensemble discharge and flood inundation maps and enabling an 

understanding of rainfall uncertainties and the behaviour of the model in simulating 

ensemble discharge output (Zarzar et al., 2018).  
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Scenarios based on the variable parameter model runs 

Also, the model was run to generate 59 flow ensemble outputs based on parameter 

changes (Zarzar et al., 2018). One parameter at the time was selected for each set of 

59 model runs and its value changed between maximum and minimum values within 

acceptable literature values for each separate set of 59 model runs (Figure 4.26). As 

a result, 59 flood inundation outline maps were obtained by enforcing the model with 

rainfall ensemble input members based on the selected parameter value. 

  

Figure 4.26: Rainfall and parameter uncertainty propagation through a coupled hydrological 
and inundation model based on enforcing the model with multiple ensemble members run 
with varying parameter values. 

 

4.6.6 Generation of parameter values 

The most sensitive parameters that most affect the discharge simulations in the study 

area (selected in section 4.4.2) were used for uncertainty estimation of parameters. 

The parameters selected were, the Strickler overland flow resistance coefficient (K), 

Saturated water content (θs), AET/PET and the Saturated conductivity (Ks). The 

parameter values were selected by defining parameter ranges for each of the critical 

land-use cover and soil types in the catchment area. The range of parameter value 

used for the uncertainty analysis was taken from the reference manual of the 

SHETRAN hydrological model. The model parameters, along with the parameter 

ranges considered in uncertainty analysis, are presented in Table 4.9. The major land 

cover types considered in the uncertainty analysis were deciduous forest, grass, 
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arable, and evergreen forests. Primary soil types considered in the uncertainty 

analysis included Medium soil (18%, clay, 35% and, 15% sand or 18%, clay and15%, 

sand, 65%), Coarse soil (18% clay and 65%) and highly productive aquifer through 

cracks soils.  

Table 4:9 The upper, lower and calibrated parameter values for each land cover and soil 
types used during uncertainty analysis and scenarios. 

Parameters Description 
Range Low High Calibrated Unit 

  K1 Strickler overland (Arable)  

 

 

Coefficient Deciduous Forest  

≥0.3 ≤ 9.9 

0.5 9.9 9.48 m1/3 s-1 

 K2 Strickler overland (Deciduous) 0.1 7.8 6.70 m1/3 s-1 

 K3 Strickler overland (Evergreen)  0.05 8.9 7.48 m1/3 s-1 

       
Ks1 Saturated cond. (Coarse soil) 

≥0 

0.23 2.22 1.0 m/day 

Ks2 Saturated cond. (Highly 
productive soil) 

0.11 1.19 0.20 m/day 

Ks3 Saturated cond. (Medium soil) 0.31 0.93 0.30 m/day 

       
AET/PET FC1 AET/PET ratio (Arable) 

≥0.01≤1.99 

0.2 1.9 0.35 (-) 

AET/PET FC2 AET/PET ratio (Deciduous) 0.4 1.6 0.70 (-) 

AET/PET FC3 AET/PET ratio (Evergreen) 

 

0.5 1.7 0.84 (-) 

θS1 Saturated water content (Coarse 
soil) ≥ 0.05 ≤1.0 

0.45 1..0 0.81 m3/m3 

θS2 Saturated water content (highly 
productive) soil 

0.42 0.9 0.30 m3/m3 

θS3 Saturated water content (Medium 
soil) 

0.06 0.7 0.44 m3/m3 

       

 

A pseudo-random number generator was used to randomly select parameters from 

the highest and lowest allowable values for each land cover type (Lewis and Orav, 

1989). The Random Number Generator v1.4 application based on Mersenne Twister 

was used to generate random parameter values (Matsumoto and Nishimura 1998). 

The application generated parameter values by drawing samples from each selected 

parameter range (Figure 4.26 and 4.27). A list of random numbers was generated 

between the lower and upper parameter values for each land cover and soil types. 

The generated outputs were then sorted from highest to minimum, facilitating the 

selection of highest and lowest parameter values for use in model scenarios.  
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Figure 4.26: A random number scatter showing parameter values (500) randomly sampled 
from saturated conductivity parameter range (0.23 to 2.22) for coarse soil. 

 

 

Figure 4.27: A random number scatter showing the parameter values (500) that were 
randomly sampled from the Strickler parameter range (0.5-9.9) for Arable land.   
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4.6.7 Historic flood levels and extents data 

From October 25 to 28, 2015, exceptional rainfall fell in the upper and middle Grijalva 

-Usumacinta River basin, generating runoff, which caused flooding in Tabasco and 

some neighbouring states. A system of low pressure resulted in several parts of the 

Grijalva catchment experiencing heavy rainfall and flooding since 26 October 2015.  

Late on the 25 October 2015, Tropical Cyclone Patricia formed in the eastern Pacific 

Ocean in southern Mexico and approached the coast of Michoacán and Colima States 

in Mexico as a hurricane. There are reports of over 254 mm of rainfall falling in 36 

hours, causing flooding up to 2 and 75 cm deep and several areas were flooded. 

Although some minor flooding took place in Villahermosa city, severe rainfall and 

flooding took place in the nearby state of Quintana Roo, where a state of emergency 

was declared for its seven municipalities. 

The flood levels and photographs from the 27th October 2015 flood were used to 

provide the required information for calibrating the hydraulic model (Stephens et al., 

2012). In this flood event, Las Gaviotas flow and level gauging station recorded flow 

levels reaching 4.86 m above sea level and discharge reaching 744.75 m3/s (Table 

4.10). The flood extents were visible from Landsat TM/ETM+ image, and these were 

used to represent the extent of the flood envelope used for model calibration.  

Table 4:10 Recorded flow and levels for Las Gaviotas and nearby gauging stations on 27th 
October 2015. 

Date Level (metres above sea level) Discharge (m3/s) Gauging station 

27/10/2015 3.9 822.09 El Povenir 

27/10/2015 4.86 744.75 Las Gaviotas 

27/10/2015 6.62 385.49 El Pueblo 

4.6.8 Uncertainty analysis  

Statistical uncertainty quantification 

Statistical methods were used to quantify uncertainty in flood extents due to the 

uncertain rainfall input into the model (Roelofs et al., 2018). Rainfall input data were 

selected for analysis because it was considered the primary source of uncertainty in 

hydrological models that propagates into model outputs (Lobligeois et al., 2014). A 

more in-depth analysis of uncertainty required statistical analysis of individual input 
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and outputs variables for the model runs and to quantify uncertainty propagation 

across the modelling chain. The analysis was used to quantify the rainfall uncertainty 

at each level of the modelling chain defined by coupling meteorological, hydrological 

and hydraulic models. 

Before model runs, rainfall uncertainty was represented using Probability rainfall 

Density Functions (PDF), a typical uncertainty characterisation and quantification 

approach. In this sense, statistical parameters were determined using a measure of 

central tendency theory (Loveridge et al., 2013). In this study, the standard deviation 

was used as a measure of uncertainty in rainfall input data. A small standard deviation 

showed that rainfall data was close to the mean often recognised as the expected 

value, whereas a high standard deviation suggested that the data would typically be 

distributed across a broader range of values. In principle, the small spread implies less 

uncertainty. 

4.6.9 Measures of fit  

Index of fit measure (F) 

Simulated flooding extents were compared to observed flood extent maps using an 

index of fit measure F (Komi et al., 2017; Di Baldassarre et al., 2010). The measure of 

fit, F, was given as:  

Equation 4.28 

Where: A is the wet area accurately estimated by the model (the observed inundated 

area), B is the inundated area estimated by the model (area estimated to be wet, but 

observed dry, that is, over-predicted) and C is the wet area not estimated by model 

(under-predicted) (Di Baldassarre et al., 2010; Komi et al., 2017). Each water depth 

map was converted to maximum flood extent polygon shapefiles using built-in Flood 

Modeller tools while the area of each flood extent polygon was calculated using 

ArcGIS geometry tools. Each flood extent map produced was compared to the 

observed flood extents, to obtain A, B and C. 

                                    F = 
𝐴−𝐵

𝐴+𝐵+𝐶
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The F value ranges from–1 to +1, where 1 is the best fit for good flood modelling results 

and enables comparison with observed outlines at different Manning coefficient value 

ranges (Horritt et al., 2007; Di Baldassarre et al., 2010; Jung and Merwade, 2015). In 

the measure of fit F equation, the term B is used to penalise if the model over-predict 

since satellite images show a composite of all flood types and related processes such 

as surface water flooding, backwater effects and groundwater flooding yet flood 

inundation models simulate only river discharge that overflows the river channel into 

flood plains (Schumann et al., 2009). The calibration process comprised comparing 

results from each model run to the observed flood extent map in terms of the measure 

of fit. After running several calibration simulations, a global coefficient value of 0.04   

gave the best fit and was selected to represent Manning’s coefficient roughness 

parameters for the reach studied.  

Coefficient of variation  

The coefficient of variation (CV) (Equation 4.29) is a measure of dispersion or 

variability of the probability of distribution about the mean of a population. It is also 

shown as a percentage of the ratio of the standard deviation to the mean (Yu et al., 

2016). 

                                                                                 

Equation 4.29 

Where: 𝜎 and  are the standard deviation and the mean value respectively, of 

dispersion of a probability distribution. In this research, the coefficient of variance was 

used to assess the level of dispersion of 59 rainfall ensemble members around the 

ensemble mean. The higher the coefficient of variation, the higher the dispersion level 

around the mean and the measure is expressed as a percentage (Nakakita et al., 

2016).  
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Relative Interval Length (RIL) 

An adapted measure called Relative Interval Length (RIL) was used to estimate and 

summarise the uncertainty reported by the model (Jin et al., 2010). The RIL measures 

the resolution of the predictive distributions (Li et al., 2011). It is a standardised 

measure and is calculated as a function of lower and upper limits and median outlines 

of flood extent and useful for comparing flood inundation map scenarios 

(Ahmadisharaf et al., 2018). The RIL was computed using equation 4.30.                                                                                      

𝐑𝐈𝐋 =
𝑿𝑼 − 𝑿𝑳

Ẋ
         

Equation 4.30 

Where: XL and XU are the lower and upper confidence limits, respectively, and Ẋ is the 

median value. The ARIL values should be as small as possible, meaning a smaller 

value represents better performance with less uncertainty (Jin et al., 2010; Li et al., 

2011).  

Confidence interval and limits 

In this study, the 5% and 95% confidence intervals were considered as the lower and 

upper limits of the confidence interval with plausible ensemble member values in line 

with other flood inundation research where a similar measure was used to quantify 

uncertainty in inundation maps (Pappenberger et al., 2005; Loveridge et al., 2013; 

Ahmadisharaf et al., 2018). All ensemble input data discharge and flood extent outputs 

were classified into probability intervals between 5% and 95% confidence limits, which 

are the upper and lower ends of the rainfall ensemble values where their actual values 

lie with some certainty around an ensemble mean.   

 A confidence level is a probability that the uncertainties lie in the interval. Confidence 

intervals were used to describe ranges (5% and 95%) within which the average 

estimate occurs with defined probability. In this way, the 95% confidence interval has 

a 0.95 probability of containing the ensemble value; while 5% has a less frequent 

probability of 0.05 (Lane, 2015). 
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4.7 Summary 

This section has presented the methodology to study rainfall and parameter 

uncertainty propagation through a coupled model chain to assess the effects on flood 

inundation extents in the La Sierra floodplain. The methodology comprises the 

meteorological model represented by the Monte Carlo simulator for generating rainfall 

ensembles. The model is coupled to a second model represented by the hydrological 

model comprising the SHETRAN hydrological model that is enforced with rainfall 

ensembles generated by the first model (Loveridge et al., 2013). The last is the 

inundation model enforced with flow ensembles produced by the hydrological model 

for a generation of flood inundation extents. The research explored how uncertainties 

originating in rainfall ensembles interacted with catchment level parameters and 

propagated to determine flood inundation extents.  The estimation of uncertainty 

propagation through the coupled model chain was provided based on statistical 

methods that quantified uncertainty in flood extents due to uncertain in rainfall input 

and parameters. 
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5 RESULTS 

This chapter present results of three main sections; (i) the calibration and validation of 

distributed hydrological modelling for the Grijalva catchment using a combination of 

satellite and in-situ datasets (section 5.1; Objective 1), (ii) the nested catchment 

modelling to investigate scaling relationships between peak discharge, nested 

catchment areas and rainfall variability in the La Sierra catchment (section 5.2; 

Objective 2) and (iii) the coupled hydrological-hydraulic modelling to investigate rainfall 

and parameter uncertainty, propagation and effects on predicted flood inundation 

extents (section 5.4; Objective 3). 

5.1 Spatially distributed hydrological modelling   

The development of a distributed hydrological model, which forms the foundation for 

this research, is presented in this section. The results are structured in the same order 

as outlined in the modelling protocol (Figure 4.1) comprising sensitivity analysis, 

calibration, validation, error quantification and correction.  

5.1.1 Rainfall error correction results 

 

This section present results of rainfall interpolation, merging and error correction and 

the temporal and spatial rainfall error distribution in the Grijalva catchment. Also 

presented are calculation results of diverted discharge from the model domain, 

including the corrected simulated flows obtained and the percentage improvement 

results. Finally, the results of calibration and validation that show the performance of 

the SHETRAN hydrological model and its ability to simulate the magnitude of the 

observed discharge are presented. 

Geostatistical tool and analysis results 

 Results of the Geostatistical exploration of rain gauge rainfall datasets in the study 

area show rainfall is mainly approximated by the Logistic, Normal and Gumbel 

Probability Distributions Functions. Generally, the Logistic distributions fit most rainfall 

datasets and were distinctly skewed to the right with heavier tails accommodating 

lower limits of rainfall values. The right tail of the histograms showed a relatively small 
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number of rain gauge rainfall values, however with large amounts of rainfall 

accumulations on the right. For several datasets analysed, rainfall maintained a 

consistent right or positively skewed distribution, where the mean was found to be 

larger than the median and the data containing very few large values. The distribution 

had values close to zero, and the data distribution skewed to the right. The fitting of 

the other distributions gradually decreased from Logistic, Normal to Gumbel 

Distribution functions. A Box-Cox power transformation was used to make the data 

normal, to make the variance more constant and normalise the rainfall data. 

Also, cross-validations were performed to check the predictive capability of the Kriging 

model in assessing how well it will perform (section 4.2.4). Results show that the 

spread of points was close around the best fit (1:1) line (Fig. 4.17). Diagnostic statistics 

on the performance of the Kriging model prediction were given to further assess the 

model performance. The results showed the smallest Root Mean Square (2.44), a 

small Root Mean Square Standardised prediction error (1.42) which was the closest 

to 1. Also, the results had a small Mean Standardised Prediction Error (-0.13) and the 

lowest Average Standard Error (1.57). The results in the scatterplot for the predicted 

and observed data showed that the Kriging model performed well during the cross-

validation process. 

Rainfall distribution  

Results of rainfall error correction are presented in this section, including the temporal 

and spatial rainfall error distributions in the Grijalva catchment. The results show that 

rainfall is highly spatially variable in the catchment and is primarily influenced by 

topography. The spatial distribution of rainfall reflects the orographic effect on rainfall 

with the western-eastern orientation of the mountainous regions of La Sierra having a 

direct effect on the north-east trade winds, which collect moisture across the Gulf of 

Mexico and then deposit large amounts as rain as they reach land. The highest mean 

monthly rainfall occurs along the windward northern slopes of the La Sierra Mountain, 

and parts of the lowland regions of Tabasco in the north. The most striking observation 

from rain gauge rainfall alone is that the upper and the middle sections of the Grijalva 

catchment have the highest rainfall totals in Mexico reaching monthly rainfall 

accumulations of over 300 mm (Figure 5.1 and 5.2).  
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However, results show that rainfall decreases gradually towards the south with the 

lowest rainfall occurring in the interior depressions of Chiapas with a long-term monthly 

rainfall total below 130 mm but increasing again on the western highlands along with 

the Pacific Ocean.  

 

Figure 5.1 Interpolated monthly total rain gauge rainfall distribution in Grijalva catchment 
highest totals occurring along northern slopes of La Sierra Mountains and covering most 
of Tabasco lowland areas while the central depressions of Chiapas have the lowest rainfall 
totals. 
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Figure 5.2 Spatial distribution of mean monthly rainfall in the Grijalva catchment based on 
the Cokriging interpolation and merging of rain gauge rainfall, satellite rainfall and 
topographic datasets. 

  

Rainfall error distribution  

The spatial variability of rainfall errors in the catchment (Table 5.1) shows highly 

variable rainfall patterns in the study area (Figure 5.3). Results show spatial error 

variations following topography with low error fields (0.28 to 0.32 mm) in the southern 

slopes of Sierra mountainous regions covering the central depressions of Chiapas 

(Figure 5.3). Results show substantial errors ranging between 0.29 to 0.45 mm along 

the north-facing slopes of La Sierra mountainous regions, including the low-lying 

Tabasco plains. However, pockets of high rainfall errors ranging from 0.32 to 0.36 mm 

occur varyingly around La Angostura dam in the central depressions of Chiapas State. 
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Figure 5.3 Rainfall error distribution showing spatially varying error rainfall error fields in 
the Grijalva catchment area. 

The temporal variability of rainfall errors in the catchment (Table 5.1) shows some of 

the highest monthly rainfall error distributions in the catchment with an average error 

of 6.48 mm, ranging between 5.27 mm in December and 7.39 mm in September. Most 

places receive almost all rainfall between May and October with a monthly average of 

3.91 mm, while November to May are dry months with a long-term monthly average 

of 2.10 mm. Results show that low errors are in the dry season between November 

and May for nearly all rain gauge stations compared to the wet season. For example, 

large seasonal variability of errors in the dry season with average rainfall errors of 5.93 

mm while in the wet season, it was 7.02 mm (Table 5.1). Conversely, the occurrence 

of the Inter-Tropical Convergence Zone (ITCZ) in wet months promotes highly variable 

and localised events, thus deteriorating the spatial correlation of the error field. 
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Table 5:1. The quantified errors between the merged rainfall dataset and original rain gauge 
rainfall data show that errors varied seasonally with high error fields prevalent during the 
wet season between (May to October) compared to the dry season. 

Months Mean 
monthly 
satellite 
rainfall 

Mean 
monthly 
obs. RG 
rainfall 

Mean 
monthly 
rainfall 

% bias Root 
mean-
square 
error 
(RMSE)  

 Mean 
error   

 Average 
Standard 
Error 
(ASE)  

Mean 
squared 
error 

Jan 0.08 4.06 2.07 -98.11 5.94 3.99 1.99 15.89 

Feb 0.06 1.49 0.77 -96.04 6.02 1.43 0.72 2.04 

Mar 0.07 1.66 0.86 -95.84 6.27 1.59 0.79 2.53 

Apr 0.07 1.87 0.97 -96.31 6.56 1.80 0.90 3.25 

May 0.24 4.41 2.33 -94.57 6.89 4.17 2.09 17.43 

Jun 0.41 8.42 4.42 -95.11 7.16 8.01 4.01 64.19 

Jul 0.28 5.02 2.65 -94.44 7.03 4.74 2.37 22.50 

Aug 0.34 7.43 3.89 -95.39 7.34 7.09 3.54 50.21 

Sep 0.44 11.12 5.78 -96.08 7.39 10.68 5.34 114.10 

Oct 0.34 8.52 4.43 -96.03 6.30 8.18 4.09 66.93 

Nov 0.21 6.24 3.23 -96.59 5.54 6.03 3.01 36.36 

Dec 0.12 5.42 2.77 -97.70 5.27 5.30 2.65 28.04 

Long-
term 
mean 

0.22 5.47 2.85 -96.02 6.48 5.25 2.63 35.29 

Rainfall error correction 

Rainfall input data were corrected using the mean monthly rainfall errors per each 

gauging station derived from the differences between merged rainfall dataset and 

observed rain gauge rainfall in the Grijalva catchment. Results show that the average 

error at each rain gauge station in the Grijalva catchment is 0.3 mm. The lowest is 

0.13 mm at Dos Montes and the highest 0.83 mm at Huimanguillo rain gauge station 

(Table 5.2) (Appendix A, Figure A.5). The errors at each gauging station were used to 

correct rainfall input data at each station.  

Although Grijalva catchment is a poorly gauged with one rain gauge station per 1 700 

km2, the Geostatistical merging technique was able to deliver satisfactory results 

because of the strong correlation between monthly rainfall observations, satellite 

rainfall data in ungauged areas and introducing the external drift as topographic data. 

The results show that the relative performances of the rainfall, interpolation and 

merging methods are strongly influenced by the rain gauge density and topography of 

the catchment. 
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Table 5:2 Mean monthly rainfall errors per gauging station derived from the differences between merged rainfall dataset (rain gauge and 
TRMM rainfall) and original rain gauge rainfall in the Grijalva catchment. 

Rain 
gauge 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
 Mean monthly 

rainfall  
error 
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SHETRAN Thiessen polygons integrated with error fields  

 The interpolated error fields derived from the Cokriging with external drift technique 

were integrated within the SHETRAN Thiessen polygons, as shown in Figure 5.4. The 

Thiessen polygon rainfall input data for SHETRAN were corrected using quantified 

errors at each rain gauge, and this enabled a bias-corrected input rainfall for each 

polygon. The inaccuracy resulting from the use of Thiessen polygons for rainfall 

representation in the SHETRAN hydrological model was reduced by computing errors 

at each rain gauge location, resulting in the correction of input rainfall in each polygon 

(Table 5.2). 

 

Figure 5.4 The interpolated error fields derived from the Cokriging with external drift 
technique were integrated with SHETRAN Thiessen polygons. 
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5.1.2 Sensitivity analysis results 

Diagnostic assessment of parameter sensitivity analysis was based on comparisons 

with total discharge as variable response output. The contribution of each parameter 

change to the variance in total discharge was investigated (Guse et al., 206). A local 

sensitivity analysis of the type “one-at-a-time” (OAT) technique was applied by 

analysing the effect of one parameter change on discharge output at a time, keeping 

the other parameters fixed. Preliminary model results using baseline (average) 

parameter values derived from the literature (Zhang et al., 2013; Zhang et al., 2015) 

showed that average values do not represent actual catchment conditions and 

processes in the study area. There was a need to determine how different values of 

individual parameters affect model simulations.  

Results from sensitivity analysis indicate that surface roughness (Strickler overland 

flow coefficient) (K) and Saturated conductivity (Ks) parameters caused the most 

considerable change in the total discharge output (Figure 5.5). Results based on 

variations of parameter values showed that increasing the Strickler overland 

coefficient value by 1.5 for each land use type (Deciduous forest, Grass, Evergreen 

forest, Arable, Bare ground, Shrub and Urban land use) resulted in the most significant 

change, reaching 15% of total discharge (Figure 5.5). A higher Strickler coefficient 

value represents lower roughness of the land surface, a smoother surface results in 

more runoff into the channel (Xevi et al., 1997). The higher speed of surface runoff 

increases the total discharge in the river channel. 

Saturated conductivity (Ks) parameter had the second-highest effect on total 

discharge. The Saturated conductivity (Ks) parameter values were increased by 1.5 

and resulted in a reduction in the total discharge output by 12%. Results show that 

high saturated hydraulic conductivity values result in higher soil infiltration rates 

resulting in a lower runoff with corresponding decreases in peak discharge. All other 

tested parameters caused substantially less change, and this was followed by 

Saturated water content (θs) AET/PET and soil depth.  
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Figure 5.5: Percentage change in total discharge due to increases in parameter values 
(Adapted from Sreedevi and Eldho, 2019). 

 

Although the three parameters were relatively less sensitive, they were 

complementary parameters that were used to refine calibration results from the two 

most sensitive parameters. Therefore, the sensitivity analysis showed that changes in 

surface roughness (Strickler overland flow coefficient) (K) were observed to have a 

more pronounced effect on total discharge. Among soil parameters, saturated 

hydraulic conductivity had the most effect on total peak discharge. Saturated water 

content (θs) and AET/PET were less sensitive, however, they complemented in 

calibrating the model. The rest of the parameters were less sensitive, and their values 

remained fixed during calibration. 
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Mass balance checks 

As part of the sensitivity analysis, mass balance checks were done to ensure the 

model was not gaining or losing inappropriate amounts of discharge volumes. 

Hydrological models gain or lose discharge due to numerical rounding errors, model 

instability and convergence (Ackers et al., 2010). This gain or loss of volume is referred 

to as 'mass error.' Knowing the sum of the mass error and comparing it to other 

components of the water balance in the hydrological analysis makes it easier to 

understand uncertainties in the results of the model. The spatially averaged flow totals 

over 2013 to 2017 simulation period were calculated to summarise the overall water 

balance required for mass balance values (Figure 5.6). Check results show mass 

errors with a deficit of 1.6% in the Grijalva catchment. The deficit was acceptable as it 

was not over 5%. If greater than 5%, it would suggest that model schematisation or 

model type (software) is not robust and needs to be challenged (Ackers et al., 2010). 

 

 

Figure 5.6 Spatially averaged flow totals over 2013 to 2017 simulation period for mass 
balance checks in La Grijalva catchment (Background picture Met Office 2009). 
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5.1.3 Discharge output error correction 

The analysis of river flow records revealed that substantial discharge is diverted 

through Samaria River, a distributary of the main Grijalva River. Results showed that 

53% of Grijalva flows are diverted from the model domain through this Samaria River, 

leaving 16% in the Carrizal River and 31% in the La Sierra River. That means 46.61% 

of discharge (combined flows for Carrizal 16% and La Sierra River 31%) passes 

through the model domain outlet at Povenir gauging station, located northeast of 

Villahermosa.  Most of the Grijalva River flows are diverted into the Samaria River 

(53%), and the remaining flows in the Carrizal and La Sierra Rivers comprise the 

remaining 46.61% that pass through the domain outlet.   

Based on calculations without flow contribution from La Sierra River (31%) but taking 

into account flows from Samaria and the Carrizal Rivers only, 77% of the Grijalva River 

flows were found to be diverted through Samaria River, leaving 23% as Carrizal River 

flows. This remaining 23% is the proportion of total discharge flowing towards 

Villahermosa city and is consistent with the maximum operational flow threshold for 

Carrizal River used at the El Macayo flood control barrier (Arreguín-Cortés et al., 

2014). Also, results reveal seasonal variations of diverted discharge with 57% of flows 

diverted in the rainy season, while 54% are diverted in the dry season (Figure 5.7). 

The analysis of hydrological records shows that monthly flow variations for July and 

August have the highest diverted flows (75%) while December has the lowest (30%) 

(Figure 5.7).  

Povernir discharge is highest in October, the last month of the wet season, reaching 

38% of Grijalva flows, while the lowest discharge (10%) is in August, mid-wet season 

(Figure 5.7. Also, flow balance checks showed that the annual flow surpluses at 

Porvenir and Samaria Gauging Stations were approximately 149 008.35 m3, while at 

Gaviota and Gonzalez Gauging Stations there was a deficit of 149 008.35 m3 each. 

Flow surpluses at the Samaria and Porvenir outlets were able to balance inflows from 

the Gonzalez and Gaviotas Rivers. The flow in the Samaria River represented the 

proportion of flows (53%) that are diverted from the model domain. This proportion 

of flows was used to correct simulated discharge at Porvenir outlet).  
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 Figure 5.7 Percentage fraction of seasonal and monthly-diverted flows in the lower reaches 
of the Grijalva River. 

 

Effect of river diversion reproduced in simulated time series. 

When diverted flows were incorporated into output discharge flows and reproduced in 

simulated time series, they had an over-predictive effect (Figure 5.8). The model 

generates high surface flow than reality when diverted flows are included with 

overestimation of high peaks and low level or smaller peaks. However, the removal of 

diverted flows from the model domain resulted in a close match or agreement between 

the observed and the simulated discharge (Figure 5.9). Results show simulations were 

improved after the removal of diverted flows (CC improved by 33.39%, NSE 3.67%, 

PBIAS with 33.99 and RMSE by 27.36%) (Table 5.3). Significant improvements were 

realised in the percentage BIAS, and the NSE had the least of improvement. 
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Figure 5.8: Calibration results flows with diverted flows included. 

 

 

Figure 5.9: Calibration results using corrected flows- diverted flows removed. 
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Table 5:3 Percentage improvement in model simulations after removing the proportion of 
diverted flows.    

5.1.4 Calibration and validation results 

This section provides the results of the calibration and validation of the SHETRAN 

hydrological model following the correction of rainfall inputs and discharge data. The 

results of model input and output data, error quantification and removal are also 

presented, including improvements made from the detailed representation of 

catchment conditions and processes using high-resolution satellite data. The model 

took 3 hours and 45 minutes to run the calibration (2013 - 2015 period) and 2 hours 

10 minutes to run the validation (2015 - 2017 period), on a 2 x 2 km grid resolution 

domain of 57,958 km2 running on a computer with i7–6700HQ CPU operating at a 

speed of up to 3.50GHz. The model took 5 hours and 30 minutes to run the entire 

calibration and validation period (2013-2017) on the same model domain with the 

same grid resolution using the same computer.  

 Calibration results 

Calibration results show that the SHETRAN hydrological model was able to simulate 

river discharge with similar seasonal trends to the observed discharge (Figure 5.10). 

Table 5.4 shows satisfactory results obtained from the assessment of the model's 

performance in simulating discharge in the Grijalva catchment area (NSE = 0.72, CC 

= 0.74, Bias =–0.44% and RMSE 139.56). The results show the Pearson Correlation 

Coefficient (CC) of (0.74) showing the strength of the correlation between the 

simulated and observed discharge, which should be above 0.5 (CC ≥ 0.5) for good 

performance. The PBIAS values ranged from -8.4 to 20.3%, but the final value (- 4.4%) 
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was within a very good calibration range (PBIAS<±10) (Table 5.4). Apart from the 

PBIAS model performance indication, the SHETRAN discharge simulation showed a 

"good" performance of NSE trends (0.72) within a good statistical fit of simulated flows 

and was within 0.5 < NSE < 0.65 thresholds (Moriasi et al., 2007; Ritter and Muñoz-

Carpena, 2013). However, the RMSE of 139.56 mm was not satisfactory, showed 

substantial errors when simulated and observed discharge was compared (Table 5.4). 

These results show the need for new approaches and complementary tools to reduce 

errors and improve the reliability of model results. 

Table 5:4 The evaluation results for SHETRAN model performance ratings for the period 
2013 to 2015 (description classes from Moriasi et al. (2007). 

       Process Statistic Value Description 

 NSE 0.72 Good 

Calibration CORRELATION 0.74 Good 

 PBIAS (%) -4.44% Very Good 

 RMSE (mm) 139.56 Unsatisfactory 

 NSE 0.56 Good 

Validation CORRELATION 0.60 Good 

 PBIAS (%) -6.3% Very Good 

 RMSE (mm) 62.59 Satisfactory 

 

 

Figure 5.10: Comparison of simulated and observed discharge for the 2013 to 2015 
calibration period. 
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Validation results 

Model validation results based on the 2016 -2017 period showed good results (Figure 

5.11, Table 5.3). The results show that the observed and simulated discharge values 

were relatively closely aligned with NSCE of 0.56 which is within the good statistical 

goodness-of-fit range of 0.5 < NSE < 0.65 (Moriasi et al., 2007; Ritter and Muñoz-

Carpena, 2013). The validation results showed a Correlation Coefficient (CC) of 

Pearson of 0.60, showing a good association between simulated and observed 

discharge, which should be above 0.5 (CC ≥ 0.5). The PBIAS values were -13.3% to 

24.3% during validation, but the ultimate magnitude (-6.3%) was classified as a very 

good validation result (PBIAS < ±10). 

 

Figure 5.11: Comparison of simulated and observed discharge for the validation period 
2016 to 2017. 

The RMSE result of 62.59 mm was satisfactory in terms of the average magnitude of 

the errors between the estimated and the observed discharge. The simulation results 

of seasonal river flow mirrored the observed water levels with the highest in the wet 

season and low in the dry season. Like the calibration, the validation results did not 

accurately reflect some sharp river peaks, especially at the end of each rainy season. 

Generally, model results showed an underestimation of high peaks and overestimation 

for low level or smaller peaks. However, results show that model efficiency during 

calibration exceeds the validation period with a small variance in performance. 
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The SHETRAN performance measure of NSE was within the range of 0.7 and 0.79 for 

calibration and between 0.72 and 0.56 for validation, which is comparable to other 

studies (Table 5.5) that used SHETRAN (Birkinshaw et al., 2014; Dukic and Radic, 

2016, Dukic and Radic, 2014; Mourato et al., 2015; Naseela et al., 2015; Tripkovic, 

2014; Zhang, 2015). The performance of the model was reasonable in other similar 

measures and in the range of other studies that used SHETRAN (Table 5.5). In these 

studies, NSE values above 0.5 are frequently reported. For example, by using the 

hourly resolution rainfall data, daily PET data and 200 m spatial resolution Op de Hipt 

et al., 2017 obtained NSE of 0.65 and 0.7 at the basin outlet for the SHETRAN 

simulations of the Dano catchment in Burkina Faso. Naseela et al., (2015) calibrated 

and validated the SHETRAN model in a tropical basin of 69 430 km2 in India using 

daily and obtained NSE of 0.80 and 0.90 at the basin outlet.  
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Table 5:5 Studies that used SHETRAN for simulating river discharge and catchment size in 
comparison to the present study (Op de Hipt et al., 2017). 

  
 

 Performance 

Study Location 
Spatial/Temporal 

Resolution 
Catchment/ 

Plot size 
Discharge 

     

Present study Mexico 
2 km/3 hr and  
1km/1-3 hr 
continuous 

6,740 km2, 
57,960 km2 
 

0.7≤ NSE ≤0.6 

Op de Hipt et al., 2017 
Burkina 

Faso 
200 m/h 
(continuous) 

126 km2 0.65 ≤NSE≤ 0.7  

Janes et al., 2018 UK 
1 km2/hourly 
continuous  

2,400 km2 0.9≤NSE≤ 0.6 

Ðukic and Radic et al., 
2016 and 2014 

Serbia 25 m/h (event)  114 km2  0.8≤ R2 ≤0.9 

Zhang et al., 2015 Portugal 2 km/h (event)  705 km2  0.7 ≤NSE≤ 0.8  

Mourato et al., 2015 Portugal -/daily (continuous) 61–83 km2  0.5≤ NSE≤ 0.7  

Naseela et al., 2015 India -/daily (continuous) 69,430 km2  0.8≤ R2≤0.9  

Birkinshaw et al., 2014 UK 50 m/h (continuous)  1.5 km2  0.8≤ NSE≤ 0.9  

Shrestha et al. 2013 
Kathmandu 

valley 
700m x700m/hourly 600 km2 0.8≤ NSE≤ 0.7 

Tripkovic et al. 2014 UK 
10 m,100 m/h 
(continuous, event) 

0.09 km2, 9.2 
km2  

0.5 ≤NSE≤ 0.9  

Elliott et al., 2012 
New 

Zealand 
20 m/15 min (event)  1.46–167 km2  0.6 ≤NSE ≤0.9  

Bathurst et al., 2011 
Middle/ 
South 

America 

50–500 m/h, daily 
(continuous) 

0.35–131 km2  0.8 ≤NSE≤ 0.9  

Birkinshaw et al., 2010  Chile 50 m/h (continuous)  0.35 km2  0.8 ≤NSE≤ 0.9 

de Figueiredo and 
Bathurst et al., 2007 

Brazil 
5 m–2 km/daily–
monthly 
(continuous) 

100 m2 –137 
km2  

0.3≤ R2 ≤0.9  

Adams et al., 2004 
New 

Zealand 
0.5 m/min (event)  970 m2  - 

Norouzi Banis et al., 
2004 

UK 
20 m/5 min 
(continuous)  

0.03, 0.05 km2  - 

Anderton et al., 2002 Spain 
100 m/20 min 
(continuous)  

0.56 km2, 4.17 
km2  

0.5 ≤NSE≤ 0.9  

Lukey et al., 2000 France 
50 m/daily 
(continuous)  

0.86 km2  0.03 ≤ R2≤0.4  
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5.2 Summary  

The development of the large-scale hydrological modelling in the Grijalva catchment 

area involved data processing involving quality checks, error quantification and 

removal and data merging for correct/accurate data input and representation of 

catchment conditions and processes in the model. A high-resolution, fully distributed 

hydrological model integrated with high spatial (< 2 km) and temporal (3 hr) resolution 

satellite datasets were developed to improve the simulation of the timing, magnitude 

and extents of flooding in a large lowland tropical catchment.  

The sensitivity analysis done showed Strickler overland flow coefficient and Saturated 

hydraulic conductivity as the most sensitive parameters in the catchment. Other less 

sensitive parameters were the AET/PET field capacity and soil depth parameters. The 

four parameters were selected for model calibration and validation. Considerable 

efforts were made to find proper estimates of parameter values that result in model 

simulations matching the observed discharge carefully and consistently (Ajami et al., 

2007).  

Model performance was further enhanced by removing diverted flows from 

simulations, and the model outputs were satisfactory, capable of simulating trends and 

reflecting the observed flow conditions in the study area. Results show that 

improvements in the simulations were obtained by optimally integrating several 

datasets with the best combination of the model parameter, input and output datasets 

based on input and output data error quantification and removal.  
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5.3 Flood scaling relationships and estimation of peak discharge  

 

This section presents results of power-law relationships between peak discharge and 

catchment properties and processes governing the generation of peak floods in the La 

Sierra catchment area. First presented is proof or evidence of power-law relationships 

between drainage areas and peak discharge in the catchment. Also presented are 

statistical analysis results describing the relationships and the extent to which rainfall 

variability control the scaling intercept (α) and scaling exponent (θ) (flood parameters). 

The section also comprises results from the application of power-law relationships to 

estimate flood scaling parameters and the magnitude of peak discharge in the La 

Sierra catchment. 

5.3.1 Peak discharge scaling relationships 

 
In this section, presented are result from the analysis of peak discharge data based 

on hydrometric records of peak flows from 59 rainfall events that occurred in La Sierra 

catchment between 2012 and 2015. The results were obtained from power-law 

relationships between peak discharge from individual rainfall events, and the 

corresponding catchment drainage size plotted on a logarithm scale. The scaling 

intercepts (α), exponents (θ) (flood parameters) and R2 value were derived from the 

equation of the regression line (Ayalew et al., 2015).  

Results show that the average coefficient of determination (R2) of the relationships 

between individual peak discharge and corresponding drainage areas for all the 59 

rainfall-runoff events was 0.86 with 80% of events having an R2 value of greater than 

0.8 (Table 5.6). Also, the results show that the flood scaling exponent (θ) values vary 

from 0.3 to 0.8 for rainfall events that cover the entire catchment area and from 0.2 to 

0.8 if partial rainfall coverage of the catchment is included.  
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Table 5:6 Results from scaling relationships between peak discharge from 59 rainfall events 
(that occurred in the La Sierra catchment) and nested catchment drainage areas showing 
scaling intercepts (α), exponents (θ) and coefficient of determination (R2) values.

Storm 
No. 

Peaking 
date 

α θ R2  Storm 
No. 

Peaking 
date 

α θ R2 

1 01/01/2012 6.72 0.46 0.76  31 24/05/2014 29.07 0.31 0.66 

2 08/01/2012 3.98 0.51 0.97  32 28/05/2014 5.89 0.81 0.90 

3 30/01/2012 12.32 0.34 0.88  33 03/06/2014 5.11 0.61 0.82 

4 17/04/2012 37.38 0.14 0.51  34 05/07/2014 3.39 0.49 0.78 

5 14/05/2012 30.40 0.22 0.52  35 14/07/2014 5.84 0.50 0.73 

6 21/05/2012 80.85 0.20 0.53  36 03/08/2014 5.67 0.70 0.75 

7 26/06/2012 10.76 0.36 0.59  37 15/08/2014 5.04 0.45 0.52 

8 12/08/2012 50.40 0.22 0.57  38 26/08/2014 5.03 0.56 0.53 

9 27/09/2015 17.46 0.35 0.59  39 31/08/2014 4.75 0.58 0.85 

10 20/12/2012 10.76 0.36 0.59  40 12/09/2014 5.09 0.54 0.78 

11 20/01/2013 33.01 0.24 0.56  41 19/09/2014 4.39 0.66 0.83 

12 08/06/2013 5.41 0.84 0.58  42 23/09/2014 5.78 0.73 0.79 

13 06/07/2013 5.25 0.59 0.81  43 14/10/2014 16.22 0.35 0.58 

14 18/08/2013 28.08 0.24 0.60  44 26/10/2014 10.87 0.39 0.50 

15 27/08/2013 11.57 0.38 0.59  45 29/10/2014 51.13 0.47 0.55 

16 07/09/2013 10.75 0.44 0.53  46 08/11/2014 28.60 0.24 0.57 

17 14/09/2013 48.45 0.17 0.59  47 13/11/2014 55.09 0.20 0.64 

18 26/09/2013 46.15 0.18 0.51  48 27/11/2014 15.09 0.37 0.60 

19 14/10/2013 12.14 0.41 0.71  49 13/06/2015 10.80 0.40 0.85 

20 28/10/2013 1.72 0.73 0.79  50 29/08/215 7.73 0.45 0.92 

21 16/11/2013 12.32 0.44 0.87  51 15/09/2015 5.39 0.81 0.82 

22 27/11/2013 1.15 0.77 0.86  52 23/09/2015 9.33 0.60 0.82 

23 13/12/2013 0.61 0.95 0.80  53 01/10/2015 6.62 0.63 0.94 

24 216/12/13 19.91 0.39 0.89  54 20/10/2015 9.72 0.61 0.66 

25 13/03/2014 2.30 0.61 0.97  55 26/10/2015 17.52 0.45 0.91 

26 08/04/2014 10.12 0.88 0.57  56 14/11/215 5.41 0.56 0.70 

27 16/04/2014 27.30 0.25 0.50  57 23/11/2015 82.32 0.26 0.70 

28 20/04/2014 5.60 0.69 0.88  58 08/12/2015 19.70 0.42 0.75 

29 05/05/2014 5.37 0.70 0.78  59 20/12/2015 12.24 0.50 0.92 

30 14/05/2014 4.64 0.60 0.76       
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An important outcome from the analysis is that peak discharge in La Sierra nested 

catchments, exhibit power-law relationships with drainage areas, and this is similar to 

findings in catchments studied in humid temperate regions. The scale invariance 

between the peak discharge and drainage areas is valid at a rainfall-runoff event scale 

under conditions of either catchment-wide or partial rainfall coverage (Ayalew et al., 

2015).  

Besides, results show that flood scaling parameters, the intercepts (α) and exponents 

(θ) changes from one rainfall event to another. This study investigated these event-to 

-event changes and establish relationships with rainfall variability and other catchment 

processes and properties that control the spatial generation of peak discharge in La 

Sierra catchment. Results show that flood scaling intercept (α) and exponent values 

change from event to event depends on rainfall variability in combination with other 

catchment properties and processes. Relationships between these physical 

processes that control variations in flood parameters have been quantified to use the 

estimated parameters to predict peak discharge in the La Sierra sub-catchment area. 

5.3.2 The effects of rainfall variability on scaling parameters 

 

The scaling relationships between rainfall variability and scaling parameters in nested 

catchments (in the La Sierra catchment area) were statistically analysed and 

quantified. Properties of rainfall variability that were considered in the analysis include 

rainfall coverage, seasonal variations, direction, type, rainfall duration and 

accumulation or depth (Table 4:7). The resulting flood parameters were calculated by 

grouping rainfall-runoff events by 1) coverage 2) by seasons 3) storm direction 4) 

rainfall type 5) rainfall accumulations (Wilkinson and Bathurst, 2018). The natural 

variability of estimates obtained was presented using the 95% confidence interval 

showing the range over which discharge naturally vary expressing confidence in peak 

discharge estimates.  

  



 

200 

 

Effect of rainfall coverage on exponent (θ) values 

Following the power-law relationships established between scaling parameters, peak 

discharge and drainage areas, results show that rainfall events that cover the whole 

catchment (excluding partial rainfall coverage events) have high exponent (θ) values 

(0.70) and low intercepts (α) (6.70) with a model fit (R2 = 0.75) (Figure 5.12). However, 

when peak discharge is generated from individual rainfall events that both completely 

and partially cover nested catchments, results showed low exponent (θ) values (0.46) 

and slightly increased intercepts (α) (6.72) values with an equally good model fit (R2 = 

0.76) (Figure 5.13). The 95% and 5% intervals in Figures 5.12 and 5.13 show bounds 

where the peak discharge estimates lie confidently along the best fit line (Helsel and 

Hirsch, 2002).  

 

Figure 5.12: Peak discharge scaling relationships between peak discharge and nested 
catchment drainage areas experiencing complete rainfall coverage. Dotted lines show 
the upper and lower limit of the 95% confidence interval for estimated discharge values. 

 

. 
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Figure 5.13: Peak discharge scaling relationships for partial rainfall coverage of 
catchments for rainfall events 2012-2015. Dotted lines show the upper and lower limit 
of the 95% confidence interval for all discharge values. 

 

 

Figure 5.14: Peak discharge scaling relationship in catchments with both complete 
coverage and partial coverage rainfall. 
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However, the lowest exponent (θ) value (0.34), an increased intercept (α) value 

(12.32) and a good coefficient of determination (R2 of 0.88) were obtained from 

individual rainfall events that partially covers nested catchments (Figure 5.14). The 

95% and 5% interval in Figure 5.14 shows the range of individual discharge values 

where they frequently vary with confidence (Helsel and Hirsch, 2002).  

Results from the power-law relationships established between drainage area and peak 

discharge from all individual rainfall events that partially and entirely cover catchments 

are shown in Table 5.7. It can be seen that the scaling exponent (θ) values decrease 

with increasing scaling intercept (α) values as the rainfall catchment coverage 

decreases. When the catchment experience rainfall-runoff events that cover only part 

of the basin, results show that the intercept (α)  increases while exponents (θ) 

decrease (Table 5.7). The results confirm findings from Ayalew et al. (2015) study that 

reveals that when scaling intercept (α) values increases, the scaling exponent (θ) 

decreases as runoff generation decreases with the decrease of rainfall coverage in 

nested catchments.  

Table 5:7 Summary of power-law relationships between the drainage areas and peak 
discharge from rainfall events that completely, partially and entirely cover catchments from 
2012 to 2015. 

 

Results show that the event to event changes of flood scaling intercept and exponent 

(θ) values due to differences in rainfall catchment coverage are significant (P < 0.05). 

A student's t-test on the coefficients on each rainfall coverage type shows the scaling 

relationships are each statistically significant at a 95% confidence interval, as shown 

in Table 5.8. 

 

 

 Average values 

Rainfall coverage in catchments 
Intercept 

(α)  

 
Exponent 

(θ) 

 
R2 

    
Complete coverage      0.67   0.70   0.75 
Complete coverage and partial coverage  6.32  0.46  0.76 
Partial coverage    12.32  0.34  0.88 
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Table 5:8 Statistical significance of scaling relationships between complete, partial and 
both complete and partial rainfall coverage in La Sierra catchment. 

Effect of seasonal rainfall variations  

Analysis of scaling relationships in wet and dry seasons shows that seasonal 

variations affect scaling parameters in the La Sierra catchment. Results show that 

changing from dry to the wet season has an effect of increasing exponent (θ) values 

and decreases intercept (α) values. However, changing from wet season to dry season 

has an opposite effect of decreasing exponent (θ) values. Results show that the dry 

season has low exponent (θ) parameter values (0.36) with a good model fit (R2 = 0.57) 

compared to relatively higher exponent (θ) values (0.46) with R2 of 0.76 in the wet 

season (Figure 5.15 A and B).  

Statistical results summarised in Table 5.9 show that changing from dry to wet season 

has a significant effect on flood parameter values (P<0.05). A t-test shows there are 

statistically significant differences in scaling relationships between the two seasons. 

The resulting 95% confidence interval ranging from 0.47 to 1.41 in the dry season and 

0.64 to 1.30 in the wet season shows some confidence in wet season estimates. A 

narrow confidence interval in wet season increases confidence in the result, while a 

broad interval in the dry season shows the existence of large uncertainties and hence 

low confidence in the estimates shown. 

Table 5:9 Statistical significance of scaling relationship from complete catchment rainfall 
coverage and catchment areas in the wet (a) and dry (b) seasons. 

Source Value 
Standard 

error 
t Pr > |t| 

Lower 
bound 
(95%) 

Upper 
bound 
(95%) 

Wet season  0.972 0.119 8.197 0.001 0.642 1.301 

Dry season 0.940 0.170 5.522 0.005 0.468 1.413 

 

Rainfall 
coverage  

Value 
Standard 

error 
t Pr > |t| 

Lower 
bound 
(95%) 

Upper 
bound 
(95%) 

Complete  
0.161 0.026 6.237 0.003 0.089 0.232 

Partial  0.112 0.022 5.167 0.007 0.052 0.172 
Complete and 
Partial 
coverage  

0.112 0.024 4.596 0.010 0.044 0.179 
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Figure 5.15: The scaling relationships between drainage areas and peak 
discharge from rainfall events that occurred in dry (a) and in wet (b) season. The 
dotted red lines are the upper and lower 95% confidence intervals. The narrow 
interval in the wet season shows increased confidence in the estimates compared 
to the dry season. 

(A) Dry season 

(B) Wet season 
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Rainfall type effect 

Rainfall types vary from place to place with respect to coverage of drainage areas and 

influence the magnitude of flood parameter values in the study area. Convectional 

rainfall was assumed to be localised rainfall and result in partial coverage of drainage 

areas while frontal rainfall is widespread with complete coverage of drainage areas. 

Results show differences in the exponent (θ) and intercept (α) values related to 

whether rainfall is convective and frontal rainfall.  

Results show that widespread rainfall events, particularly from tropical waves that 

usually cover the whole catchment for more prolonged duration results in higher 

exponent (θ) values (0.63), while localised convective storms that occur as localised 

patchy rainfall have low exponent (θ) values (0.40). A statistical t-test shows that the 

differences in the power-law relationship for the groupings for convective and frontal 

rainfall types are significant (P < 0.05). Therefore, results show that widespread rainfall 

type of tropical wave origin results in high exponent (θ) values compared to the 

localised convective type of rainfall. 

Rainfall direction effect on exponent (θ) parameters 

Results show that the effect of rainfall direction on scaling parameters across all spatial 

scales in La Sierra catchment is significant. Analysis results of peak discharges for 

2015 rainfall events only (Fig 5.16) showed that rainstorms moving from NE to SW 

(Storm number 22 and 23) crossing much of the catchment have high exponents (θ) 

values (0.60 and 0.63) both with a good model fit R2 = 0.82 and 0.94 respectively,   

However, results show that storms that move from North-West to South-East crossing 

the catchment result in low exponents (θ) values (0.40 and 0.50) with a good model fit 

of R2 = 0.85 and 0.92 respectively, (Storm 19 and 28) (Figure 5.16).   For example, on 

the 2nd of October 2015, storm number 22 moved from  NW to SE crossing the central 

areas of the catchment resulted in some flood peaks at Tapijuluka, El Pueblo and 

Gaviota gauging station and this resulted in a relatively high (θ=0.50) scaling exponent 

(θ) parameter values. It is evident that in La Sierra catchment, exponents (θ) values 

are higher for rainfall events from NE than rainfall moving from NW. Therefore, results 

show that storm direction has some effect and contributes to the event to event 

changes of scaling parameters. 



 

206 

 

 

Figure 5.16: Effect of rainfall location and direction on flood scaling parameters. Storms moving from NE have high exponent (θ) parameters 
and low intercepts (α) while NW storms have low exponents (θ) and high intercept (α) values. 
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Rainfall duration effect 

Simulations of peak discharge based on temporally varying synthetic rainfall of fixed 

amounts were enforced in a distributed hydrological model using four nested 

catchments of different sizes. The simulations were done to understand the effects of 

rainfall of varying durations on flood scaling parameters in the study area. Results from 

the experiment showed that rainfall duration affects scaling relationships, causing 

flood parameters to change from one rainfall event to another as rainfall duration 

changes (Figure 5.17). It was observed that peak discharge generated from one-hour 

duration rainfall has high exponent (θ) values (0.8) compared to 0.5 and 0.4 for two 

and three-hour rainfall duration, respectively. The results in figure 5.17 show that the 

exponent (θ) parameter values decrease with increasing rainfall duration, while 

intercepts (α) increase with increasing duration. Decreasing rainfall duration is related 

to decreases in intercept (α) values and increases exponent (θ) parameter values. The 

results confirm Gupta and Waymire (1998) findings that showed rainfall duration 

controls scaling parameters and determine the amount of overland flow that leads to 

peak floods.  
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 Figure 5.17: Results showing the relationships between simulated peak discharge and 
drainage areas based on the duration of rainfall events in La Sierra catchment area. 
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5.3.3 Flood scaling parameter estimation for La Sierra catchment 

 

The previous section found that spatial and temporal rainfall variability in nested 

catchments controls flood scaling parameters. Rainfall variability is related to event to 

event changes of the flood parameters, however in interaction with other catchment 

conditions and processes. The relationships between these physical processes can 

be used to estimate representative flood parameters and then the magnitude of peak 

discharge in the La Sierra catchment. Rainfall variability alone would not be adequate 

to provide flood estimates, and there is need to find significant relationships between 

scaling parameters and other measurable catchment processes and conditions and 

develop statistical models for estimating first, the flood scaling parameters, (the 

exponents (θ) and intercept (α)) and then the magnitude of peak discharges in sub-

catchments using the flood scaling equation (Equation 4.24). This section presents the 

significant relationships identified that could be used to find two representative flood 

parameters for the catchment. Also presented are the results of using the estimated 

flood parameters in the flood scaling equation (Equation 4.24) to estimate the peak 

discharge across nested catchment areas.  

A 95% predictive interval is given with estimates to show where the actual parameter 

values are expected, while confidence intervals show the precision of the regression 

model in its estimation (Helsel and Hirsch, 2002). Prediction and confidence intervals 

provide information on the natural variability bounds for the estimates of flood 

parameter and peak discharge and therefore express the uncertainty in model results. 

A narrow prediction interval increases confidence in the result, while a broad interval 

shows the existence of large uncertainties and hence low confidence in the estimates 

shown. 

The Pearson correlation analysis was employed to investigate the strength of linear 

associations between scaling exponents (θ) and intercept (α) parameters and 

catchment processes and conditions in the La Sierra catchment. Results in Table 5.10 

show some strong relationships used with significance at p= 0.005. The significant 

statistical relationships identified can potentially be used to predict the flood parameter 

values for the catchment and further be used to estimate the magnitude of peak 

discharge using the scaling equation (equation 4.11). 
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Table 5:10 Pearson correlation analysis results showing significant and non-significant relationships between the exponents (θ) and intercept 
(α) (flood parameters) and other measurable catchment processes and conditions ( independent variables) in La Sierra catchment. 
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5.3.4 Intercept estimation from observed peak discharge 

 

All scaling intercept (α) values derived from the power-law relationships between peak 

discharge (from 59 rainfall-runoff events occurred between 2012 and 2015) and nested 

catchment drainage areas were correlated with other measurable catchment processes 

that occurred during the same period. Results show a strong (r =0.86) positive 

relationship between the scaling intercept (α) values and peak discharge observed at 

Puyacatengo Gauging Station (Table 5.10). Due to this strong association, it was 

possible to use the relationship identified to predict the scaling intercept (α) parameter 

values for the catchment. To establish a predictive relationship, the natural logarithm of 

the scaling intercept (α) values was regressed on the natural logarithm of the peak 

discharge observed at Puyacatengo Gauging Station (Figure 5.18). Results show that, 

given R2 = 0.74 by the model, around 74% of the variability of the predicted intercept (α) 

values could be explained by the model, using observed peak discharge at Puyacatengo 

GS as a predictor variable. 

 

Figure 5.18: Scatter plot of the natural logarithm of the scaling intercept (α) against the 
natural logarithm of peak discharge observed at Puyacatengo Gauging Station. The 95% 
prediction interval estimates where the actual intercept (α) values are expected along the 
best fit line. 
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The log-log relationship between scaling intercept (α) and observed peak discharge 

from Puyacatengo Gauging Station (the smallest nested catchment in the La Sierra 

catchment) (Table 5.11) and all coefficients are significant (P < 0.05). Results show that 

peak discharge observed at this station can significantly predict intercept (α) parameter 

values for the study area using the log-log equation with an intercept (α)  value of -9.17 

ranging from -14.00 to -4.34 and the estimated mean slope value of 0.34 varying from 

0.25 to 0.42 at 95% confidence level (Table 5.11). 

Table 5:11 Results of the log-log relationship between Intercept (α) parameters and 
Puyacatengo peak discharge. 

Model parameters (Intercept (α)):     

Source Value 
Standard 

error t Pr > |t| 
Lower bound 

(95%) 
Upper bound 

(95%) 

       

ln(Intercept (α)) -9.170 2.399 -3.822 < 0.003 -14.002 -4.338 

ln(Puyacatengo) 0.339 0.042 7.995 < 0.001 0.254 0.424 

       

 

The regression result shows that peak discharge observed at Puyacatengo Gauging 

Station can estimate intercept (α) parameter values for La Sierra catchment using the 

log-log regression model as summarised in equation 5.1. 

𝒍𝒏 𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 (𝜶)  =  −𝟗. 𝟏𝟕𝟎 + 𝟎. 𝟑𝟒𝟎 ∗ 𝒍𝒏𝑷𝒖𝒚𝒂𝒄𝒂𝒕𝒆𝒏𝒈𝒐 𝒑𝒆𝒂𝒌𝒇𝒍𝒐𝒘𝒔  

Equation 5.1 

 

A student's t-test on the coefficients of the equation shows that all coefficients are 

statistically significant at a 95% confidence interval. Checks of the Q-Q plot of the 

residuals between intercepts (α) and observed discharge at Puyacatengo Gauging 

Station and the Shapiro-Wilk test for normality W = 0.96 and p = 0.0067, show the 

residuals are normally distributed. Therefore, the results confirm the model's robustness 

and show that the scaling intercept (α) for the La Sierra catchment can be calculated 

using the peak discharge observed from the smallest nested catchment. 
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5.3.5 Exponent (θ) estimation using Intercept (α) values 

 

The correlation results show a strong linear negative relationship (r = -0.74) between 

scaling intercepts (α) and exponents (θ) values showing that 74% decrease in the 

exponent (θ) parameter values could be explained by increases in intercept (α) values 

(Table 5.10). The scaling exponent (θ) values were regressed on the natural logarithm 

of the scaling intercept (α) values (Figure 5.19). Results show that, given the regression 

model results with R2 = 0.54, 54% of the variability of the dependent scaling exponent 

(θ) variables can be predicted using the explanatory intercept (α) variables on a log-

linear relationship. 

 

Figure 5.19: Scatter plot of the scaling exponent (θ) against the natural logarithm of the 
scaling intercept (α) (Adapted from Ayalew et al., 2018). 

 

The results in Table 5.12 shows the statistical significance of the log-linear relationship 

between the scaling exponents (θ) and intercept (α) parameters with all coefficients 

being significant (P < 0.05). It is shown that intercept (α) parameters can significantly 

predict scaling exponents (θ) parameter values for the study area using the log-linear 
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equation with an intercept (α) value of 0.60 ranging from 0.55 to 0.64 and the estimated 

mean slope value of -0.01  varying from -0.01 to 0.06 at 95% confidence level (Table 

5.12). The results confirm the significance of the relationship between exponents (θ) 

and intercept (α) parameters as reported by Ayalew et al. (2015) that it can be used to 

predict exponents (θ) values across nested catchment areas. 

Table 5:12 Results of the linear regression analysis between Exponents (θ) and Intercept (α) 
parameters. 

Source Value 
Standard 

error 
t Pr > |t| 

Lower 

bound 

(95%) 

Upper 

bound 

(95%) 

       

Exponent (θ) 0.596 0.023 25.947 < 0.0012 0.550 0.641 

Intercept (α) -0.007 0.001 -8.184 < 0.0014 -0.009 -0.006 

 

The resulting overall log-linear regression model is summarised in the following 

equation. 

 𝑬𝒙𝒑𝒐𝒏𝒆𝒏𝒕 (𝜽)  = 𝟎. 𝟓𝟗𝟔 − 𝟕. 𝟒𝟐𝟔𝑬 − 𝟎𝟑 ∗ 𝒍𝒏𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 (𝜶)  

Equation 5.2 

A student's t-test on the coefficients of the equation 5.2 shows that at 95% confidence 

interval all coefficients of the equation are statistically significant and the Shapiro-Wilk 

test for normality W=0.89 and P =0.0063 shows that the residuals are normally 

distributed. The relationships are significant (P < 0.05), and it is possible to use the log-

linear relationship to predict exponent (θ) values using intercept (α) values obtained in 

section 15.3.4. An examination of residuals between the intercepts (α) and exponent (θ) 

parameters was found to be normally distributed on Q-Q plot. Therefore, this study has 

developed a valid log-linear relationship between the scaling exponent (θ) and the 

intercept (α) that can be used to estimate the scaling exponent (θ) for the La Sierra 

catchment. 

5.3.6 Intercept (α) multi regressed with peak discharge 

 

Besides using two variables to predict flood parameters, a multiple regression analysis 

was used to estimate the intercept (α) and exponent (θ) parameters, using several 
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exploratory variables in the La Sierra catchment area. It is a further analysis to find a 

range of alternative significant relationships/models from which to select the best model 

for estimating intercept (α) parameters. Results show the intercept (α) parameter values 

have a strong negative correlation with the observed discharge at Puyacatengo GS (-

0.77) and a slightly strong (0.35) with discharge at Teapa GS (Table 5.13).  

A stepwise forward elimination procedure adopted shows that all coefficients are 

significant (P < 0.05). Results show a significant relationship exists when the natural 

logarithm of the intercept (α) parameter values are multi regressed on the natural 

logarithm of discharge observed at Puyacatengo and Teapa Gauging Stations. The 

coefficient of the log-linear relationship was significant (P < 0.05) in predicting the 

intercept (α) parameter for the catchment (Table 5.13). 

Table 5:13 Results from multilinear regression analysis of relationships between Intercept (α) 
parameters, Puyacatengo and Teapa peak discharge. 

 

Unstandardised 

Coefficients 

Standardised 

Coefficients  

 

 Correlations 

Collinearity 

Statistics 

Model 

 
B 

Std. 
Error 

Beta t 
 

Sig. 
Zero-

order Partial Part Tolerance VIF 

ln(Constant) 0.667 0.04   17.73  0.004           

ln(Puyac-) -0.003 0.00 -0.81 -8.03  0.003 -0.73 -0.77 -0.77 0.91 1.11 

ln(Teapa) 0.0001 0.00 0.27 2.65  0.01 0.02 0.38 0.26 0.91 1.11 

 

The resulting log-multilinear regression model is summarised as: 

 
 

𝒍𝒏𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕  =  𝟎. 𝟔𝟔𝟕 –  𝟎. 𝟎𝟎𝟑𝒍𝒏𝑷𝒖𝒚𝒂𝒄𝒂 𝒑𝒆𝒂𝒌𝒇𝒍𝒐𝒘𝒔
+ 𝟎. 𝟎𝟎𝟎𝟏𝒍𝒏𝑻𝒆𝒂𝒑𝒂 𝒇𝒍𝒐𝒘𝒔  

Equation 5.3 

Checks on residuals were found to be normally distributed on the Q-Q plot and the 

regression line and were found to be approximately normally distributed. A Student’s t-

test on the coefficients of the equation 5.3 shows that Puyacatengo and Teapa peak 

discharge values can significantly (P < 0.05) predict the intercept (α) parameter values 

for the catchment. It was therefore concluded that the relation between the observed 

peak discharges at the two stations could be used to predict intercept (α) parameters. 

Checks for multicollinearity in the model using collinearity statistics shows that it is 1.1, 

which is within the tolerance of > 0.1 or VIF < 10.  
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5.3.7 Exponents (θ) multi regressed with peak discharge 

 

This section presents the analysis results of significant relationships between exponent 

(θ) parameter values and other observable catchment processes and conditions. A   

strong positive correlation was found between exponent (θ) and Puyacatengo flows 

(0.74) and a moderate correlation with Gaviota flows (0.48) (Table 5.10). The natural 

logarithm of the scaling exponent (θ) values was multi regressed on the natural 

logarithm of peak discharge observed at Puyacatengo and Gaviotas Gauging Stations. 

Results from a stepwise forward elimination procedure on the multi-regression model 

show that the coefficients of the model were each statistically significant at (p < 0.05) 

(Table 5.14).  

Table 5:14 Results of the multilinear regression analysis between Puyacatengo, Gaviota peak 
discharge and exponent (θ) parameter. 

Model 

Unstandardised 

Coefficients 

Standardised 

Coefficients 

t Sig. 

Collinearity 

Statistics 

B Std. Error Beta Tolerance VIF  
(Constant) 0.493 0.03   16.34 0.002     

 Puyacatengo Q  -0.003 0.05 -0.79 -12.60 0.001 0.98 1.02 

Gaviota Q  0.0001 0.07 0.54 9.36 0.006 0.98 1.02 

 

The equation 5.4 below summarises the resulting log-multilinear regression model: 

 

𝒍𝒏𝑬𝒙𝒑𝒐𝒏𝒆𝒏𝒕 = 𝟎. 𝟒𝟗𝟑 − 𝟎. 𝟎𝟎𝟑𝒍𝒏𝑷𝒖𝒚𝒂𝒄𝒂 𝒑𝒆𝒂𝒌𝒇𝒍𝒐𝒘 + 𝟎. 𝟎𝟎𝟎𝟏
∗ 𝑮𝒂𝒗𝒊𝒐𝒕𝒂 𝒑𝒆𝒂𝒌𝒇𝒍𝒐𝒘𝒔 

 

 

 

Equation 5.4 

Results suggest that the log-log relationship between observed discharge at 

Puyacatengo and Gaviota GS can be used to approximate exponent (θ) parameter 

values for the study area. All coefficients in equation 5.4 are statistically significant (P < 

0.05). Test results show that the overall exponent (θ) parameter value can be 

significantly predicted from observed discharge at Puyacatengo and Gaviota GS. 

Checks for multicollinearity in the model using collinearity statistics shows that it is at 

1.02 with a tolerance of 0.98, with > 0.1 or VIF < 10. 
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5.3.8 Significant statistical models developed 

 

Six statistical models have been developed to describe the significant relationships 

between intercepts (α) and exponents (θ) and catchment properties and processes and 

establish statistical models for estimating flood parameters for La Sierra catchment 

(Table 5.15). From the six models identified, four are for exponent (θ) parameter 

estimation with an average coefficient of determination, R2 = 0.57, about 57% of the 

variability of exponents (θ) parameter values can be predicted by the model. Model 4 

and 5 were identified as valid models for estimating intercept (α) parameter values with 

a good fitness of fit coefficient (R2 = 0.62).   Given the number of models identified, there 

was a need to select the best models and prevent the use of models that overfit data 

and that do not work well in new contexts. 

Table 5:15 Statistical models developed for estimating scaling parameters. 

Model 
number 

Statistical models MSE R² Adjusted 
R² 

1 Exponent (θ)  = 0.595530584044186-7.42631001955593E-03*ln Intercept (α) 0.019 0.540 0.532 

2 
Exponent (θ) = 0.698987330308686-3.00574514224434E-03*lnPuyacatengo 

peak discharge 
0.017 0.503 0.492 

3 
Exponent (θ) = 0.31727972290143+3.21006324253182E-04*ln2hr Oxolotan peak 

discharge 
0.011 0.625 0.563 

4 
ln Intercept (α) = 0.667 – 0.03ln(Puyaca peak discharge+0.001*lnTeapa peak 

discharge 
79.648 0.690 0.676 

5 
ln Intercept (α) = -9.30434442210789+0.340025349111949*lnPuyacatengo peak 

discharge 
78.188 0.542 0.536 

6 
Exponent (θ)  = 0.493 – 0.03lnPuyaca peak discharge  +0.0001*Gaviota peak 

discharge 
81.188 0.545 0.555 

 

5.3.9 Model selection  

 

Model selection was done using XLSTAT 2019.1 software equipped with the Akaike 

Information Criterion (AIC) and Bayesian Information Criterion (BIC) estimators 

(Addinsoft, 2019). The software was used for selecting the best two statistical models 

for estimating flood exponents (θ) and intercepts (α) for the catchment. Model selection 

results show that model number 1 has the lowest BIC (-228.14) and AIC (- 232.30) and 

was selected as the best log-linear regression model for estimating exponents (θ) 

parameter values La Sierra catchment (Table 5.16). The best model for estimating 

intercept (α) parameter values showed that model number 5 is the best with the lowest 
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BIC (113.79) and AIC (111.36). Overall, results show that linear models have the lowest 

BIC and AIC values and were better than multi-variant models developed. Therefore, 

the two models (the log-log and the log-linear) were selected for parameter and 

discharge estimation for the catchment, with the added advantage of their simplicity. 

Table 5:16 Model selected based on the Akaike Information Criterion (AIC) and Bayesian 
Information Criterion (BIC) estimators. 

  
No 

Overall models 
Model selection metrics 

MSE R² AIC BIC 

1 
Exponent (θ)  = 0.595530584044186-7.42631001955593E-03*ln 
Intercept (α) 

0.02 0.54 -232.30 -228.14 

2 
Exponent (θ) = 0.698987330308686-3.00574514224434E-

03*lnPuyacatengo peak discharge 
0.02 0.50 -192.54 -188.80 

3 
Exponent (θ) = 0.31727972290143+3.21006324253182E-04*ln2hr 
Oxolotan peak discharge 

0.01 0.63 -34.16 -34.00 

4 
ln Intercept (α) = 0.667 – 0.03ln(Puyaca peak discharge+0.001*lnTeapa 

peak discharge 
79.65 0.69 211.20 214.94 

5 
ln Intercept (α) =  9.30434442210789+0.340025349111949 

*lnPuyacatengo peak discharge 
78.19 0.54 111.36 113.79 

6 
lnExponent = 0.493 – 0.03ln(Puyaca peak discharge   +0.0001*Gaviota 
peak discharge 

81.19 0.55 215.11 274.98 

 

5.3.10 Application of the results of the flood simulation framework  

 

A flood prediction framework comprising statistical models developed for estimating 

flood parameters and peak discharge in any part of La Sierra catchment is presented. 

The following method used by Ayalew et al. (2014) was followed to predict the expected 

value of flood parameters and peak discharge in a selected nested drainage area. A 

log-log regression model presented in equation 5.1 (Selected model # 5) was used to 

calculate the scaling intercept (α) from the observed peak discharge at Puyacatengo 

gauging station. A log-linear regression model presented in equation 5.2 was used to 

estimate the corresponding scaling exponent (θ) from the natural logarithm of the scaling 

intercept (α) estimated in step 2. Finally, the estimated values for the flood exponents 

(θ) and intercepts (α) and Teapa drainage area were incorporated into the flood scaling 

equation (Equation 4.24) to estimate the expected magnitude value of peak discharge 

for Teapa catchment.   
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The steps presented provide the estimates of the expected values of flood parameters 

and peak discharge across a range of spatial scales (nested catchments) in La Sierra 

catchment. Teapa sub-catchment was taken as an example in the implementation of 

the flood prediction framework. The section presents a comparison of results of 

modelled/simulated estimates and observed parameter values derived from observed 

peak discharge from 59 rainfall-runoff events. The results are presented using prediction 

and confidence intervals to express the natural variability bounds for the estimates of 

flood parameter and peak discharge. The 95% prediction intervals provide the spectrum 

of individual discharge and parameter values in which they often vary with confidence 

(Helsel and Hirsch, 2002). Also, it shows the probability range where the accurate linear 

regression estimates lie with confidence along the regression line.  

Results from the application of the log-log model for estimating intercept (α) 

parameter values 

To demonstrate the application of the log-log model, the log-log relationship between 

the intercept (α) and the observed peak discharge from Puyacatengo Gauging Station 

was used to estimate the intercept (α) parameter value for a selected nested catchment 

area. The Teapa nested catchment was selected and used as an example, and its 

drainage area was included in the flood scaling equation (Equation 4.24). Comparison 

results between estimated intercepts (α) and observed intercepts (α) values derived 

from observed peak discharge from 2012 to 2015 rainfall-runoff events are shown in 

Figure 5.20. It can be seen that estimated parameter values can mirror changes in the 

observed parameter values with a good model fit of R2 = 0.51 showing that the model 

can reasonably predict 51% of the variability of intercepts (α) parameter values for the 

catchment. However, the model shows large errors in estimating intercept (α) values 

with a Root Mean Square Error (RMSE) of 11.36 mm, a Mean Square Error (MSE) of 

129.13 mm and Percentage Bias (PBIAS) of -10.39% showing underestimation in its 

predictions. 
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Figure 5.20: Comparison of observed and expected scaling Intercept (α) parameter values 
from 2012 to 2015 rainfall-runoff events. The grey dotted lines show the 95% prediction 
interval range where actual value can be predicted, and the orange line is the confidence 
interval showing precision of the regression model. 

 

Results from the application of the log-linear model to estimation exponent (θ) 

parameter value 

To estimate exponent (θ) parameters for the catchment, the selected log-linear 

regression model presented in equation 5.2 was employed. The exponent (θ) values 

estimated were compared to the observed exponent (θ) values derived from observed 

peak discharges from 2012 to 2015 rainfall-runoff events (Figure 5.21). Results show a 

good model fit (R2 =0.56), showing the model capacity to predict 56% of the variability 

of exponent (θ) parameter values. That means about 56% of the dependent variable, 

the exponent (θ) values can be predicted by the independent observed variables used. 

Overall, the results show the skill of the model (equation 5.2) in estimating the value of 

flood exponents (θ) in La Sierra catchment. However, the model shows large errors in 

estimating intercept (α) values with a Root Mean Square Error (RMSE) of 12.57 mm, a 

Mean Square Error (MSE) of 158.09 mm, and Percentage Bias (PBIAS) of 2.08% 

showing overestimation in its predictions. 
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Figure 5.21: Comparison of estimated exponent (θ) and observed values from rainfall-runoff 
events occurred from 2012 to 2015. The grey dotted lines show the 95% prediction interval 
range where actual value can be predicted, and the orange line is the confidence interval 
showing precision of the regression model. 

 

Results from the application of the flood scaling equation to estimate the 

magnitude of peak discharge 

The estimated values for the flood exponents (θ) and intercepts (α) and Teapa drainage 

area were incorporated into the flood scaling equation (Equation 4.24) to estimate the 

expected magnitude value of peak discharge in the catchment. Figure 5.22 shows 

comparison results of the observed and predicted peak discharges in Teapa sub-

catchment with a good correlation coefficient (0.79), good Nash-Sutcliffe Efficiency 

(0.60) however with a large Root Mean Square Error RMSE of 9.04 mm. The results 

between observed Teapa and simulated peak discharge shown on a scatter plot 

depicted a relatively strong relationship (R2 = 0.72) (Figure 5.22). The results show that 

peak discharges in La Sierra catchments can be reasonably be estimated from 

discharges observed in small headwater catchments, however, with some errors.  
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The results presented in Figure 5.22 show that the estimated peak discharges exhibit 

variability around their expected value, shown as the best fit line. The uncertainty 

(natural variability) of the predicted peak discharges was quantified using a Helsel and 

Hisch, (2002) method for quantifying uncertainty. The prediction interval was used to 

estimate the variability (uncertainty) of peak discharges around their expected value. 

The intervals (grey line in Figure 5.22) set the natural variability bounds for peak 

discharge predictions. Also, the 95% confidence interval over which discharge usually 

varies in the study area is displayed using the orange dotted line and was determined. 

The confidence interval shows higher accuracy of the model in estimating low-level 

discharge magnitudes relative to larger quantities. The 95% prediction interval show a 

range of predictive interval that is relatively wide, showing large errors or uncertainties 

in model results. Though the model presents large uncertainties in estimating large flood 

magnitudes, there is high confidence in its ability to estimate small-scale magnitudes of 

peak discharge.  

 

Figure 5.22: Comparison results between simulated discharge and observed discharge in La 
Teapa sub-catchment. 
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5.4 Summary 

The study revealed that peak discharge in La Sierra catchment exhibits power-law 

relationships with drainage areas similar to findings from humid temperate regions. 

Results further show that the power-law relationship between discharge and drainage 

is valid even in conditions of partial rainfall coverage. This study statistically quantified 

the effect of rainfall variability on flood scaling parameters (the exponents (θ) and 

intercepts (α)). The results showed the nature of the scaling relationships between flood 

parameters and spatial and temporal variability of rainfall in a tropical catchment. The 

effect of tropical rainfall variability on flood scaling parameters and flood peak generation 

was quantified and found to be significant.  

Also, the results showed the nature of the dependence of flood parameters on the spatial 

and temporal variability of other catchment processes and conditions (rainfall included) 

and established statistical relationships that can be used to estimate flood parameter 

values and the magnitude of peak discharges in the La Sierra catchment area. Results 

have shown that the log-linear relationship between the intercept (α) and the exponent 

(θ) can reasonably estimate flood parameters and the log-log relationship between the 

intercept (α) parameter and the peak discharge observed from the smallest nested 

catchments can be used for estimating intercept (α) values for the study area. Peak 

discharges in the catchment areas can reasonably be estimated from discharge 

observed in small headwater catchments with short-term rainfall responses. The study 

showed the potential application of the estimated scaling parameters factored in the 

power-law equation along with the catchment drainage areas to estimate the magnitude 

of peak discharge in nested catchments. 
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5.5 Uncertainty propagation and analysis results 

 

This section presents results of rainfall and parameter uncertainty propagation and 

quantification through coupled hydrological and hydraulic models and the effects on 

discharge and flood inundation extents (Yu et al., 2016). First presented are the results 

from probability distribution fitting of rainfall time series and the generation of rainfall 

ensembles. The results for the hydraulic model calibration to find the optimal Manning 

coefficients of roughness values are presented. Also, presented are the results from 

ensemble model run scenarios based on fixed or calibrated parameters and the 

variations of parameter values.  

The ensemble model runs produced different results depicting distinct uncertainties with 

a range of expected discharge outputs and flood extents. Uncertainties and errors were 

quantified at every stage of the cascading model chain, and their effects on flood 

volumes and inundation extents were quantified. The uncertainties in rainfall input data 

and the variability of discharge and flood extent output were compared to similar outputs 

from the fixed or calibrated parameter model run scenarios (Yu et al., 2016). 

5.5.1 Probability distribution fitting and rainfall ensemble generation 

 

Twelve probability distributions were examined to select the best fit distribution for the 

annual rainfall time series data in La Sierra catchment. The probability distributions 

identified in the catchment area were six Logistic, three Normal, two Beta, one Gen 

Pareto, and one Gumbel distribution. To identify the best-fit probability distribution with 

the highest number of stations selected, a relative scoring method was adopted based 

on the results of the three goodness-of-fit tests (Mamnoon and Rahman, 2019). The 

goodness-of-fit test results showed that the combined test scores for all three tests are 

presented in Table 5.17. The test results showed that the Logistic probability 

distributions had a score of 90 and were the best fit distribution. Overall, the Logistic 

distribution appeared in the top 5 ranked distributions of the highest number of stations, 

accounting for 58% of the selected stations. The Normal distribution was second, 

accounting for 25% of the stations, followed by Beta (17%), General extreme value (8%) 

and Gumbel (8%). 

  



 

225 

 

 

Table 5:17. Combined scores in comparing and selecting Probability distributions. 

Distributions Score 

Logistic 90 

Normal  60 

Beta 60 

Three-Parameter Weibull  36 

Generalised Extreme Value  24 

Generalised Pareto 15 

 

The most selected probability distribution (considering ranks 1 to 3) is the Logistic 

distribution, in this case, it was selected for the uncertainty analysis. However, using a 

Box-Cox power transformation, non-symmetric distributions were transformed into 

normal distributions or closer to normal distributions. The fitted distribution was then 

used to estimate design rainfall ensembles using the Monte Carlo application (Lee et 

al., 2010). The application has a random number generator which was used to generate 

parameter values from selected probability distribution functions (Table 5:18) 

(Kalyanapu et al., 2012). The randomly generated input parameters were then used to 

generate randomly the required rainfall ensemble members. 

Table 5:18 Probability distribution parameter values for all rainfall gauging stations in La 
Sierra catchment. 

 

Gauging station  Distribution  Parameters 

    Ϗ σ   μ 

Dos Montes  Normal   8.716 2.5885 

Playa de Rosario Logistic    6.1324 3.3787 

Tapijulapa GenPareto 0.73598 1.178 -0.40989 

Sitala Logistic    7.8111 6.0714 

Dos Patria General extreme value 0.68378 2.1556 0.75606 

Tequita Logistic     10.01 7.1512 

Las Mercedes Logistic   6.0641 7.8058 

La lagarte Logistic    8.3752 6.703 

Yayalon Gumbel   10.787 -1.2313 

Oxolotan Logistic   8.8974 5.7021 

Simojovel Logistic   9.3684 5.3534 

Teapa Normal   9.3223 2.7439 
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5.5.2 Calibration results of the flood inundation model 

 

The flood inundation model was subjected to a multi-response calibration process to 

find optimal Manning coefficient values for La Sierra River and its floodplain (Di 

Baldassarre et al., 2010). The results of each model run were compared to the satellite 

flood map, the Landsat 7 ETM+ images using the index of fit measure, F (Jung et al., 

2014). Running the hydraulic model with different values of the Manning’s n ranging 

from 0.025 to 0.05 s/(m1/3) in the floodplains resulted in the of flood extent areas varying 

between 1.33 to 1.79 km2 (Figure 5.19).  

Figure 5.23 The outcome of the calibration process analysis showing changing flood extents 
to changes in Manning’s coefficient values (s/ [m1/3]). 
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The results showed that channel roughness values had an impact on flood extents. Any 

minor changes to roughness value resulted in visible changes in flood extent outlines. 

The flood extent sizes were sensitive to changes to the roughness values. Although 

variations in the flood area were not as high as those caused by variability in input data. 

Variations due to roughness were visible enough to alter the size of the flooded area. A 

global coefficient value of 0.05 s/ (m1/3 was selected after several calibration simulations, 

coming up with the best fit flood outlines and the value was selected to represent the 

Manning's coefficient of roughness parameter for the studied reach. The selected 

Manning coefficient value produced the best fit model (F= 0.92) when the simulated 

flood extent outline was compared to the observed satellite flood extent outlines (Di 

Baldassarre et al., 2010). The results of the F-statistics show the spatial fitness between 

the simulated and observed flood outlines derived from Landsat images. 

 

The results of the flood simulations from both scenarios showed that the Guayabal flood 

washlands south of the study region were the first to be flooded, while the rest of the 

channel barely experienced flooding. During floods, most of the floodwaters and river 

flow between the Guayabal and Laguna washlands in the La Sierra River were largely 

limited to the river channel within the floodwalls on either side of the river banks (Figure 

5.24). However, the floodwaters were designed to spread in upstream and downstream 

areas where floodwaters are required to flood the Col. Los Pinos and La Laguna 

washlands in the north and the Los Guayabal washlands in the south.  
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Figure 5.24: The simulated flood extents (light green) and satellite-derived contours (blue) 
underline the adequate capacity of the calibrated model to replicate the actual observed 
flooded area. 

 

Scenario modelling  

Ensemble simulations were performed on the following two scenarios: (i) the calibrated 

model was run based on fixed calibrated parameter simulations to investigate the 

variability and propagation of rainfall uncertainties and (ii) the same model was run 

based on variable or individual parameter value changes this time to investigate 

variability and propagation of parameter uncertainties. The two scenarios enabled 

quantification and comparisons of the effect of parameter changes on uncertainties in 

discharge outputs and size of flood extent areas. All model runs were enforced with 

rainfall ensembles as input data and these generated discharge ensembles, each run 

based on parameter variations and fixed/calibrated parameters scenarios. 

 

 

Col. Los Pinos    
washlands 

Los Guayabal 
washlands 

La Laguna 
washlands 
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5.5.3 Rainfall uncertainty propagation results 

 

The uncertainty in the rainfall input data was calculated using Probability Distributions 

Functions (Lee et al., 2010) and it was determined that rainfall in La Sierra catchment is 

mainly approximated by three distributions; the Logistic, Normal, Beta, Gen Pareto, and 

Gumbel probability distributions (Table 5.17). The Coefficient of Variation (CV), the 

mean and the Relative Interval Length (RIL) metrics (Li et al., 2011; Ahmadisharaf et 

al., 2018) were used for uncertainty quantification (Table 5.19).  

The rainfall input ensembles were classified into probability intervals between 5% and 

95% confidence limits (Loveridge et al., 2013; Ahmadisharaf et al., 2018). The limits 

were the upper and lower ends of the rainfall ensemble values where their actual values 

lie with some degree of certainty. The intervals were calculated based on the standard 

deviations of each ensemble member relative to the ensemble mean of all rainfall 

ensembles.  

The confidence level is the probability that uncertainties lie within the interval. 

Confidence intervals were used in this study to describe ranges between 5% and 95% 

within which the average estimate occurs with defined probability. The 95% confidence 

interval has much frequent probability of 0.95 of containing the mean ensemble, while 

the 5% has a less frequent probability of 0.05 (Lane, 2015). Rainfall analysis results 

show that 92% of the ensemble members fell between 5% and 95% uncertainty limits, 

while the remaining 8% of members were approximately 10% of rainfall total. 

Table 5:19 Rainfall input, discharge, flood extent and uncertainty quantification and 
comparison based on the calibrated model scenario. 
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Variability in rainfall input 

The Coefficient of Variation (CV) for ensemble input rainfall calculated before rainfall 

was enforced in the hydrological model and was found to have  5% and 95% confidence 

limits of 73% and 6%, respectively, with a median variability of ±71% and a mean of 

70% (Table 5.19). Results show that rainfall amounts have higher variability in the 5% 

probability confidence level than in the upper (95%) level, particularly in less frequent 

probabilities for maximum rainfall totals. Rainfall uncertainties are higher in the low-

frequency probabilities (5% confidence level) than in the high-frequency probability 

limits (95% confidence level) as shown in Figure 5.25. 

 

Figure 5.25: Rainfall amounts have high variability in the 5% probability confidence level than 
for the upper (up to 95%) confidence limit. (The 95% confidence interval has a 0.95 probability 
of containing the ensemble meanwhile 5% have a less frequent probability of 0.05). 

 

The Relative Interval Length (RIL) was used in combination with the Coefficient of 

Variation (CV) to measure the resolution of ensemble member predictive distributions 

(Ahmadisharaf et al., 2018) or the dispersion of the rainfall or discharge probability of 

distribution about the ensemble mean (Yu et al., 2016). A Relative Interval Length (RIL) 

with a median of ±47 and a mean of 0.49 was found in the ensemble rainfall input data 
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between 5% and 95% confidence limits, showing a slightly lower average uncertainty. 

Here, the mean is the ensemble average estimated across all individual probable 

ensemble members. Each ensemble rainfall input data were compared to the observed 

rainfall and the Relative Mean Square Error (RMSE) metric was used to quantify errors. 

RMSE results show that the median error measured across all rainfall ensembles, 

between 5% and 95% was ± 0.46 mm, ranging from 0.45 to 0.48 mm, respectively 

(Table 5.19). 

Variability in discharge output  

Results from discharge ensemble simulations based on fixed/calibrated parameters 

scenario had a median variability of ±46%, ranging from 44 to 49% and a mean of 45% 

in the 5% and 95% confidence limits (Table 5.19). The variability of discharge volumes 

was relatively evenly distributed with flood volume variability lower across all levels. 

However, there is higher variability in the lower probability limit than the upper limit and 

a much lower discharge uncertainty in the 50% confidence level (Figure 5.26). 

 

Figure 5.26: The variability of discharge output ensembles within 5% and 95% confidence 
limits based on fixed/calibrated parameter scenario. 
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It is apparent from Figure 5.26 that there is less variability of ensembles in the more 

frequent probabilities (95% confidence limit) showing around 30% compared to the less 

frequent probability (5% confidence limit) around 51%. Therefore, the variability of 

discharge was found to be lower (RIL = 0.46) than the variability in rainfall input data 

that had a median Relative Interval Length (RIL) of 0.47 (Figure 5.27). The result shows 

a lower variability of discharge compared to rainfall input data when the model is run 

based on calibrated parameters. 

   

Figure 5.27: The 2015 hydrograph showing 5% and 95% confidence limits to represent 
uncertainty discharge due to fixed/calibrated parameter values. The red line represents the 
ensemble mean of discharge while the black is the observed discharge.  

 

Discharge error output 

Comparison results between observed and mean discharge ensemble based on 

fixed/calibrated parameter scenario show that discharge errors in the 5% and 95% 

confidence limits had a median variability of about ± 56.68 m3/s ranging from 31.9 m3/s 

to 82.7 m3/s and a mean variability of 56.64 m3/s (Table 5.19). As with rainfall errors, the 

variability of discharge errors was fairly evenly distributed across the 95% and 5% limits; 

discharge errors had a much wider band within a lower limit (confidence limit of 5%) 

compared to the upper limit (confidence limit of 95%). The variability of discharge error 

reduces with more frequent probabilities and increase with less probabilities. 

 



 

233 

 

Variability in flood inundation extents 

Results from simulated flood extents from the hydraulic model runs enforced with flow 

ensemble input data from hydrological model runs based on fixed/calibrated parameters 

had a 5% and 95% confidence limit of 7.02 and 1.66 km2, respectively (Table 5.19). 

Results show a median rainfall variability of ±71% related to discharge variability of 

±46% and flood extents of ±4.34 km2. In the 5% probability limit, there is 73% uncertainty 

in rainfall, which is related to 49% uncertainty in discharge and 7.02 km2 uncertainty in 

the size of flood extent areas. While at the 95% probability limit, there was 63% 

uncertainty in rainfall was related to 45% uncertainty in discharge and 1.66 km2 

uncertainties in flood extents.  

Therefore, under the calibrated parameter scenario, rainfall input data uncertainties 

between 63% and 73%, can cause discharge volumes to vary from 744.8 to 624 m3/s 

and the inundation extents from 1.66 to 7.02 m3/s (Figure 5.28). A Relative Interval 

Length (RIL) index was calculated to summarise the variability in the flood range and 

results showed RIL of 0.45, which is low compared to rainfall (RIL=49) input data, but 

equal to RIL=0.45 for discharge output data. The RIL measures the resolution of the 

ensemble distributions for each data for the cascading model (Li et al., 2011).  

  

Figure 5.28: Probabilistic flood inundation outlines in the 5% and 95% confidence limits 
based on ensemble model runs based on fixed/calibrated parameter values. 
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5.5.4 Parameter uncertainty propagation results 

 

This section presents results of parameter uncertainty propagation and interaction 

through a coupled hydrologic and hydraulic model based on variations of the following 

parameter values:  Strickler overland flow resistance coefficient (K), Saturated water 

content (θs), AET/PET and the Saturated conductivity (KS). The parameter values were 

selected by defining parameter ranges for each land-use cover and soil types in the 

catchment area. The major land cover types considered in the uncertainty analysis were 

deciduous forest, grass, arable, and evergreen forests. Primary soil types considered 

included medium soil (18% clay, 35% and 15% sand or 18% clay and15% sand or 65%), 

coarse soil (18% clay and 65%) and highly productive aquifer through cracks soils. 

The propagation also includes results of quantified uncertainties at each stage of the 

coupled model chain, and related effects on the magnitude of peak discharge and flood 

extents (Rodríguez-Rincón et al., 2015; Yu et al., 2016; Tanaka et al., 2018). Like 

ensemble rainfall input, the discharge output ensemble results were classified into 

probability interval classes between 5% and 95% confidence limits. The ensemble 

discharge results generated were expressed using the statistical variance or measures 

of central tendency in terms of the mean, range, standard deviation and median. These 

measures were expressed related to each other as the Coefficient of Variation, the ratio 

of the mean to standard deviation. Propagated uncertainties were quantified and effects 

on discharge and flood extent areas were quantified using the Relative Interval Length 

(RIL). The errors between simulated and observed rainfall and discharge were 

calculated and quantified using the Root Mean Square Error (RMSE) metric. 

5.5.5 Effects of high Strickler parameter values 

 

Besides running the hydrological model enforced with rainfall ensembles based on 

fixed/calibrated parameter values, the model was also run based on randomly 

generated variations of the Strickler parameter values between high and low values for 

each vegetation category, but within permissible literature values. Each ensemble 

model scenario was run based on either high or low Strickler parameter values and each 

discharge output was compared to equivalent model runs outputs based on the 

calibrated parameters. 
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Discharge uncertainty  

Results from the probabilistic model runs based on high Strickler parameter values 

generated variations of discharge in the 5% and 95% confidence limits with a median 

variability by ±45%, ranging from 38 to 46% and a mean of 44% (Table 5.20). The 

uncertainty in the discharge output was relatively evenly distributed around the mean 

with considerable variations in more frequent probabilities than in the less frequent 

probabilities (Figure 5.29). The Coefficient of Variability (CV) of discharge output for the 

5% confidence limit decreased by 6%, and for the 95% confidence limit, decreased by 

16%, which is a decrease of discharge uncertainty in both less and frequent 

probabilities. A low Relative Interval Length (RIL) value (0.18) with a mean of 0.36 shows 

fewer uncertainties across the 5% and 95% confidence interval. The result shows a 

decrease of 61% of variability when compared to discharge output from the ensemble 

model runs based on calibrated parameter scenario (Table 5.20). 

Figure 5.29:  The uncertainty in the discharge output was relatively evenly distributed around 
the mean with large bands in less frequent probabilities than in the more frequent 
probabilities. 
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Table 5:20 Rainfall, discharge and flood extents uncertainty and error quantification and 
comparison values. 

 

Discharge error variations 

The simulated discharge based on high Strickler parameter values were each compared 

to the observed discharge to estimate discharge error across ensembles within 5% and 

95% confidence limits. The comparison results show that discharge errors across the 

confidence interval have an estimated median variability of ± 50.47 m3/s ranging from 

34.71 to 54.29 m3/s and a mean of 52.95 m3/s (Table 5.20). 

The variability of discharge errors was relatively evenly distributed around the mean, 

with the variability of discharge volumes having large bands in the lower probability limits 

than upper frequent probabilities in Figure 5.30. The model runs based on high Strickler 

values caused the variability of discharge errors to increase by 16% for high frequent 

probabilities and decrease by 41% for less frequent probabilities compared to the 

calibrated model run scenario. 
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Figure 5.30: The 2015 hydrograph showing 5% and 95% confidence limits in grey to represent 
uncertainty in discharge due to high Strickler parameter values for each vegetation type. The 
red line represents the discharge ensemble meanwhile the black is the observed discharge. 

 

Flood inundation extents 

The results of the variability of flood extent areas due to high Strickler parameter values 

had a 5% and 95% confidence limits of 2.82 km2 and 1.91 km2, respectively. The median 

variability was found at around ±1.99km2, (a decrease of 54%) and a mean of 1.23 km2 

(another decrease of 72%) if compared to the calibrated parameter scenario. Results 

show that a relationship exists between discharge volumes and flood extents due to 

high Strickler parameter value. In the 95% probability limit, rainfall uncertainty of 63% is 

related to uncertainty in the discharge of 38% and flood extents reaching 1.91 km2. 

While in the 5% confidence limit, rainfall variability of 73% is linked to discharge with a 

variability of 46% and flood extent reaching 2.82 km2. Results show the highest Relative 

Interval Length (RIL=0.89) compared to rainfall input and discharge output data. 

Effect on flood extents  

The uncertainty analysis results show that high Strickler parameter values resulted in a 

general decrease in flood extent areas for less frequent probabilities (5%) and increases 

in more frequent probabilities (95%). Flood extent areas decreased for less frequent 

probabilities while they increase in more frequent probabilities. Compared to calibrated 

parameter model runs scenario high Strickler parameter values had an effect of 
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decreasing uncertainty in flood volumes by 22% for less frequent probabilities and a 

decrease in the size of flood inundation areas by 60%. In real terms, it was a decrease 

from 7.02 to 2.82 km2 of flooded areas. 

However, results show that in more frequent probabilities, an increase in uncertainty of 

38% of flood volumes resulted in a 15 % increase in inundated areas from1. 66 km2 to 

1.91 km2. Also, the parameter variations resulted in a decrease of 60% in flood extent 

areas in the 5% confidence limit and an increase of 15% in the 95% confidence limit. 

Thus, under this scenario, the size of the areas flooded varied from 1.91 to 2.82 km2 

(Figure 5.31). 

  

Figure 5.31: Probabilistic flood inundation extent outlines in the 5% and 95% confidence 
limits based on ensemble model runs based on high Strickler parameter value scenario. 

 

The overall effect of the high Strickler parameter values   

Uncertainty analysis results showed that in the 5% and 95% confidence limits, the 

median variability of rainfall was around ±71%, ranging from 63 to 73%. This uncertainty 

was propagated through the coupled models (with a hydrological model run based on 

the highest Strickler parameter value) generated discharge output with an uncertainty 

of ± 45%, ranging from 38% to 46% with RMSE of ±50.47 m3/s ranging from 35 to 54 

m3/s. The propagated uncertainties resulted in some shifts in peak discharge of around 

± 632 m3/s ranging from 589 to 741 m3/s and flood extents varying around ± 2.0 km2 

ranging from 1.9 to 2.8 km2 (Figure 5.31). 
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5.5.6 Effect of low Strickler parameter values 

 

Variability in discharge output  

The results of simulated discharge output volumes from the probabilistic model run 

based on low Strickler parameter value scenario had a median variability in the 5% and 

95% confidence limit of ±43%, ranging from 37 to 45% and a mean of 44% (Table 5.21). 

Compared to discharge volumes generated from model runs based on fixed/calibrated 

parameter scenario, the variability for both 5% confidence limit and the 95% confidence 

limit decreased by 8% and 18% respectively.  

Table 5:21 Rainfall input, discharge output and flood inundation extents, uncertainty and 
error quantification and comparison between calibrated and low Strickler parameter value 
values for each vegetation type. 

 

Analysis results showed that running the SHETRAN hydrological model based on low 

Strickler parameter value had an effect of decreasing discharge volumes across the 5% 

and 95% confidence limits. The uncertainty was summarised using the Relative Interval 

Length (RIL) and found to be 0.21, a mean of 0.38 showing that low Strickler parameter-

based model run results in low uncertainties, which is a decrease of 54% when 

compared to the calibrated parameter scenario. The variability of discharge output was 

relatively evenly distributed across all confidence levels with the highest (80%) variation 

in less frequent probabilities than in the more frequent probabilities (Figure 5.32). 

However, with an increased spread in the 75% confidence level and the lowest in the 

50% level. 
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Figure 5.32: The uncertainty in the discharge output was relatively evenly distributed around 
the mean and it has large bands in more frequent probabilities than in the less frequent 
probabilities. 

Discharge error variations 

To estimate the Relative Mean Square Error (RMSE) across the 5% and 95% 

confidence interval, each ensemble discharge output based on a low Strickler parameter 

value was compared to the observed discharge (Figure 5.33). Results showed that 

discharge errors across confidence intervals (5% to 95%) had a median error of ± 53.63 

m3/s ranging from 31.89 to 94.33 m3/s and a mean of 53.5 m3/s. Compared to probability 

discharge errors from the calibrated parameter scenario, the result showed a 7% 

increase in errors in the high-frequency probabilities and an increase of 2% in low 

frequent probabilities. 
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Figure 5.33: The 2015 hydrograph showing 5% and 95% confidence to represent uncertainty 
in discharge due to low Strickler parameter values for each vegetation category. The red line 
represents the ensemble mean of discharge while the black is the observed discharge. 

Variability in flood inundation extents 

Results from simulations of flood extent areas due to low Strickler parameter values 

show a 5% and 95% confidence limits of 2.12 and 1.35 km2, respectively. Compared to 

the calibrated parameter scenario, the flood extent areas decreased by 70% in the 5% 

confidence limit and 18% in the 95% confidence limit. The variability in the size of 

flooded areas due to low Strickler parameter values showed a median variability of 

±1.65km2, which is a 62 % decrease and a mean of 1.72 km2, a 60% decrease 

compared to calibrate parameter scenario run. Results show a link between discharge 

and the size of flooded areas, where there is a decrease of 8% uncertainty in maximum 

discharge, there is an equivalent decrease of 70% in the uncertainty in the size of 

flooded areas. Also, a decrease of 18% in minimum discharge uncertainty is linked with 

a related decrease of 18% in flood area variability. 

Effect on flood extents  

Results show that low Strickler parameter values had an effect of consistently 

decreasing the size of flood extent areas in both less frequent (5%) and more frequent 

probabilities (95%). If compared to the calibrated parameter scenario, the low roughness 

values were linked with a decrease of 18% uncertainty in discharge in more frequent 

probabilities (95% confidence limit) and this was related to a decrease of 70% in the 
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variability in the size of flooded areas.  For example, in the 95% confidence limit, flood 

extents decreased from 1.66 km2 to 1.35 km2 and for the 5% confidence limit showed a 

decrease from 7.02 km2 to 2.12 km2 in flood extents. The low parameter values resulted 

in a 70% decrease in flood extent areas in the 5% confidence limit and an 18% decrease 

in the 95% confidence limit, ranging from 1.35 to 2.12 km2. The uncertainty in the flood 

extents was summarised using the Relative Interval Length (RIL) index and results show 

a RIL of 0.27, showing slightly increased uncertainties compared to discharge output 

(RIL=0.21). 

The overall effect of low Strickler parameter 

 The uncertainty analysis results showed that in the 5% and 95% confidence limits, the 

variability of rainfall had a median variability of ±71%, ranging from 63 to 73% and if the 

uncertainty is propagated through the hydrological model based on lowest Strickler 

parameter value generates discharge output with a median variability of ±43% ranging 

from 37% to 45% with median variability errors of ±53.63 m3/s ranging from 31.89 to 

94.33 m3/s. The peak discharge produced had a median variability of ±590 m3/s ranging 

from 493 to 652 m3/s resulting in flood extents of ± 1.6 km2 ranging from 1.4 to 2.1 km2 

(Figure 5.34). 

  

  

 Figure 5.34: Probabilistic flood inundation extent outlines in the 5% and 95% confidence limits 
based on ensemble model runs based on low Strickler parameter values for each vegetation type. 
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5.5.7 Effect of high AET/PET parameter values 

 

Variability in discharge output volumes 

The results from the ensemble model runs based on highest AET/PET parameter values 

for each vegetation type influenced the variability of discharge output volumes in the 5% 

and 95% confidence limits. Results show a median variability of ±42%, ranging from 35 

to 44% and a mean of 43% (Table 5:22) The variability of discharge was relatively evenly 

distributed mainly for 75% confidence level, having highly uncertain discharge volumes 

with a wider band than the lower and upper levels (Figure 5.35). 

 

Figure 5.35:  The uncertainty in the discharge output was not evenly distributed around the 
mean and it has large bands in more frequent probabilities than in the less frequent 
probabilities. 

Compared to discharge volumes generated from the ensemble model runs based on 

calibrated parameters, the variability for discharge showed that discharge volumes were 

consistently decreased in all probabilities by 10% in the 5% confidence limit and 22% in 

the 95% confidence limit when compared to discharge output for the calibrated 

parameter scenario. However, the median Relative Interval Length (RIL) of 0.48 and a 

mean of 0.49 was found in the high AET/PET scenario, showing an increase of 9% and 

4% respectively when compared to discharge output from the calibrated parameter 

model run scenario (Table 5.22). 
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Table 5:22 Rainfall, discharge and flood inundation extents error and uncertainty 
quantification and comparisons due to high AET/PET parameter value values for each 
vegetation type. 

 

Discharge error variations 

The simulated discharge outputs based on high AET/PET parameter values were 

compared to the 2015 observed discharge (Figure 5.36) to estimate the Relative Mean 

Square Error (RMSE) within the 5% and 95% confidence limits. The discharge error 

across the confidence intervals had a median variability of ±64.34 m3/s ranging from 

39.81 to 75.16 m3/s and a mean of 63.39 m3/s. Compared to the calibrated parameter 

discharge output, the analysis results showed an error increase of 33% for frequent high 

probabilities and a decrease of 18% in low frequent probabilities. 

Figure 5.36: The 2015 hydrograph showing the 5% and 95% confidence limits representing 
uncertainty in discharge due to high AET/PET parameter values for each vegetation type. The 
red line represents the mean ensemble of discharge while the black is the observed 
discharge.  
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Variability in flood inundation extents 

The results of the variability of flood in inundation extents due to high AET/PET 

parameter values had a 5% and 95% confidence limits of 1.49 and 1.33 km2, 

respectively. Unlike flood inundation extents based on calibrated parameter scenario, 

high AET/PET parameter values resulted in decreases in the size of flooded areas by 

79% in the 5% confidence limit however with an increase of 20% in the 95% confidence 

limit. The variability of the sizes of flooded areas from the ensemble model runs based 

on high AET/PET parameters had a median of ±1.35km2 a decrease of 69% and a mean 

of 1.37 km2 another decrease of 69% when compared to the calibrated parameter 

scenario (Table 5.22). Besides, the result shows a decrease of 10% in uncertainties in 

maximum flows is related to a decrease of 79% in uncertainties in inundation areas 

when the model is run based on high AET/PET parameter values. Also, a decrease of 

22% in more frequent probabilities (5% confidence limit) was related to a decrease of 

20% in the aerial extent of inundation areas. 

Effects on flood extents  

Results show that the variability of flood inundation areas due to high AET/PET 

parameter values resulted in a significant decrease in the sizes of flooded areas for both 

less frequent probabilities (5%) and more frequent probabilities (95%). The high 

AET/PET parameter values resulted in a 10% decrease of uncertainty in the maximum 

discharge of less (5%) frequent probabilities with a consequent 79% decrease in 

inundation areas from 7.02 to 1.49 km2 (Figure 5.37). 

However, for more frequent probabilities, a 22% decrease in discharge is linked to a 

20% decrease in the size of flooded areas. In real terms, it is a decrease from 1.66 km2 

to 1.33 km2 in flood extents. Unlike the calibrated parameter scenario, the discharge 

output based on high AET/PET parameter values was consistently reduced. The high 

AET/PET parameter values caused a 79% decrease in flood extents in the 5% 

confidence limit and a 20% decrease in the 95% confidence limit and the extents varying 

from 1.33 km2 to 1.49 km2 showing high AET/PET parameter values for each vegetation 

category in the study area have a significant effect on flood extents in the La Sierra 

catchment. 
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To summarise the relative distribution of uncertainty reported by the cascading model 

at each stage, the Relative Interval Length of 0.30 was found, which is the lowest RIL 

compared to rainfall input (RIL = 47) and discharge data (RIL = 48) in this scenario. 

 

 

Figure 5.37: Probabilistic flood inundation outlines in the 5% and 95% confidence limits 
based on ensemble model runs on high AET/PET parameter values for each vegetation 
type. 

 

The overall effect of high AET/PET parameter  

Overall, uncertainty analysis results have shown that in the 5% and 95% confidence 

limits, the ensemble input rainfall with a median variability of ±71%, ranging from 63 to 

73% when enforced and propagated through a hydrological model run on high AET/PET 

parameter values it generates a discharge output with a median variability of ± 42% 

ranging from 35% to 44% and errors with a median variability of ±64% ranging from 40% 

to 75%. The propagated uncertainty resulted in shifts in peak discharge with a median 

variability of ±484 m3/s ranging from 411 to 554 m3/s and flood extents of ±1.3 km2 

varying from 1.3 to 1.5 km2. 
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5.5.8 The effect of low AET/PET parameter values 

 

Variability in discharge output volumes 

Analysis results showed that the median variability of discharge output ensembles due 

to model runs based on low AET/PET parameter values for 5% and 95% confidence 

thresholds was ±44%, ranging from 43 to 45% and a mean of 45% (Table 5.23). 

Compared to discharge volumes generated from model runs based on the calibrated 

parameter model run scenario, the variability for the 5% confidence limit decreased by 

8% while the 95% limit decreased by 4%. The results show a consistent decrease of 

uncertainties in discharge across all confidence interval limits (Figure 5.38). A Relative 

Interval Length (RIL) of 0.47 was found showing an increase of 2% and an average 

increase of 0.49 and an increase of 9% compared to the calibrated parameter model 

run scenario. 

 

 

Figure 5.38: The variability of discharge output due to low AET/PET parameter values was 
relatively evenly distributed, more frequent probabilities than the less frequent probabilities. 
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Table 5:23 Rainfall, discharge, flood extents error and their uncertainty quantification 
including comparisons between calibrated parameter and low AET/PET parameter values for 
each vegetation type. 

 

Discharge error 

Discharge outputs from model runs based on low AET/PET parameter values were 

compared to the observed discharge to estimate relative errors in discharge ensembles 

across 5% and 95% confidence limits (Figure 5.39).  

 

Figure 5.39: The 2015 hydrograph showing 5% and 95% confidence limits (in grey)  
representing uncertainty in discharge due to low AET/PET parameters values for each 
vegetation type. The red line represents the ensemble mean, and the black is the observed 
discharge.  
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The low AET/PET parameter values generated discharge errors that varied across the 

5% and 95% confidence limits with a median variability of around ± 56.96 m3/s ranging 

from 48.38 to 86.07 m3/s and a mean of 60.81 m3/s. Compared to calibrated parameter 

discharge, this result showed a 62% increase in discharge errors for the low-frequency 

probabilities and a decrease of 7% for low frequent probabilities. 

Variability in flood inundation extents 

The results of the variability of flood extent areas due to low AET/PET parameter values 

show a 5% and 95% confidence limits with 2.76 and 1.35 km2 respectively (Table 5.23). 

Compared to flood extents generated from the calibrated parameter model runs 

scenarios the low AET/PET parameter value resulted in decreases of 61% in flood 

extents for the 5% confidence limit and another reduction of 19% for the 95% confidence 

limit. The median variability of flood extents due to low AET/PET parameter was ±1.82 

km2, a decrease of 58% and a mean of 1.90 km2, which is a decrease of 56% when 

compared to the calibrated parameter scenario. The result reveals some links between 

the variability of discharge and the size of areas flooded, where a decrease of 8% 

uncertainty is related to a decrease of 61% in inundation areas. Also, a decrease of 4% 

uncertainty in more frequent flows is related to decreases of 19% uncertainty in flood 

extents. 

Effect on flood extents  

Uncertainty analysis results show that low AET/PET parameter values for each 

vegetation type in the study area had an effect of decreasing the variability of flood 

extent areas in both less frequent probabilities (5% confidence limit) and more frequent 

probabilities (95% confidence limit). Low parameter values resulted in a decrease of 8% 

in discharge uncertainty, corresponding to a decrease of 61% in the size of flooded 

areas, from 7.02 km2 to 2.76 km2 of flood extent areas. However, for more frequent 

probabilities (95% confidence limit) comprising minimum flows, there was a decrease of 

4%, which is related to a decrease in flooded areas by 19%. In real terms, it is a 

reduction from 1.66 to 1.35 km2 in flooded areas. Also, results show that a decrease of 

8% uncertainty of maximum flows for more frequent probabilities was related to a 

decrease of 61% uncertainty of inundation areas.  
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To summarise the relative distribution of uncertainties reported by the cascading model 

using the Relative Interval Length, it was found to be RIL=0.41. The RIL obtained is the 

lowest reported by the model chain, compared to rainfall input data (RIL=47) and 

discharge data out (RIL=47). The RIL measures the resolution of uncertainties’ in the 

ensemble distributions by normalising the uncertainties in each confidence interval (Jin 

et al., 2010; Li et al., 2011). 

The overall effect of low AET/PET parameter values 

Analysis results of the effect of low AET / PET parameter showed that within the 5% and 

95% confidence limits, rainfall input data had a median variability of ±71%, ranging from 

63 to 73% when enforced and propagated through a hydrological model generates 

ensemble discharge with a median variability of ±44% ranging from 43% to 45% and 

relative errors of ±57% ranging from 48% to 86%. The propagated uncertainties cause 

some shifts in discharge ensembles with a median variability of ± 613m3/s ranging from 

487 to 735 m3/s resulting in flood extents of ± 1.8 km2 ranging from 1.3 to 2.8 km2 (Figure 

5.40). 

  

Figure 5.40: Probabilistic flood inundation extents within the 5% and 95% confidence limits 
from ensemble model runs based on low AET/PET parameter values for each vegetation type. 
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5.5.9 Effect of high saturated conductivity parameter values 

 

Variability in discharge output volumes 

Results from the analysis of variability of discharge from ensemble model runs based 

on high saturated conductivity values for each soil type in the 5% and 95% confidence 

limits had a median variability of ±46% ranging from 38 to 47% with a mean of 45% 

(Table 5.24). Considering the mean 45% within the range of 38 to 47% the variability of 

discharge was relatively evenly distributed through flood volumes had a much broader 

band in lower limit than for the upper limit, particularly for less frequent probabilities. 

Compared to discharge volumes generated from the ensemble model runs based on 

the calibrated parameter scenario, the variability for the 5% confidence limit decreased 

by 4% whereas the 95% confidence limit the variability decreased by 16%. The result 

showed that the variation of discharge decreased across all probabilities when the 

ensemble model runs are based on high saturated conductivity values for each soil type 

in the study area. Results show a median Relative Interval Length (RIL) of 0.48 and a 

mean of 0.49, which is an increase of 9% and 4% respectively.  

Table 5:24 Rainfall, discharge and flood inundation extents uncertainty and errors 
quantification and comparisons between calibrated and high saturated conductivity values 
for each soil type in the study area. 
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Discharge error 

To estimate discharge errors within 5% and 95% confidence limits, each discharge 

output ensemble based on the high saturated conductivity parameter values was 

compared with the observed discharge data (Figure 5.41). The high parameter values 

resulted in discharge output with errors of median variability of around ±59.51 m3/s 

ranging from 31.88 to 83.74 m3/s and a mean error of 59.19 m3/s. Compared to the 

model output based on the calibrated parameter scenario, the result showed a 7% 

increase in discharge in the high-frequency probabilities and a 9% decrease in low-

frequency probabilities. 

Figure 5.41: The 2015 hydrograph showing 5% and 95% confidence limits to represent the 
uncertainty of discharge due to high saturated conductivity values for each soil type in the 
study area.  

Variability in flood inundation extents 

Results from the analysis of variability of flood extents due to high saturated conductivity 

values had a 5% and 95% confidence limit of 4.02 and 1.28 km2, respectively. Compared 

to inundation extents based on calibrated parameter scenario, flooded areas decreased 

by 43% for the 5% confidence limit and 82% for the 95% confidence limit. The ensemble 

of flood inundation extent areas had a median variability of ±2.21 km2, which is a 

decrease of 68% and a mean of 2.45 km2, another decrease of 65% compared to the 

calibrated model scenario. 
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The result reveals a relationship between discharge volumes and flood extents when 

the ensemble models are run based on high saturated conductivity values for each soil 

type in the study area. A decrease of 4% uncertainty of discharge in the less frequent 

probabilities is related to a decrease of 43% uncertainty in flood extents. Also, a 

decrease of 16% uncertainty in the more frequent probabilities is related to decreases 

of 82% in flooded areas (Table 5.24). The variability of flood extents was further 

estimated and summarised using the mean Relative Interval Length and was found to 

be higher (RIL=0.88) than rainfall input (RIL=47) and discharge output (RIL=48).  

Effect on flood extents  

Running the ensemble models based on the high saturated conductivity parameter 

reveals that flood extents decrease in both less and more frequently probabilities 

compared to the calibrated parameter scenario. The high saturated conductivity values 

had an effect of decreasing uncertainties by 43% discharge output, particularly in less 

frequent probabilities (5% confidence limit) which is a decrease of 7.02 to 4.02 km2. 

However, for more frequent probabilities in the 95% confidence limit, discharge 

decreased by 16%, and this corresponds to decreases of 82% in flooded areas. In real 

terms, it was a decrease from 1.66 to 1.35 km2 of inundated areas. Analysis results show 

that a 16% decrease in discharge output is associated with a 82 % decrease in flood 

areas. High saturated conductivity parameter values resulted in decreases of flooded 

areas by 43% in the 5% confidence limit and 82% in the 95% confidence limit valid within 

1.28 km2 to 4.02 km2 of flooded areas (Figure 5.42). 
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Figure 5.42: Probabilistic flood inundation outlines in the 5% and 95% confidence limits 
based on flow input into ensemble model runs based on high saturated conductivity 
values for each soil type in the study area. 

 

The overall effect of high saturated conductivity parameter 

Analysis results have shown that in the 5% and 95% confidence limits, ensemble rainfall 

input data with a median variability of ±71%, ranging from 63 to 73% when enforced and 

propagated through a cascading model chain based on high saturated conductivity 

parameters generates discharge output with a median variability of ± 46% ranging from 

38% to 47% and with relative errors of ±60% ranging from 32% to 84%. The propagation 

of uncertainties resulted in some shifts in peak discharge, having variabilities of ±609 

m3/s ranging from 213 to 748 m3/s and flood extents with a variability of ±2.2 km2 ranging 

from 1.3 to 4.0 km2 of inundation areas (Figure 5.42). 
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5.5.10 The effect of low saturated conductivity parameter values 

  

Results from ensemble model runs based on low saturated conductivity parameter 

values for each soil type in the study area show some shifts in the variability of discharge 

volumes in the 5% and 95% confidence limits. The discharge output uncertainties had 

a median variability of ±48%, ranging from 40 to 49% and a mean of 50% (Table 5.25). 

It was observed that the variability of discharge was evenly dispersed around the mean 

with flood volumes having a much broader band in lower limit than in the upper limit, 

particularly for the less frequent probabilities. However, compared to discharge volumes 

generated from probability model runs based on calibrated parameters, the 5% 

confidence limit discharge volumes did not change (0%) while in the 95% confidence 

limit discharge volumes decreased by 11%. 

Thus, results from the probability model runs based on low saturated conductivity 

parameter values showed that uncertainty in discharge decreased in high-frequency 

probabilities only and maintained the same variability in the low probabilities. Besides, 

a median Relative Interval Length (RIL) of 0.41 with a mean 0.46 was found from this 

scenario, showing a decrease of 11% when compared to a probabilistic calibrated model 

run scenario. 

Table 5:25 Rainfall, discharge and flood extents error and uncertainty quantification 
comparisons between calibrated and low saturated conductivity parameter values for each 
soil type in the study area. 
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Discharge error 

Discharge errors were calculated from comparisons between the discharge ensemble 

mean and observed discharge recorded at the Las Gaviotas Gauging Station. 

Uncertainty analysis results of discharge ensembles across the 5% and 95% confidence 

interval had a median variability of ±65.5 m3/s ranging from 34.89 to 67.10 m3/s and a 

mean of 79.63 m3/s. The low saturated conductivity values did not increase uncertainties 

in discharge, particularly for the less (5%) frequent probabilities, and this is related to an 

increase of 98% in flood extent areas. In real terms, it is an increase from 7.02 km2 to 

13.91 km2. Results show that saturated conductivity parameter values caused some 

shifts in the variability of discharge errors. Unlike discharge from the calibrated 

parameter model run scenario, the shift resulted in error increases of 17% for high 

frequent probabilities and decreases by 27% for low frequent probabilities. 

Variability in flood inundation extents 

The simulated flood extents from ensemble model runs based on low saturated 

conductivity parameter values had a 5% and 95% confidence limits of 13.91 and 1.82 

km2, respectively. Compared to the probability model runs based on calibrated 

parameters reflecting current catchment conditions, the size of the flooded area 

increased by 98% in the 5% confidence limit and 10% in the 95% confidence limit. The 

flooded areas had a median variability of ±5.05 km2, an increase of 16% with a mean of 

5.83 km2 again, an increase of 34% compared to the calibrated probabilistic model 

scenario. 

The results revealed a link between the variability of discharge volumes and the 

variability in inundated flood extents. Analysis results show that 0% in the variability of 

maximum discharges is related to increases of 98% in flood extents. The absence of 

variability in maximum flows is associated with a 98% increase in flood areas when the 

hydrological model is run based on low saturated conductivity values for each soil type 

in the study area. The relative distribution of uncertainty reported by the coupled models 

at each stage, given by the Relative Interval Length, was found to be 0.94. The RIL 

value obtained in this scenario was the highest (RIL = 0.94) compared to rainfall input 

(RIL = 0.47) and discharge data (RIL = 0.48). The RIL summaries the uncertainty 

reported by the model by normalising uncertainty between interval sizes at each stage 

of the cascading model. 
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Effect on flood extents  

Analysis results show that when the ensemble model is run on low saturated 

conductivity parameter values, flood extent areas are reduced, particularly in the more 

frequent probabilities (95%). A decrease of 11% in discharge is related to a 10% 

increase in inundated areas. In real terms, it is an increase from 1.66 km2 to 1.82 km2. 

However, for less frequent probabilities in the 5% confidence limit, discharge volumes 

did not change but remained similar to model runs on the calibrated parameter; 

however, linked to increases of 98% in the flooded areas. This means decreases of 11% 

uncertainty of minimum flows is related to decreases of 10% uncertainty of inundation 

areas. In comparison, no shifts in less frequent probabilities resulted in increases (98%) 

in flooded areas. 

The overall effect of low saturated conductivity parameter 

The analysis of the effect of low saturated conductivity parameter values has shown that 

in the 5% and 95% confidence limits, ensemble rainfall input data with a variability of 

±71%, ranging from 63 to 73% when enforced and propagated through a cascading 

model generates discharge of ±48% ranging from 40% to 49% with relative errors of 

±66% ranging from 35% to 67%. The propagation causes some shifts on peak discharge 

uncertainty to ± 646 m3/s ranging from 490 to 1 096 m3/s and variability in flood extents 

to ± 5.1km2 ranging from 1.8 to 13.9 km2. 

5.5.11 The effect of high saturated water content parameter values  

 

The discharge output results from ensemble model runs based on high saturated water 

content parameter values show a median variability of ±43%, ranging from 38 to 45% 

and a mean of 44% within the 5% and 95% confidence limits. The result shows a 

decrease in the variability of discharge across the confidence limits when the ensemble 

model is run based on high saturated water content parameters values. Compared to 

the discharge output from the calibrated parameter scenario, the variability of discharge 

in the 5% confidence limits decreased by 8%, while in the 95% confidence limit 

decreased by 18%. Results show a median Relative Interval Length (RIL) of 0.48 and a 

mean of 0.5, which is an increase of 11% when compared to the calibrated parameter 

model run scenario (Table 5.26)  
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Table 5:26 Rainfall, discharge and flood inundation extents uncertainty and error 
quantification and comparisons between calibrated and high saturated water content 
parameter values for each soil type in the study area. 

 

Discharge error 

Discharge outputs resulting from model runs based on high saturated water content 

parameter values were compared to observed discharge values to estimate the relative 

errors across 5% and 95% confidence limits (Figure 5.43). Results show that discharge 

errors across the confidence intervals had a median variability of ±58.5 m3/s ranging 

from 31.88 to 83.74 m3/s and a mean of 58.52 m3/s. Compared to the calibrated 

parameter scenario, the result shows an error increase of 7% in the high-frequency 

probabilities and a decrease of 9% in low frequent probabilities. 

 

Figure 5.43: The flood hydrography showing 5% and 95% confidence limits to representing 
the uncertainty of discharge due to high saturated water content parameter values. The red 
line represents the ensemble mean of discharge while the black is the observed discharge.  
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Variability in flood inundation extents 

The simulated ensembles of flood extent outlines due to high saturated water content 

values had a 5% and 95% confidence limits of 0.94 and 0.04 km2, respectively. Results 

show that high saturated water content parameter decreased by 87% for the 5% 

confidence limit and 97% for the 95% limit when compared to flood inundation levels 

based on the calibrated parameter scenario. Also, the flood inundation extent areas due 

to high saturated water content values showed a median variability of ±0.40 km2, which 

is a decrease of 91% and a mean of 0.48 km2 compared to the calibrated parameter 

scenario. 

The result shows relationships between discharge and inundation areas where a 

decrease of 8% uncertainty in discharge for the 5% confidence limit is related to a 

decrease of 87% uncertainty in the inundation areas. A decrease of 16% uncertainty for 

more frequent probabilities with minimum discharge volumes is related to the most 

substantial decrease of 97% uncertainty in inundation areas. 

To summarise uncertainty reported by the cascading model, the Relative Interval Length 

was found to be 0.42. The RIL value obtained for flood extents was low compared to 

that of rainfall input data (RIL=47) and discharge output data (RIL=48).  

Effect on flood extents area 

Results show that high saturated water content parameter values generate consistent 

decreases in flooded extent areas for both less frequent probabilities (5%) and more 

frequent probabilities (95%). However, for more frequent probabilities discharge, 

decreases of 16% are equivalent to decreases of 97% of flood extents. In real terms, 

these are decreases from 1.66 km2 to 0.94 km2. Also, a decrease of 8% uncertainty in 

maximum flows is related to decreases of 87% uncertainty of inundation areas. These 

are decreases from 7.02 km2 to 2.76 km2 of flooded areas. 

Unlike the calibrated parameter output scenario, results show that the discharge output 

based on the high saturated water content parameter values was consistently reduced 

across 5% and 95% confidence limits. It was observed that a decrease of 9% in flood 

extent areas in the 5% confidence limit is linked to increases of 7% in flooded areas in 

the 95% confidence thresholds ranging from 0.04 to 0.94 km2.  
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The overall effect of the high saturated water content parameter values 

The uncertainty analysis results have shown that given the 5% and 95% confidence 

limits, an ensemble rainfall input data with median variability ±71%, ranging from 63 to 

73% when propagated through a hydrological model based on high AET/PET 

parameters it generates discharge volumes with a median variability of ± 43% ranging 

from 38% to 45% and errors of ±59% ranging from 32% to 59%. In real terms, the 

propagated uncertainties made shifts on discharge output with a median variability of ± 

584 m3/s ranging from 476 to 720 m3/s and flood extents of ± 0.4 km2 ranging from 0.04 

to 0.94 km2. 
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5.5.12 The effect of low saturated water content parameter values  

 

Results from the ensemble model runs based on the lowest saturated water content 

parameter values for each soil type in the study area showed some variability of 

discharge volumes across the 5% and 95% confidence limits. The discharge output had 

a median variability of ±44%, ranging from 38 to 46% and a mean of 45% (Table 5.27). 

The result shows that the variability of discharge was relatively evenly distributed around 

the ensemble mean with a much broader band in lower limit than in the upper limit, 

especially at lower frequent probabilities (Figure 5.38). 

Unlike the variability of discharge output volumes generated from model runs based on 

the calibrated parameter scenario, the variability for the 5% confidence limit decreased 

by 6% and for the 95% confidence limit, also decreased by 16%. The result showed that 

uncertainty in discharge decreased across the confidence interval. A median Relative 

Interval Length (RIL) of 0.48 and a mean of 0.49 was found in this scenario, showing an 

increase of 4% compared to ensemble model runs based on calibrated parameters. 

Table 5:27 Rainfall, discharge, flood extents uncertainty and error quantification and 
comparison between calibrated and low saturated water content parameter values for each 
soil type in the study area.  
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Discharge error 

Discharge outputs resulting from model runs based on low saturated water content 

parameter values for each soil type in the study area were compared to the observed 

discharge to estimate relative errors of each ensemble member within the 5% and 95% 

confidence limits (Figure 5.44). Results show that the low saturated water content 

parameter conditions resulted in some shifts in discharge errors. The discharge errors 

had a median variability of ±59.21 m3/s and a mean of 60.57 m3/s ranging from 31.89 to 

87.74 m3/s. Compared to the probability model runs based on the calibrated parameter 

scenario, it is a shift of 7% increase in the high-frequency probabilities and is a decrease 

of 5% in low frequent probabilities. 

  

Figure 5.44: The 2015 hydrography showing 5% and 95% confidence limits to represent 
uncertainty discharge due to low saturated water content parameter values. The red line 
represents the ensemble mean of discharge while the black is the observed discharge. 

 

Variability in flood inundation extents 

Results show that the simulated flood extent outlines due to ensemble model runs on 

low saturated water content parameters had a 5% and 95% confidence limits of 6.82 

and 1.85 km2, respectively. Compared to inundation extents based on the calibrated 

parameter scenario, the flood inundation extent areas decrease by 3% for the 5% limit 

and increased by 11% for the 95% limit. The spatial extent of inundation areas had a 

median variability of ±4.47km2, which is a decrease of 3% compared to the calibrated 

parameter scenario with a mean of 4.58 km2. 
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The result showed some relationships between variability of discharge output and the 

variability of flood extent areas in which a decrease of 6% uncertainty in maximum 

discharge is linked to a decrease of 16% uncertainty in inundation areas. Also, a 

decrease of 6% uncertainty in maximum flows in the less frequent probabilities is related 

to decreases of 3% uncertainty in inundation areas. Results showed a Relative Interval 

Length of 0.31 for the flood extents, which is low compared to rainfall input (RIL = 47) 

and discharge data (RIL = 48) uncertainties.  

Effect on flood extents  

Results show some shifts in the variability of discharge due to low saturated water 

content parameter characterised by a reduction in uncertainty in flooded inundation 

areas, particularly in less frequent probabilities (5%) however with increases in more 

frequent probabilities (95%). The low saturated values resulted in decreases of 5% in 

uncertainty in maximum discharge in the less (5%) with a similar decrease of 3% in flood 

inundation areas, and it is a decrease from 7.02 km2 to 6.82 km2.  

This means a decrease of 6% uncertainty in maximum discharge is related to decreases 

of 3% in inundation areas. It seems possible that a decrease from 7.02 km2 to 6.82 km2 

occurs when low saturated water content conditions characterise catchment conditions. 

In more frequent probabilities (95% confidence limits) with minimum flows, low saturated 

water content parameter decreases of 16% are related to an increase of 11% in 

inundated areas. In terms of coverage, it is an increase from 1.66 km2 to 1.85 km2 

compared to the calibrated ensemble run scenario. 

The overall effect of low saturated water content parameter 

The uncertainty analysis results have shown that in the 5% and 95% confidence limits, 

rainfall ensemble input with median variability of ±71%, ranging from 63 to 73% when 

enforced and propagated through a coupled hydrological and hydraulic model run based 

on low saturated water content parameter it generates a discharge with a median 

variability of ± 44% ranging from 38% to 46% and relative errors of ±59% ranging from 

32% to 88%.  The result shows that some shifts in discharge output with a median 

variability of ± 620 m3/s ranging from 493 to 705 m3/s and variability of flood extents of 

± 4.5 km2 varying from 1.9 to 6.8 km2. 
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5.6 Summary  

This study used a Monte Carlo simulation technique to propagate rainfall and parameter 

uncertainties through coupled hydrological and hydraulic models and quantified the 

magnitude of uncertainties and effects on flood volumes and inundation extents. The 

coupled model chain comprised the SHETRAN hydrological model and the Flood 

Modeller, a 1D/2D flood inundation model. The coupled models were enforced with 

rainfall and discharge ensembles based on two scenarios comprising fixed or calibrated 

parameter and the other on the variation of parameter values for each vegetation and 

soil category in the La Sierra catchment area.  

The propagation of uncertainty showed the propagation and quantification of 

uncertainties in discharge output and flood inundation extents and including the 

probabilistic flooding rather than using a single deterministic flood outline. Results 

showed that given rainfall uncertainties with a median variability of ±71%, ranging from 

63 to 73% if enforced into a hydrological model and propagated generates discharge 

volumes with uncertainties of ±46%, ranging from 45% to 49% with relative errors of 

±46% ranging from 45% to 46%. The propagated uncertainties resulted in some shifts 

in peak discharge with a median variability of ±622 m3/s ranging from 466 to 744.75 m3/s 

and inundation extents of ±4.34 km2 varying from 1.66 to 7.02 km2. 

Also, the results showed that the most significant amount of uncertainty existed in rainfall 

input data and these uncertainties were propagated, disaggregated and accumulated in 

different amounts and probabilities across 5% and 95% confidence interval. However, 

uncertainties in rainfall were not translated into more substantial uncertainties in flood 

volume outputs and flood extents. Uncertainty propagation due to parameter changes 

did not occur in equal magnitudes across all probabilities; instead, uncertainties were 

translated differently across the probability distribution limits given. The results showed 

that high AET/PET parameter values had a significant effect on flood extents, with the 

most significant decrease in flood volumes and extents, while low saturated hydraulic 

conductivity has had the most extensive flood ranges. 
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6. DISCUSSION 

This chapter discusses the identification and application of physics-based and data-

based hydrological modelling approaches for large-scale flood modelling in data-scarce 

tropical regions. The discussion is organised into three subsections drawing on the 

results presented from Chapter 5. First, the results of integrating satellite datasets into 

the SHETRAN distributed hydrological model based on error quantification and 

correction approaches to improve the simulations of the magnitude and timing of flood 

flows are presented (section 6.1). Next presented is a discussion on the findings of the 

investigation of the power-law relationship between peak discharge and physical 

catchment conditions and processes in nested catchments in the La Sierra catchment 

area (section 6.2). Finally, the results of rainfall and parameter uncertainty propagation 

through a coupled hydrological and hydraulic modelling approach and effects on the 

magnitude of peak discharge and flood inundation in a selected high flood risk area in 

the study area are discussed (section 6.3). 

6.1. Distributed hydrological modelling 

 

The first research objective investigated the integration of satellite datasets into the 

SHETRAN distributed hydrological model based on error quantification and correction 

techniques to improve the magnitude and timing of flood peak discharge in the Grijalva 

catchment. In this objective, the study responded to the challenge of providing reliable 

simulations of river flow dynamics, magnitudes and timing, contributing to flood risk 

management in large data-poor lowland tropical regions.    

Given the rapidly increasing availability of satellite datasets and the power of computers, 

this study applied a fully distributed hydrological modelling approach integrated with 

high-resolution satellite datasets to improve the simulation of river flows in a large data-

poor lowland tropical catchment. In this way, the present study overall contributes to 

solving the current problem of flood prediction in data-poor regions (Sivapalan et al., 

2003).   
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The following reflects on the main results from integrating satellite datasets into the 

SHETRAN distributed hydrological modelling, based on error quantification and 

correction to improve flood discharge estimation: 1) the high-resolution distributed 

modelling approaches over large domains, 2) the maximum use of satellite datasets in 

large-scale modelling, 3) rainfall error correction and distributed modelling approach 4) 

performance of large-scale distributed hydrological models over large domains and 5) 

increased understanding of the dynamics of tropical flood flows. 

6.1.1. High-resolution distributed modelling approaches over large domains  

 

The study has shown that the use of large-scale and high-resolution distributed 

hydrological modelling approaches in tropical lowland regions has the potential to 

improve flood simulations (Figure 5.10 and 5.11; Appendix C Figure C 1). The results 

show that accurate representation of large-scale catchment conditions and processes 

using high-resolution, fully distributed hydrological models integrated with high spatial 

(< 2 km) and temporal (<3 hr) resolution satellite datasets can provide reasonable levels 

of flood simulation accuracy in large lowland tropical regions.  

The high-resolution distributed modelling approach over large domains pursued in this 

study contributes to closing the knowledge gap that exists between simplified, coarse 

resolution, large-scale modelling approaches on one hand and the detailed high-

resolution, small-scale hydrological modelling approaches on the other (Sampson et al., 

2015). Most large-scale distributed hydrological models are applied at low spatial 

resolutions using simplified representations of catchment conditions and processes. 

While the approach is suitable where data is scarce, it results in simulation errors and 

uncertainties in model results (Paiva et al., 2013; Ibarra-Zavaleta et al., 2017; Yang et 

al., 2018). Conversely, the high-resolution distributed hydrological modelling approach 

with accurate representations of catchment conditions and processes has been 

successfully applied, but mostly only at small scales (Khan et al., 2010; Birkinshaw et 

al., 2014; Zhang et al., 2015; Mourato et al., 2015; Dukic and Radic et al., 2016 and 

2014; Op de Hipt et al., 2017). The application of high-resolution distributed modelling 

approaches on a large-scale is very rare due to limited data availability, computer 

processing time limitations and cost-time limitations. The results show that the 

application of distributed modelling approach in large tropical lowland regions is feasible 
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by making use of the growing available satellite data complemented by locally available 

in-situ datasets (Table 4.3). The results are comparable to a recent example of the 

application of a large-scale semi-distributed hydrological model developed by Paiva et 

al. (2013) on the Amazon River, enforced with daily rainfall input data at 5 km spatial 

resolution. Although the model provided predictive solutions for its intended purpose, it 

generated simulations with low accuracy of spatial-temporal variabilities of catchment 

conditions and processes (Schumann et al., 2013). However, high-resolution distributed 

hydrological models have been successfully applied in some data-rich countries in 

humid temperate regions for flood forecasting purposes; however, most have been 

developed at small scales (Clark and Connolly, 2012). < 

There are few examples of fully distributed hydrological models applied in tropical 

regions that can be compared to the size of the current model developed in the Grijalva 

catchment area (57,960 km2) and at a fine 2 x 2 km2 grid spatial and 3-hour temporal 

resolutions. Most distributed modelling approaches are applied at medium to small 

scales in tropical regions, examples include the CREST model applied to Nzoia sub-

catchment (12 900 km2) in the Lake Victoria basin, enforced with daily rainfall, at 1 km2 

grid resolution (Khan et al., 2010). The SHETRAN model applied to the Dano catchment 

(126 km2) Burkina Faso at 200 x 200 m2 spatial and 1 hr temporal resolutions (Op de 

Hipt et al., 2017) and the GSSHA model applied in the sub-tropical Guadalupe River 

basin (11,285 km2) in Texas at 150 m × 150 m grid and 15-min temporal resolutions 

(Chintalapudi et al., 2017). 

Most of these high-resolution models were applied on a relatively small scale, and those 

implemented on a large scale were low-resolution and reported to be susceptible to 

rainfall and parameter errors due to lack of full use of the distributed data to estimate 

parameter values (Ibarra-Zavaleta et al., 2017; Paiva et al., 2013). The application of 

the distributed hydrological modelling approach requires a range of ground observation 

datasets; however, the availability of sufficiently high-resolution in-situ data sets is a 

challenge (Jiang et al., 2019). The poor performance of distributed hydrological models 

is partly due to a lack of high-resolution in-situ data for an accurate representation of 

catchment conditions and processes in the model (Aadhar et al., 2017).  

This research identifies the scarcity of in-situ data as an obstacle that hinders the 

implementation of large-scale distributed hydrological modelling approaches in data-
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scarce tropical regions (Smith et al., 2012; 2004). However, given the availability of high-

resolution satellite datasets and computing power, the performance results of the 

distributed hydrological models can be enhanced by merging satellite datasets with a 

few available in-situ datasets and other available complementary data information. 

6.1.2. Full use of satellite datasets for the SHETRAN model  

Despite recent advances in the availability of satellite data and computational power, 

the frequently used lumped hydrological modelling approaches are not efficient in using 

the wealth of increasing satellite data for flood modelling. As a result, satellite datasets 

have not been used as widely as expected, despite the increasing number of such 

datasets and the variety of satellite sensors that have been sent into space. This study 

shows that current satellite data availability can meet essential data requirements for 

large-scale distributed modelling (Table 4.1). The publicly available satellite datasets 

could complement the scarce in-situ datasets and provided continuous 

hydrometeorological data for distributed hydrological modelling in data-poor regions.  

Unlike previous small-scale hydrological modelling methods using one or two satellite 

datasets, this study used a fully distributed model and met most of its data requirements 

using satellite datasets, complemented by few locally available in-situ datasets 

(Mazzoleni et al., 2019).  

However, it was observed that the SHETRAN hydrological model does not assimilate 

all its data as spatially gridded datasets. Instead, some data are presented in the model 

as time series and others with lumped parameter values. Lumped parameter values are 

averaged spatial characteristics of catchment properties, and processes covering the 

entire catchment or sub-catchments (Brirhet and Benaabidate, 2016). For example, in 

the SHETRAN hydrological model, rainfall and Potential Evapotranspiration (PET) data 

are represented as time series while soil moisture is represented as lumped values 

making integration of gridded satellite dataset less effective. Although high-resolution 

soil moisture satellite datasets were reported to improve model states and simulations, 

they are not represented as spatially gridded data in the SHETRAN  model structure 

(Brocca et al., 2014; Petropoulos et al., 2015; Zhang et al., 2015; MacLeod et al., 2016; 

Zhuo, Han & Dai 2016; Li et al., 2016). Soil moisture data values are represented in the 

SHETRAN hydrological model using the two van Genuchten parameters α and n, the 

soil water content (θ), the saturated soil moisture content and the residual soil moisture 
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content parameters. Therefore, there is a need to modify the previously developed 

distributed hydrological models so that they can efficiently integrate new forms of remote 

sensing data, particularly the gridded satellite data sets for soil moisture, rainfall and 

parameter data. 

6.1.3. Application of SHETRAN distributed hydrological model  

This research developed a process-based fully distributed hydrological model, 

integrated with high - resolution satellite datasets, based on error quantification and 

correction in a large lowland tropical catchment area. The results of the study contribute 

to the ongoing debate on the strengths and weaknesses of the physical spatially 

distributed hydrological models for large-scale flood modelling. Many arguments have 

been put forward in the literature concerning the theoretical underpinnings of physical 

models, which appear to relate to questions of scale, complexity, data requirements, 

catchment size and parameter estimation. The results show that the potential 

applications, resulting from the implementation of the distributed hydrological approach 

in large tropical regions are significant given the increasing availability of satellite data, 

computing power, cloud systems and the enhancement of the Geographic Information 

Systems (GIS). 

The results show that distributed hydrological models (represented by the SHETRAN 

hydrological model) have a satisfactory performance when applied on a large-scale and 

the results compare well with similar studies, although applied at small scales (Table 

5.4) (Tripkovic et al., 2014; Zhang et al., 2013; Birkinshaw et al., 2014; Mourato et al., 

2015) Naseela et al., 2015; Mourato et al., 2015; Zhang et al., 2015; Ðukic and Radic 

et al., 2016 and 2014; Lewis, 2016; Op de Hipt et al., 2017; Janes et al., 2018; Shrestha 

et al., 2017; Sreedevi and Eldho, 2019). Results show that the SHETRAN hydrological 

model can reasonably simulate Grijalva River seasonal flow patterns, and the simulated 

outputs mirrored the observed flow dynamics (Figure 5.10 and 5.11; Appendix C Figure 

C 1). The model's ability to simulate seasonal flow patterns shows that the model 

concept and parameterisation are sufficiently representative and can simulate temporal 

and spatial flow dynamics in the study area. The SHETRAN model's potential ability to 

simulate medium to long-term river flow dynamic trend shows that the model is most 

likely to be useful for climate studies, but more work is needed to compare predictive 

differences with other models. Coupling the model with a Regional Weather Model 
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generator could provide some insights and produce a set of simulations with a range of 

scenarios for analysis and evaluation. 

Although the SHETRAN hydrological model was able to simulate seasonal flow 

patterns, it had difficulties simulating certain high discharge events. The simulated flood 

peaks compared well in terms of timings with the observed discharge, except that the 

model could not accurately capture the magnitude of some large peak discharge. This 

is evident at the end of each rainfall season where simulated peaks are not sufficiently 

flashy compared to the observed (Figures 5.7, 5.10 and 5.11; Appendix C, Figure C 

1).  The observed end of season sharp rises and the 'big steps down' flows regularly 

experienced at the end of each wet season are likely a result of releases of excess 

stored water from upstream reservoirs and dams, also due to end of season flow or 

flood regulation at the El Mecayo barrier (Appendix C, Figure B 13). However, due to 

the sensitivity of dam releases operations that are associated with recurrent flooding 

problems in downstream communities, all release information was listed as sensitive 

information in the Tabasco State and all attempts to check on this assumption (of 

periodic releases) were unsuccessful.  

The general underestimation of the magnitude of the peak discharge could also be 

attributed to the spatial segmentation of rainfall fields using Thiessen polygons. Using 

Thiessen polygons in SHETRAN may cause under-representation of short - term rainfall 

intervals that generate peak discharge. The approach may not be sufficient to account 

for localised rainfall events. The Thiessen polygon method cannot accurately represent 

the high spatial variation of short - term rainfall, particularly in mountainous regions 

where topography accentuates rainfall intensity, making it highly variable over short 

distances. Thiessen polygons characterise spatially distributed rainfall in the study area 

as abrupt transitions between arbitrary polygon boundaries that are unrealistically 

straight-lined. It is, thus, not possible to obtain accurate short - term rainfall input data 

from rain gauge data averaged in polygons as it does not represent the highly spatial 

variations of rainfall-runoff process in the catchment and results in an underestimation 

of the magnitude of discharge. Interpolation methods such as Kriging may also be 

inadequate to reflect local storms as they smooth rainfall intensities over larger spatial 

ranges of low rain gauge densities. 
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Nonetheless, a combination of calibration, correction of input data error and accounting 

for diverted flows has resulted in some improvement in the simulation of some peak 

discharge (Table 5.3). Results show that simulation improvements could not be 

attributed solely to rainfall input data errors, but also parameters and discharge outputs. 

The combination of rainfall input, error quantification and removal/correction, the 

accounting of diverted flows and the calibration of the most sensitive parameters was 

critical.  

However, calibration processes could not inspect the full spectrum of parameter values 

and address simulation errors in their entirety. The calibration results could show a data 

error compensation problem where data errors are concealed during calibration (Ajami 

et al., 2004). The model has several parameters that allow the model to run under 

different validation conditions with significant uncertainties. It was also found that model 

parameters could be over-calibrated to compensate for errors, which could cause 

deleterious effects if the calibrated model were to be used in different scenarios. 

However, input data errors could be fully compensated for with some propagated into 

model results (Xu et al., 2017). This is consistent with section 4.1 observation that 

parameters could be over-calibrated and could account for errors from other sources. 

Nevertheless, results show that distributed hydrological models (represented by the 

SHETRAN hydrological model) have a satisfactory performance for large-scale 

modelling using satellite data and the performance compares well to other studies that 

use the same model, though applied at a small-scale. This result provides insight into 

the potential application of large-scale distributed models in large domains, given the 

availability of computer resources and the increasing quality and quantity of satellite 

datasets. The potential application of these detailed models contributes to meeting the 

challenge of accurate representation of highly variable catchment conditions and 

processes in models and the provision of reliable flood simulations in large data from 

scarce tropical regions where an increasing number of people are at risk of flooding. 

Results of this study have shown that accuracy in flood modelling and provision of 

reliable flood simulations in data-scarce tropical regions can be realised through 

optimally integrating several datasets using distributed modelling approaches however 

with the best combination of the model parameter, input and output datasets based on 

error and uncertainty quantification and removal. 
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6.1.4. Rainfall error correction and distributed modelling 

 

Rainfall is a critical data input in hydrological models, and it is impossible to produce 

accurate discharge simulations if the model is enforced with rainfall data that is not bias 

or error corrected (Zhang et al., 2018; McMillan et al., 2011). The results are consistent 

with observations suggesting that rainfall is a significant cause of errors in distributed 

hydrological modelling in which precise estimates of spatially and temporally distributed 

rainfall are required (Heistermann et al., 2011; Thiemig et al., 2011; Thiemig et al., 2013; 

Chen and Wang, 2018; Deng et al., 2013). Results showed that irrespective of how 

much calibration goes into the model, enforcing the model with inaccurate rainfall input 

data results in errors that get propagated into model simulation results.  

The preliminary model runs of this study using rainfall input data that was not error 

corrected resulted in the model over predicting with a PBIAS of over 20% (section 5.3). 

However, after running the model using bias-corrected rainfall, simulations with a 

substantial reduction of errors were generated such that the model was under predicting 

(-8.18%). Results also show the same under-prediction due to the use of satellite rainfall 

data alone as input data and this confirms findings by Dinku et al. (2014) who reported 

that satellite rainfall data underestimate rainfall when compared to rainfall data (Grimes 

et al., 1999). Likewise, the results show that it is impossible to obtain accurate 

simulations either from rain gauge data alone or from satellite data.  

Thus, each type of rainfall data was seen to have distinct advantages and 

disadvantages. Satellite rainfall data underestimate the intensity of convection rainfall 

compared to rain gauges and considered to be less reliable, although it had the 

advantage of providing large and continuous rainfall coverage (Dinku et al., 2014; 

Grimes et al., 1999).  While rain gauge rainfall data were precise at point location, it had 

few point locations in the study area and less coverage. The combination of the two 

types of rainfall measurements (rain gauge and satellite) was able to take the maximum 

advantage of the two datasets. As a result, the available rain gauge and satellite rainfall 

datasets were merged to enhance their rainfall information. 

The sparse rain gauge distribution in the catchment area required the use of large-scale 

satellite rainfall data to supplement the scarcely available in-situ datasets requiring a 

closer look at data merging techniques to make better use of available datasets. To 
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enhance rainfall information, geostatistical techniques were employed to interpolate, 

quantify and reduce errors and improve rainfall input data for the model (section 4.3.1). 

Although spatial coverage of rain gauges was uneven, results showed that merging rain 

gauge rainfall and satellite rainfall data significantly improved the distribution of rainfall 

in the catchment (section 5.3).  

Besides, the present study adds additional evidence that the lack of sufficiently high 

spatial and temporal resolution data for locally occurring short-term rainfall is one of the 

significant sources of error in distributed hydrological modelling results (Niemczynowicz, 

1988; Notaro et al., 2013: Cristiano et al., 2017). Although the temporal rainfall 

dimension was not tested, the results show that uneven spatial coverage or limited 

distribution of rain gauges in several parts of the Grijalva catchment area was associated 

with high levels of rainfall error compared to areas with a dense rain gauge distribution 

(Figure 5.2). Flood modelling accuracy can, therefore, be achieved by optimally 

integrating remote sensing and in-situ datasets to obtain the best combination of model 

data based on error quantification and correction. Accuracy and reliable flood 

simulations can be achieved through the optimal and efficient integration of high-

resolution satellite data and available in-situ data using distributed modelling 

approaches. 
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6.1.5. A greater understanding of the dynamics of tropical flood flows 

 

Compared to mid and high latitude rivers, few studies have been done to model the 

spatial-temporal variability of hydrologic and hydraulic dynamics and interactions of river 

flood flow in large tropical regions (Hidayat et al., 2017; Wohl et al., 2012). In contrast, all 

components of hydrology in tropical regions, including energy fluxes, soil moisture 

exchanges, water flows and interactions, are characterised by greater spatial and 

temporal fluctuations, higher magnitudes, marked by steep spatial gradients and the 

ability to respond quickly due to human alterations (Wohl et al., 2012). 

Given the gaps in knowledge on flood flows and their impact over large data-sparse 

tropical lowland regions, this research has contributed to providing insights into the 

nature of tropical flood flows and the underlying flood parameters using Grijalva 

catchment as a case study (Figures 5.10 and 5.11; Table 4:4;  Appendix C Figure C 1).   

The results of the study show that the rapidly increasing availability of satellite data, 

computer power, cloud platforms and Geospatial Systems (GIS) enables mapping of 

highly variable catchment conditions and processes in large tropical lowland 

catchments. The results show the feasibility of applying large-scale distributed modelling 

approaches integrated with high-resolution satellite data to represent accurately highly 

variable catchment conditions.  

However, the results have provided simulations of the dynamics of flood flows that are 

limited to river flooding only without other components that contribute to flooding in the 

Grijalva catchment. Specific components of the lowland hydrology include groundwater, 

wetlands and dams that are strongly linked to flooding but remain less explored in this 

study. Increased efforts are required to quantify human impacts on all dimensions of 

catchment hydrology and comparative severity of interactions of different reservoirs in 

the study area. Human activities in the catchment area, dam operations, water 

abstraction, oil drilling, river flow diversions and river flow regulation, have altered 

natural river flows in the area. Such activities should be further explored and fully 

considered in any future distributed hydrological modelling in the study area. 
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6.1.6. Implications of dominant hydrological processes 

The results show that the dominant hydrological processes in the Grijalva catchment 

area include the highly variable and extreme rainfall, vegetation cover with high Strickler 

overland flow coefficients and low saturated hydraulic conductivity soils that are 

conducive to rapid surface runoff and frequent flooding. The catchment has higher 

Strickler coefficient values, which vary depending on the land cover types. Values were 

found to be highest in urban areas, bare land and arable land types located in several 

parts of the catchment area, while low values were found in evergreen and deciduous 

forest land categories. The largest land use category with high Strickler values were 

mostly small-scale mixed-farm areas that made up much of the catchment area. The 

higher Strickler values, which characterise a significant part of the catchment area, 

increase the speed of surface runoff and increase the amount of discharge. 

The result is that surface runoff in mixed agricultural and urban areas is higher, and the 

more natural environments that are altered and converted into urban and arable land 

types contribute to even increased surface runoff and increased risk of flooding in the 

study region. The rapid influx of people into the Tabasco State due to increased oil 

production would lead to rapid urbanisation and expansion of small-scale mixed farming 

practises in the surrounding areas to meet increasing food demand. However, 

agricultural practises in the catchment area are associated with alterations of natural 

vegetation cover, creating conditions that promote rapid runoff and flooding. Also, the 

rapid urbanisation of several towns in the catchment including Villahermosa city results 

in increased depletion of vegetation cover, rapid surface runoff, soil erosion, reduced 

infiltration capacity of soils, increased river siltation and consequently increased 

flooding. 

Villahermosa city is the hub of business and administration for Mexico's oil industry and 

is the largest city in the south-eastern region that has recently witnessed an increase in 

oil production in Mexico and the associated increase in urbanisation. The leading causes 

of increases in flood frequency and magnitude in the city are related to changes in land 

use in the sub-catchments located upstream and expansion of the city itself. For 

example, in October 2007, Tabasco State was hit by an intense flooding event resulting 

from heavy rainfall that generated intense runoff throughout the Tabasco plains, flooding 
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about 70% of the state. The capital, Villahermosa city, was severely hit, suffering 

economic losses of over 3 billion dollars. 

Thus, the removal of vegetation for agricultural purposes in the catchment appears to 

lead to a loss of soils and a reduction in infiltration capacity, causing higher volumes of 

surface runoff, hillslope erosion and siltation of rivers. Also, the rapid transformation of 

land cover widely reported in the catchment is leading to significant loss of vegetation 

cover that, together with an increase in the frequency of extreme weather phenomena, 

is increasing flood risk throughout the catchment. The results confirm the general 

hypothesis that the conversion of natural vegetation to cropland, cattle ranching, and 

settlements has adverse effects on catchment hydrology and flooding. The analyses 

show that land use has statistically significant effects on runoff and overflow of river 

channels. 

Another dominant hydrological process in the catchment is low hydraulic conductivity 

values of the soil that also vary depending on the land use type. The conversion of 

savannah vegetation into mixed farming that is rapidly taking place in Grijalva 

catchment, particularly in Tabasco State, leads to decreases in infiltration capacity of 

soils and rapid overland flow during high-intensity rainfall. Rapid urbanisation and 

expansion of agricultural activities promote increases in runoff and reduces the 

conductivity of the soil in the catchment. Nevertheless, in undisturbed forested areas of 

the catchment, the higher hydraulic conductivity values in these areas increase 

infiltration capacity of soils. Agricultural activities and widespread deforestation in the 

catchment area result in lower conductivity values in most land use categories, and this 

decreases the base flow at the catchment outlet, and available underground water 

storage and so increases the peak flows. 

These results validate the initial assumption made in this study, that surface runoff in 

Grijalva catchment is dominated by surface runoff than subsurface flow. The simulated 

results, the catchment simulated water balances, and inferred model results show that 

this assumption is valid. The results show that the dominant hydrological process in the 

catchment includes high-intensity rainfall-runoff, reduced canopy interception, less 

infiltration, higher surface runoff and lower groundwater recharge and river flooding. 
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Therefore, changes in land cover from forest to arable lands generate rapid surface 

runoff, transporting large quantities of sediments due to increased erosion rates in the 

catchment, and the siltation of rivers are considered to be the significant processes 

leading to frequent flooding in the catchment. However, the exposure of the population 

to river flooding has dramatically increased in recent years due to hurricanes in the 

coastal areas of the Pacific and Atlantic oceans, which produce unprecedented heavy 

rainfall and flooding. The combined effect of climate change, alteration of natural forests 

and rapid urbanisation are the main hydrological processes responsible for increased 

flood rates in the Grijalva catchment. 
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6.2. Scaling relationships in nested catchments 

 

This section provides a discussion of results on the application of statistical flood scaling 

relationships that were identified, analysed and developed into equations for estimating 

flood parameter values (the intercepts (α) and the exponents (θ)) and magnitude of peak 

discharge in the La Sierra catchment area. The discussion focuses on the application of 

scaling relationships, their characteristics, and the development of scaling relationships 

between peak discharge and nested catchment drainage areas for estimation of flood 

parameters and peak discharge from each rainfall event. Besides, a discussion is 

presented on the development of a framework for estimating flood parameters and the 

magnitude of peak discharge in the La Sierra catchment area. 

The following are the interpretations and implications relevant to results presented in 

chapter 4, section 4.5 linked to the second research objective on investigating the 

scaling relationships between peak discharge and measurable catchment conditions 

and processes in nested catchment areas to provide a complementary framework for 

peak discharge estimation in La Sierra catchment. 

6.2.1. Expanding the scaling theory of floods in tropical regions 

To the knowledge of the author, this is the first study to be carried out to apply the scaling 

theory of floods in tropical regions and investigate the relationships between rainfall 

variability and the scaling structure of peak discharge considering all rainfall coverages. 

The available literature shows little on whether the scaling theory of floods holds in larger 

tropical watersheds (Wilkinson and Bathurst, 2018; Gupta, 2017). This study applied the 

scaling theory in a tropical catchment and investigated the physical processes that 

influence the flood scaling parameters using empirical data sets and considering the 

differences in rainfall coverages. The study is thus one of the few studies to investigate 

the physical processes that influence flood scaling parameters in a tropical setting using 

empirical data sets, most of the related studies have so far been studied in the United 

States and the United Kingdom (Ayalew et al., 2015; Gupta 2017; Wilkinson and 

Bathurst, 2018).  

Although theoretical studies have been done in establishing relationships between flood 

parameters, the intercept (α) and exponent (θ) and the physical catchment properties 
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and processes in temperate regions,  little progress has been made to test these 

relationships using observations from other climatic regions, (Ayalew et al., 2014 and 

Ayalew et al., 2015). Thus, the study has contributed to "bridging the scaling gap" by 

extending the scaling theory of flood from the smallest nested catchments to large 

regional and continental river catchments in different climate regions. The results 

contribute to the universal application of the scaling theory of floods. 

Besides results show that the physical processes that govern the generation of floods 

in La Sierra catchment vary in space. The spatial variability of flood parameters controls 

the generation of floods in the catchment, a result of differences in catchment properties 

and processes. Capturing the variability of these conditions and processes in the whole 

Grijalva catchment area requires the spatial decomposition of Grijalva catchment into 

nested catchments with natural river network and flows. Also, extending scaling 

relationships to the larger Grijalva catchment area would be possible, if sufficient 

hydrometric data records are available for each sub-catchment. 

However, several subs-catchments in the Grijalva catchment area are ungauged, and 

many are sparsely gauged with one streamflow gauge station per every 2 700 km2. Also, 

the river flows in the broader Grijalva catchment area are heavily modified by human 

activities through damming, river diversions and some major river channels have 

barriers for regulating river flows. Dams in the study area have a major effect on 

hydrological flows, and natural flows are decreased, and some are diverted. The 

presence of water holding bodies in the model domain has a significant effect on 

regulating natural river flows in the study area.  

Conversely, La Sierra sub-catchment has an unregulated river system of mostly natural 

flows. The sub-catchment has the highest rainfall and flow gauge density in the Grijalva 

catchment area, as it is the wettest catchment with the highest flood risk in Mexico. As 

a result, it was found suitable to apply the scaling theory of foods and establish scaling 

relationships that link the physical processes in the catchment with statistical power-law 

parameters. The scaling equations were established in the La Sierra catchment, as most 

of its catchment conditions and river processes were unregulated and had natural river 

flows.  The scaling relationships between peak discharge and drainage areas are 

suitable in catchments that are more natural and less altered by human activities.  
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6.2.2. Evidence of power-law relationships 

 

An important finding from the application and analysis of the scaling relationships in a 

tropical setting is that peak discharge exhibits a power-law relationship with drainage 

areas, similar to findings from humid temperate regions (Fig 5.12, 5.13 and 5.14). 

Results from the analysis of scaling relationships studied in La Sierra sub-catchment 

confirmed that the flood parameters (the intercepts (α) and the exponents (θ)) in the 

scaling equations identified changes from one rainfall event to another. The results 

confirm findings from other U.S. and UK studies that found out that peak discharge has 

a power-law relationship with drainage areas at each rainfall event (Gupta et al., 1996, 

2007; Ogden and Dawdy, 2003; Furey and Gupta, 2005; Gupta, 2004; Gupta, 2010; 

Mantilla et al., 2007, Mantilla et al., 2011; Ayalew et al., 2014a, 2014b, Ayalew et al., 

2015).   

However, most of the studies were experimental studies and investigated spatial 

variations in flood response at either plot/hill slope scale or in small headwater 

catchments (Wilkinson and Bathurst, 2018). The results from this study show that the 

scaling theory of floods is valid in larger tropical watersheds, comparable to findings in 

humid temperate climatic regions. The results are consistent with similar studies 

conducted in actual catchments with empirical data, notably by Ayalew et al. (2015) and 

Wilkinson et al. (2018), which confirmed the existence of scaling relationships between 

peak discharge and catchment scaling parameters in the USA and UK, respectively. 

Therefore, this study confirms the same relationships between the flood parameters, 

they are valid even in tropical regions and can estimate flood parameter values for 

discharge estimation in the study area (Tables 5.15 and 5.16).   
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6.2.3. Rainfall catchment coverage and flood parameters 

 

This work contributes to the understanding of variations in the generation of floods in 

nested catchments as a result of spatial-temporal rainfall variability. The results provide 

new insights into the power-law relationships between drainage areas and peak 

discharge, from rainfall events that partially and entirely covers catchments (Figure 5.8). 

The findings add to the growing evidence that widespread rainfall events covering the 

whole catchments have higher exponent (θ) values, while localised convective storms 

(with patchy runoff) have low exponent (θ) values. 

The study results show that generally, the exponent (θ) values in La Sierra catchment 

decrease when rainfall events partially cover catchments (Figure 5.7). Results show that 

high exponent (θ) values result from catchment-wide runoff that generates increases in 

downstream flows in the catchment. It has been observed that with increasing scaling 

intercept (α), the scaling exponent (θ) decreases as the coverage of rainfall in 

catchments decreases (Table 5.5).  The results confirm research findings in the mid 

temperate regions that showed some differences in the exponent (θ) values from rainfall 

events that entirely and partially cover catchments studied (Figure 5.8) (Gupta and 

Waymire, 1998; Grimaldi et al., 2012; Ayalew et al., 2014).  

However, this analysis considered both storm events, which partially and wholly covered 

catchments, avoiding limitations in Ayalew et al. (2015) recent large-scale study, which 

considered only catchment coverage events. When the catchment receives a rainfall-

runoff event that covers only part of the basin, results show that the intercept (α) 

increases while exponents (θ) decrease (Table 5.5). It was observed that when scaling 

intercept (α) increases, the scaling exponent (θ) decreases as runoff generation 

decreases with the decrease of rainfall catchment coverage.  

Results show that high exponent (θ) values result from catchment-wide runoff that 

generates higher rates of downstream increase in runoff from large storms occurring in 

the catchment. Also, the study shows that exponent (θ) values in La Sierra catchment 

decrease when rainfall events partially cover the catchments under study. Contrastingly, 

intercept (α) values increase with low rates of downstream runoff. It seems the variation 

of parameter values is a function of coverage and downstream rates of runoff in 
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catchments. Thus, the result enhances understanding of the inverse variation of flood 

parameters due to rainfall coverage, catchment responses and flood generation. 

However, a limitation of this study is the lack of long records of hydrometric datasets. 

This study analysed 2012 to 2015 flood events only, and caution must be exercised in 

applying results over time. While this may have limited temporal validity, the scaling 

relationships established for the catchment were spatially valid and significant (Table 

5.10). This research provides an understanding of factors that governs the variations of 

flood parameters and the generation of flooding in tropical catchments. Among other 

factors, this research shows that the event to event changes of flood parameters are 

mainly attributed to the spatial variation of rainfall coverage and other catchment 

conditions and processes.  

6.2.4. Flood parameter and peak discharge estimation in La Sierra catchment 

 

The results obtained contribute to answering one of the twenty-three unsolved questions 

in hydrology, that is, Question 6: ‘What are the hydrologic laws at the catchment scale 

and how do they change with scale?’ (Blöschl et al., 2019 p.1148). The results contribute 

to establishing how flood scaling relationships from a rainfall event scale can be related 

to broader catchment-scale processes. The results show how point scale processes in 

the smallest nested catchment; for example, observed discharge is related to broader 

catchment-wide flooding. This result is critical to the estimation of peak discharge and 

flood monitoring in flood-prone nested catchments. 

 The study confirms the existence of log-linear statistical relationships between the 

intercept (α) and exponent (θ) values (Equation 5.2) and the log-log power-law 

relationships between intercept (α) parameters and the peak discharge from the 

smallest headwater nested catchments (Table 5.12) can estimate the magnitude of flood 

scaling parameters and peak discharge in flood-prone nested catchments (Equation 

5.1). The results show all significant scaling relationships in the catchment that can 

estimate flood parameter and peak discharge values based on the scaling equation 

across spatial scales in the nested catchments (Table 5.11).  

The results demonstrate the potential application of scaling relationships between flood 

scaling parameters and drainage properties and processes to estimate the magnitude 



 

283 

 

of peak floods in La Sierra catchment (section 5.3.10). The results are consistent with 

recent findings that have also shown that peak discharges observed in the smallest 

headwater catchments can be used to estimate intercept (α)  parameter values, and the 

exponent (θ) values can be estimated from the intercept (α) parameter values obtained 

(Ayalew et al., 2015). This finding has important implications for developing scaling 

relationship equations as complementary tools for refining or correcting the magnitude 

of peak discharge simulations from numerical models.  

However, the results presented in Figure 5.22 show that the estimated peak discharges 

show significant variability around their expected value, particularly the high magnitude 

flood events. The results suggest there is greater confidence in scaling model developed 

in estimating low-level discharge magnitude values relative to its ability to predict large 

extreme flood events. The model presents significant uncertainties in the estimation of 

large flood events, although there is high confidence in its ability to estimate small-scale 

events.  

The uncertainties in the scaling relationships established are partly due to lack of long 

records of hydrometric datasets. The study examined several low to medium level flood 

events that occurred over a four-year period in which very few major or severe floods 

occurred. The more frequent low-level floods were more representative of the data 

analysed than the less frequent extreme and high magnitude flood events that occur 

less regularly. Long hydrometric dataset records are necessary to reflect accurately the 

large flood events that occur less frequently. Hydrometric records should be long 

enough derived from spatially dense networks of streamflow gauges that continuously 

monitor stream flows in nested basins. While the model might have limited temporal 

validity, the scaling relationships established are spatially valid and significant (Table 

5.10). 
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6.2.5. Implications of scaling relationships   

 

The process by which floods are generated from small sub-catchments in multi-scale 

nested catchments building up into large floods is still not quantified in many climatic 

regions (Wilkinson and Bathurst, 2018). This study has gone some way in quantifying 

the processes by which floods are generated from small headwater catchments to larger 

catchments and apply the relationships obtained to estimate flood parameters and peak 

discharge across the study area (Table 5.15). The scaling relationships established 

have significant implications in developing complementary tools for operational flood 

estimation and monitoring across nested catchments. 

The findings show the potential for scaling relationships to estimate the severity of peak 

floods based on the inherent relationship between peak discharge and geophysical 

catchment properties and processes (section 5.3.4). The relationships obtained 

provides insights into the broader catchment flood response and flood generation linked 

to headwater flood peaks (Gupta et al., 2017).  An implication of this result is the 

potential formulation of a flood risk strategy that promotes a network of flow gauging 

stations in smaller headwater streams for peak discharge monitoring and flood 

estimation in larger downstream catchment areas. The implication is particularly crucial 

for the La Sierra basin, which drains floodwaters from smaller mountainous catchments 

to downstream floodplains in the Las Gaviotas districts, densely populated areas that 

are frequently flooded in Villahermosa (Arreguín-Cortés et al., 2014). Also, the 

catchment is the wettest in Mexico with an annual rainfall total of approximately 4 000 

mm, which results in frequent flooding in the downstream flood-prone areas. 

Although this research has established valid scaling relationships between small 

headwater catchments and flood peak generation in larger downstream catchment 

areas, not all flooding processes were included in formulating the scaling relationships 

established. Although the inclusion of other physical processes had a less significant 

effect, several other catchment properties and processes that directly or indirectly 

control flooding were not considered. For example, the findings did not consider channel 

geometry and roughness due to lack of relevant data, key factors that strongly influence 

channel flow and peak discharge. Where data are available, further research on these 

factors is recommended.  
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Also, the research has assumed that peak discharge generation in the catchment area 

studied takes place under conditions of excess infiltration when soil moisture conditions 

are saturated. The study was not designed to assess the alteration of catchment cover 

by human activities, though their activities have a significant impact on land cover, 

alteration of the drainage network and river flows. However, these were not considered 

since scaling laws only consider physical catchment conditions and process.  

While some other flood-generating variables were not considered, the findings are 

statistically relevant and validated by comparing to historical data (Figure 5.22). The 

result shows that the estimated flood parameters could reduce discrepancies between 

the observed and simulated peak discharge and can be used to refine or double-check 

simulated peak discharge magnitudes from numerical models. 

6.2.6. Climate change adaptation 

 

The study has gone some way to show the potential use of statistical models to simulate 

the magnitude of peak discharges without using hydrological models, and this is 

essential and relevant under current climate change conditions. The estimation process 

provides a flood estimation technique that is not affected by climate change and does 

not require re-calibration against historical observations to forecast peak discharge 

(Gupta, 2004; Gupta et al., 2007; Gupta et al., 2010; Dawdy et al., 2012).   

In changing climatic conditions, the accuracy of historical data will be unreliable, and the 

calibration of parameters using historical data does not reflect future conditions (Gupta 

et al., 2017). The self-similarity of river networks and the flood scaling parameters are 

not expected to change as climate changes. The scaling laws and statistical models 

developed would remain unchanged for some time (Gupta, 2017). Therefore, there is 

potential for long-term use of statistical models for flood monitoring and prediction, 

including as complementary tools that can be used alongside hydrological models in 

times of climate change. The research provides new research direction to make flood 

predictions at multiple space and time scales under a changing global hydroclimate. 

However, there is a need to investigate the role of climate variability and change using 

the scaling framework for floods. 
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6.3. Uncertainty propagation  

 

Accurate flood modelling is a challenge due to the dynamic and unpredictable nature of 

rainfall, runoff processes and uncertainty in flood modelling processes (Volkmann et al., 

2010; Liu et al., 2012; Tscheikner-Gratl et al., 2018). Despite uncertainties, flood 

inundation results are usually communicated unreliably using a single deterministic flood 

extent for discharge and as a basis for significant investments and detailed flood risk 

management projects (Tscheikner-Gratl et al., 2018). Thus, due to several sources of 

uncertainty in flood modelling that compromise modelling results, this study identified 

and quantified individual rainfall and parameter uncertainties to improve the reliability of 

model results. The study quantified and assessed the effects of propagation and 

interactions of rainfall and parameter uncertainties on the magnitude of peak discharge 

and flood inundation extents in the study area. 

6.3.1. Explicit quantification of uncertainties 

Current uncertainty studies focus mainly on quantifying the overall uncertainty in model 

outputs without investigating the composition of uncertainty contributions from individual 

sources (Willems, 2012, Yang et al., 2018; Tscheikner-Gratl et al., 2019). The challenge 

is to precisely disaggregate uncertainties by sources within the cascading model chain, 

which is complicated by uncertainty interactions between different sources. There is a 

need for a clear understanding of the propagation and interaction of individual 

uncertainties in coupled hydrological and hydraulic models.  

The study has demonstrated that the combined model structural/parameter/input 

uncertainty could be disaggregated into separate uncertainties through individual 

treatment of each uncertainty by source, while other sources remain fixed. This research 

has identified rainfall input and parameter uncertainties and quantified their magnitudes 

at each stage when propagated through cascading models, including their interactions 

at catchment level. The significant outcome of this analysis is the explicit quantification 

of uncertainties associated with dynamically interlinked meteorological, hydrological and 

hydraulic models and the extent of errors and uncertainties, including the effects of flood 

volumes on flood extents (Tables 5.19 to 5.27). 
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Although it is challenging to distinguish uncertainties by source due to the underlying 

number of data categories and elements that need to be analysed (Aronica et al., 2002), 

an attempt has been made to measure each propagated individual uncertainty by 

source. Separating uncertainties by source is subject to epistemic and spontaneous 

errors that can arise from different sources. Though there are interdependences of 

uncertainties, the analysis could determine different magnitudes, sensitivities and 

effects of individual uncertainties on model results when perturbations or variations were 

applied on individual input rainfall ensembles and parameter values. In this study, rainfall 

and parameter uncertainties were explicitly quantified, and the propagation of each 

uncertainty and effects of variations on both peak discharge estimates and flood 

inundation extents was assessed and quantified.  

Thus, the study has demonstrated a new uncertainty quantification framework in which 

uncertainty from rainfall and parameter sources could be disaggregated through 

individual treatment or perturbation by source, while other sources remain fixed. The 

research contributes to the formulation of an agreed framework of quantifying 

propagated and interactions of uncertainties and effects on discharge volumes and flood 

inundation extents. 

6.3.2. Uncertainty quantification and distribution 

Results show that variability in rainfall input data contributes to most uncertainties in 

river discharge estimation, which causes uncertainties in flood extents (Tables 5.19 to 

5.27). This finding is consistent with similar research that found that the most substantial 

uncertainties are in rainfall input data rather than in model structure, parameters and 

outputs. The results show that uncertainties are propagated from different sources, 

some are disaggregated, some get concealed in parameter spaces, and some 

compensate for parameter errors, and the rest are propagated into model results 

(Komma et al., 2007; Xuan et al., 2009; Nakakita et al., 2016). Other studies report that 

rainfall uncertainties are amplified when propagated through coupled models resulting 

in more considerable uncertainties in simulation results (Vila et al., 2009).  

However, in this study, rainfall uncertainties were not amplified into larger values when 

propagated through the coupled models into simulation results. Results show that 

individual uncertainties propagated through the models decrease, contrary to some 

research reports showing that uncertainties are amplified as they propagate through the 
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models. The reduction of uncertainties could be explained by the fact that there are 

many parameters in the SHETRAN hydrological model with large parameter 

ranges/spaces that can have different values with negligible effect on the simulated flow 

(equifinality). It indicates the possible existence of uncertainty compensation in these 

parameter spaces where propagated uncertainties can accumulate and get concealed 

without affecting model performance (Anderton et al., 2002). 

Results reveal that uncertainty in the input rainfall data when propagated lead to 

uncertainty in the estimate of river discharge output, which leads to uncertainty in flood 

levels and extents. However, uncertainties are propagated in different magnitudes 

across confidence limits and along different stages of the cascading model chain. 

Generally, uncertainty propagation due to parameter changes occurred in relatively 

equal magnitudes across 5% and 95% probabilities. Results are inconsistent with other 

research in that uncertainties were not translated and amplified in model outputs. The 

catchment flood response shows that higher Strickler coefficient values and low 

saturated hydraulic conductivity results in widespread flooding. However, high AET/PET 

results in the most significant decrease in flood volumes and extents in the study area. 

 

6.3.3. Implications of uncertainty quantification in flood risk management 

 

Flood maps are usually represented as a single deterministic flood map shown without 

considering imperfect forcing uncertainties, varying initial conditions, model 

parameterisations and numerical limitations (Merwade et al., 2008; Zarzar et al., 2018). 

Flood inundation simulations based on deterministic model output cannot reflect the full 

range of flood risk information, as they do not convey the uncertainties associated with 

the modelling process and data used. Uncertainties should be included in flood risk 

maps to reflect the full range of flood risk information. Assessing uncertainty, 

quantification, and visualisation are essential aspects of flood modelling and risk 

communication. By not adding uncertainties, deterministic flood inundation maps are 

not conveying the full risk of potential flooding to decision-makers and people at risk. 

Including uncertainties in the planning and decision-making process and its clear 

communication is increasingly critical and necessary in flood risk management (Lim and 

Lee, 2018).  
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The ensemble approach implemented in this study provides a workable framework for 

augmenting flood inundation estimates with the underlying uncertainty information. The 

results have shown a flood simulation approach comprising cascading components of 

meteorological, hydrologic and inundation models that are all liable to considerable 

uncertainties in input data, parameters and the model itself. The approach has provided 

a clear understanding of the propagation and interaction of individual uncertainties in 

the cascading model chain. The research contributes to the ongoing formulation of a 

framework for quantifying the propagation and interaction of uncertainties and effects 

on discharge volumes and flood extents. 

The uncertainty estimates are useful in engineering conceptual designs and 

applications, flood insurance assessments, flood risk management, land use planning 

and other flood risk measures. Quantifying and defining uncertainties is essential for 

generating simulated outcomes with quantified flood probability ranges, and this is 

critical for flood response decision-making in flood risk management (Thielen et al., 

2009; Coccia and Todini, 2011; Pappenberger et al., 2012; Weerts et al., 2011; Liu et 

al.,2012).  Given the complex interactions of uncertainties from several sources in the 

flood inundation modelling process, an integrated modelling system that connects input 

uncertainties, their interactions with parameter uncertainties and model outputs is vital 

(Rougier et al., 2010; Merwade et al., 2008). 

However, some uncertainty sources were not included as part of this uncertainty 

propagation study. For example, the role of model uncertainty was not included due to 

time limitations. The study of uncertainty should be performed systematically to account 

for all uncertainty. Flood risk assessments should be carried out within the context of 

maximum uncertainty accounting that considers all sources of uncertainty. All 

uncertainties should be tracked to give both the relative importance of various 

uncertainty sources in the system, but also the total uncertainty from the combination of 

each component in flood simulations. Considering uncertainties in all sources is 

essential in risk-based decision-making for probabilistic flood forecasting and warnings 

and operation of flood risk management structures (Pappenberger et al., 2005). 

However, considering the full range of sources of uncertainty in flood modelling is a 

challenge requiring rigorous analysis of all uncertainties, separating each from 

corresponding sources and avoiding confusion between them (Tscheikner-Gratl et al., 
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2018). It is a challenge to separating uncertainties due to the underlying sheer number 

of data categories and elements that need analysis. Separating uncertainties by source 

is subject to epistemological and random errors that can occur from various sources. As 

a result, common operating flood prediction systems and associated research shy away 

from full uncertainty analysis due to these and other factors, including the high 

computational demand that the probabilistic approach would entail. However, the 

computational burden can be reduced by using High-Performance Computing Facilities 

(HPCF) and increasingly available cloud storages. However, questions remain how to 

disentangle the combined structural/parameter/input uncertainty, considering complex 

interactions and effects on model outputs. The model uncertainty is elusive and a 

challenge to disentangle. 

Nevertheless, efforts towards quantification and description of uncertainties are required 

for generating probabilistic estimates of peak discharge and inundation extents critical 

for flood risk-based decision-making process (Thielen et al., 2009; Pappenberger et al., 

2012; Weerts et al., 2011; Coccia and Todini, 2011; Liu et al., 2012).  Knowledge of the 

spectrum of uncertainties in flood mapping is important for understanding and 

interpreting information on flood risk. Information on quantified uncertainties can be 

used to focus on less costly alternatives for a better understanding of other potential 

choices, allowing a variety of decision-making options and applying resources to 

sources that contribute most to uncertainty. 

Also, knowledge of quantified uncertainties improves flood risk management techniques 

and develops a robust and clear uncertainty analysis aimed at the most possible 

outcome of flooding, considering all probable outcomes. The results enhance the quality 

of flood management strategies and promote an open communication of uncertainties, 

enabling the most likely outcome to be planned and mitigated (Rodríguez-Rincón et al., 

2015). The probabilistic estimation of flood extents represents a step forward towards 

improvement in flood risk communication to flood-prone communities and households. 

Furthermore, quantified uncertainties in model results indicate limitations on the 

effectiveness and reliability of flood simulations when used in decision-making, 

providing details on constraints and opportunities for decision-making. Quantified 

uncertainty results can be used to define cost-effective options with a clearer 
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understanding of other possible outcomes, allowing effective decision-making and 

allocation of resources to sources that contribute most to uncertainties.  

Thus, effective quantification and description of uncertainties are essential for 

generating simulated results with accurate and actionable guidance on predictive 

uncertainty enabling flood risk-based decision-making.  Consideration of the whole 

spectrum of uncertainties from all sources is important in risk-based decision-making for 

issuing flood warnings, evacuation and management of flood risk structures. Besides, 

adequate definition and reporting of quantified uncertainties are important for the 

successful implementation of flood risk management strategies and accurate decision-

making in the event of a flood emergency response (Montanari, 2011). 
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6.4. Discussion summary 

 

The study responded to the challenge of providing reliable simulations of river flow 

dynamics, magnitudes and timing in large data-poor tropical regions and contributed to 

new insights and approaches into the long-standing issue of flood prediction in data-

scarce regions. A complementary framework for estimating peak discharge for refining 

and verifying the magnitude of peak discharge was developed. To enhance the reliability 

of the results, the study has contributed to the development of a framework for 

quantifying propagated uncertainties and their effects on discharge volumes and flood 

extents. 

The study shows the feasibility of applying large-scale and fully distributed hydrological 

modelling approaches integrated with high-resolution satellite data to represent the 

highly variable catchment conditions and processes in a large lowland tropical regions 

given the rapidly increasing availability of satellite data, computer power, cloud systems, 

the advancement of the Geographic Information Systems (GIS) and distributed 

hydrological models. Model results show that fully distributed hydrological modelling 

approaches integrated with high-resolution satellite datasets can generate reliable 

simulations of peak discharge in large catchments that have so far been applied at small 

scales. The study contributes to meeting the challenge of accurate representation of 

highly variable catchment conditions and processes and the provision of reliable flood 

simulations in large data-scarce tropical regions where an increasing number of people 

are at risk of flooding. Results show that improvements in simulations can be realised 

through optimally integrating satellite and in-situ datasets with the best combination of 

parameter, input and output datasets based on error and uncertainty quantification and 

removal.  

The study investigated the application of statistical flood scaling approaches in tropical 

regions to complement the simulation of the magnitude of peak discharge. In this way, 

the study is the first to apply the scaling theory of floods in tropical regions 

to estimate flood parameters and the magnitude of peak discharge. The research 

results facilitate the universal application of the scaling theory of floods, contributing to 

“bridging the scaling gap” by extending the scaling theory of floods from experimental 

hillside plots, small headwater nested catchments to larger continental river basins. It 
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shows that peak discharge from the smallest headwater catchments can be used to 

estimate flood scaling parameters and peak discharge for any location in the catchment. 

The result contributes to quantifying the mechanism by which floods are generated from 

small headwaters to larger catchments. Also, the results provide a framework for 

estimating flood parameters and peak discharge values, which are important for 

monitoring the downstream generation of floods in nested catchments, as well as 

complementary tools for the verification and refinement of peak discharge simulations 

generated by the hydrological models.  

Due to several sources of uncertainty in flood modelling that compromise modelling 

results, the study identified and quantified individual rainfall and parameter uncertainties 

to improve the reliability of model results. To enhance the reliability of flood simulation 

results, the effects of propagation and interactions of rainfall and parameter 

uncertainties on the magnitude of peak discharge and flood inundation in the study area 

were quantified and assessed. The study represents a new uncertainty quantification 

framework in which uncertainties that arise from input data are propagated and interact 

within the coupled model chain are quantified, including the effects of uncertainties on 

flood volumes and flood extents. An interesting outcome of this study is that 

uncertainties in rainfall input data are reduced when propagated through the 

hydrological system, a result of uncertainty compensation in parameter spaces where 

they accumulate and get concealed. 

The general conclusion emerging from this modelling study is that it is feasible to 

implement large scale distributed hydrological modelling approaches integrated with 

satellite data, based on data merging, error quantification and removal including the 

incorporation of quantified uncertainties in the final model results. Also, the result 

contributes to quantifying the process by which floods are generated in catchments, 

providing a close insight into the headwater flood response and its links with catchment-

wide flooding. To enhance the reliability of simulations, the study contributes to the 

development of a framework for quantifying the propagation and interactions of 

uncertainties and effects on discharge volumes and flood inundation extents.  
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6.5. Recommendations for future research 

 

This section provides recommendations for future research that address the limitations 

and proposes further research in response to the results discussed in this study. The 

recommendations involve building on from results of this study, addressing research 

shortcomings/limitations and re-evaluating and extending theories discussed. The 

recommendations are presented and organised into three subsections drawing on from 

the discussions made on 1) large-scale distributed hydrological modelling approaches, 

2) the application of the scaling theory of floods in nested catchments and 3) uncertainty 

propagation, interaction and quantification through coupled hydrological and hydraulic 

models. 

6.5.1. Large-scale, distributed hydrological modelling 

 

This research demonstrates the use of high-resolution datasets to represent the highly 

variable catchment conditions and processes in a large tropical catchment using 

distributed modelling approaches.  It establishes and maps interactions between rainfall 

variability, the heterogeneity of catchment conditions and flood response at different 

scales. Recommended are the following three research aspects: (1) the development of 

automated satellite data processing platforms, (2) coupled meteorological, hydrological 

and hydraulic modelling and integrated modelling of surface water–groundwater for 

groundwater simulation.  

First, the main obstacles to integrating datasets into large-scale distributed hydrological 

models are the complex and slow data processing methods for large-scale datasets. 

Distributed hydrological models require vast amounts of datasets that need processing 

and integrating to represent varied catchment conditions and processes. The availability 

of large amounts of data, including extensive spatial data and information on geology, 

topography, soil, river and hydrological system, vegetation and human activity 

parameters, is a prerequisite for the full implementation of a distributed modelling 

approach. There is a need for automated satellite data processing algorithms and 

related platforms similar to Google Earth Engine that speeds up data processing for 

large-scale distributed hydrological modelling. For example, the extraction of watershed 
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boundaries, processing Digital Elevation Model (DEM) data, Flow Direction and Flow 

Accumulation grids and configuration of the stream network, can be done in a suitable 

framework and platform for rapid setting up large-scale distributed hydrological models. 

Second, further research is needed to understand the interconnected complexity of flood 

dynamics across various spatial and temporal scales. There is a need to link local flood 

responses to real-time regional and global meteorological processes and changes using 

integrated modelling techniques based on coupling meteorological, hydrological and 

hydraulic models. The coupled meteorological hydrological and hydraulic modelling 

approaches integrated with groundwater interactions are recommended for realistic 

flood simulations in the Grijalva catchment area.  

Specific components of the Grijalva catchment such as soil moisture and groundwater 

are linked to flooding but remain less explored in this study. The river flows in the 

catchment have strong groundwater interactions, particularly when the river leaves the 

mountainous uplands; the flows take underground routes and then emerge in the broad 

alluvial plains as surface flow before flowing into the sea. Groundwater flooding is one 

of the elusive issues in Tabasco lowland areas and requires research. Increased efforts 

are recommended for integrated modelling approaches, which explores the human 

influence on catchment hydrology and the comparative extents of the interplay between 

the various water storages. 

6.5.2. Scaling relationships 

 

In several catchments, the process by which floods are generated from small headwater 

catchments to larger downstream catchments is still not quantified. The challenge is to 

"bridge the scaling gap" by extending the scaling theory of floods (scaling relationships) 

from the smallest rivers on the mainland to large regional and continental rivers in 

different climate regions (Wilkinson and Bathurst, 2018). There is still a shortage of 

scaling relationship studies in multi-scale catchments in several climatic regions apart 

from temperate climatic regions. Therefore, there is a need for further studies that apply 

the scaling theory of floods and establish patterns of scaling relationships across 

regional and continental river catchments. There is a need to generalise the scaling 

theory of floods to medium and large river basins spanning different climatic regions. 
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6.5.3. Uncertainty quantification 

 

Given the complex interactions of uncertainties from several sources in the flood 

modelling process, an integrated modelling approach linking these sources is needed. 

Consideration of one or two sources of uncertainty leads to partial treatment of 

uncertainty and inadequate estimation of uncertainties in model outputs. This study 

recommends the consideration of all primary sources of uncertainties comprehensively 

and explicitly in the final model results. There is a need for further research that can fully 

disentangle, quantify all uncertainties, particularly those from the model structure 

(Blöschl et al., 2019). Therefore, explicit quantification of uncertainties associated with 

simulations of hydrological models is required to evaluate and report inherent 

uncertainties in models in an integrated and objective manner. Further efforts are 

needed to develop an agreed framework for quantifying the propagation and interaction 

of uncertainties and effects on discharge volumes and flood extents. Also, research is 

required to investigate how these uncertainties can be effectively communicated to 

decision-makers and the public. 
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6.6. Conclusions 

This research set out to identify and apply physics-based and data-based hydrological 

modelling approaches for large-scale flood modelling in lowland tropical regions based 

on satellite data, error and uncertainty quantification. The study is composed of three 

distinct research components. The first explored the integration of satellite and in-situ 

datasets into the SHETRAN distributed hydrological model based on error quantification 

and correction to simulate the magnitude and timing of river discharge (Objective 1). An 

investigation of the statistical scaling relationships of rainfall variability and flood peak 

discharge in nested catchments was done to provide complementary estimates of the 

magnitude of discharge in La Sierra catchment (Objective 2). The study also examined 

the propagation and quantification of input data uncertainties and assessed effects on 

the magnitude of peak discharge and flood inundation extents (Objective 3). 

First, the application of distributed hydrological modelling in large data-poor tropical 

regions was investigated using the SHETRAN hydrological model in the Grijalva River 

catchment as a case study. Given the rapidly increasing availability of satellite data, 

computer power, cloud systems and the advancement of the Geographic Information 

Systems (GIS), the study developed a process-based fully distributed hydrological 

model integrated with high-resolution satellite and in-situ datasets based on error 

quantification and correction in a large data-scarce lowland tropical catchment. The 

study provides new insights into the feasibility of applying large-scale and fully 

distributed hydrological modelling approaches, integrated with high-resolution satellite 

datasets to represent accurately the highly variable catchment conditions and processes 

in large tropical lowland regions, which have so far been studied on a small-scale using 

distributed models. 

Also, the study contributes to providing an understanding of the performance of large-

scale distributed models in large domains given the availability of computer resources 

and increasing quality and quantity of satellite datasets. Results show that distributed 

hydrological models represented by the SHETRAN hydrological model have satisfactory 

performance for large-scale modelling that compares well to other studies that use the 

same model, although applied in small catchments. The study notes that the commonly 

used lumped modelling approaches cannot fully use alternative forms of datasets 

(satellite data sets) because they are based on broad areas with average parameter 
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values across entire drainage areas. The grid nature of satellite data across large areas 

and the digital acquisition of catchment processes and properties are well linked to 

distributed hydrological modelling approaches. 

The study has shown that large-scale flood modelling in tropical regions can be achieved 

by optimally integrating several datasets both satellite and in-situ with the best 

combination of the model parameter, input and output datasets based on error and 

uncertainty quantification and removal. In this way, the study contributes to the 

challenge of providing flood simulations of river flow dynamics, magnitudes and timing 

in large data-poor tropical regions. Also, it contributes to providing new insights into 

solving the long-standing flood prediction issue in data-scarce regions.  The high spatial 

resolution modelling over large domains approach that is pursued in this study 

contributes to closing the knowledge gap that exists between simplified, coarse 

resolution large-scale modelling on the one hand and detailed high-resolution small-

scale hydrologic modelling approaches on the other. 

Second, empirical approaches to predict flooding were investigated in the La Sierra 

catchment, an unregulated sub-catchment of the main Grijalva basin and one of the 

primary sources of flooding in Villahermosa city. This study is the first to test the scaling 

theory of floods in a tropical catchment and investigate the physical processes that 

control flood scaling parameters using empirical data sets and considering different 

rainfall coverages. Most related studies have so far been studied in humid temperate 

regions, mainly in the United States and the United Kingdom. As a result, this study has 

contributed to "bridging the scaling gap" by expanding the scaling theory of floods from 

humid temperate regions to tropical regions, facilitating the potential extension to other 

climatic regions and ultimately the universal application of the flood scaling theory. To 

verify its application, the scaling theory of floods needs to be applied to continental and 

global basins that reflect various hydro-climatic regions. 

The study of scaling relationships in tropical regions, using La Sierra catchment as a 

case study, has shown that peak discharges and nested catchment areas have power-

law relationships even in catchments with partial rainfall coverage. The results confirm 

that flood parameters and peak discharge could be estimated using a log-linear 

relationship between intercepts (α) and exponents (θ) and the log-log relationship 

between intercepts (α) and peak discharge observed from the smallest nested 
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catchment. These findings substantiate the largely ignored log-linear relationship 

identified by Ayalew et al., (2015) between the exponent (θ) and the intercept (α) of the 

power-law relationships. Consideration of this log-linear relationship reduces the 

number of flood scaling parameters that need to be inferred from scaling relationships 

in nested catchments.  

Also, the scaling relationships identified show that peak floods in large tropical 

catchment areas can reasonably be predicted from discharge observed in small 

headwater catchments that experience short-term rainfall responses. The results 

establish how point scale catchment processes in the smallest nested catchment; for 

example, observed discharge is related to broader catchment-wide flooding. The result 

contributes to quantifying the process by which floods are generated from small 

headwater to larger catchments. This provides a framework for estimating flood 

parameters and peak discharge values and monitoring the downstream generation of 

flooding in the entire catchment. Thus, the scaling models are essential complementary 

tools for verifying and refining the magnitude of the peak discharge simulations from 

hydrological models. 

Third, the propagation and interactions of uncertainties through coupled hydrological 

and hydraulic models and effects on simulations of discharge and flood inundation 

extents was investigated. The study applied a coupled hydrological and hydraulic 

modelling approach to flood mapping and quantified how uncertainties that emerged in 

input data propagate and interact with parameter uncertainties into discharge and flood 

inundation extent simulations.  

The results show a new uncertainty quantification approach in which uncertainty could 

be disaggregated through individual treatment of uncertainties by source, while other 

sources remain fixed. It is a framework of uncertainty propagation, interaction and 

quantification for a large cascading hydrodynamics system that has not been 

constructed yet. In this way, the research contributes to ongoing research efforts to 

develop a yet to be agreed framework for quantifying the propagation and interaction of 

individual uncertainties and effects on discharge volumes and flood inundation extents. 

The study contributes to meeting the challenge on how to disentangle the combined 

structure/parameter/input uncertainty and quantify individual parameter uncertainties, 
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considering the complex interactions and effects on model results.  Though there is still 

a need to fully disentangle and quantify all individual uncertainties, particularly those 

from the model structure, this study has demonstrated an approach in quantifying rainfall 

and parameter uncertainties and their effects on discharge and flood extent simulations. 

Also, the study has provided new insights into the propagation of individual uncertainties 

in input data and the effects of interactions, including the quantified effects on discharge 

output and flood extents. Gaining insight on individual uncertainty characteristics in 

terms of source, propagation, interaction, and magnitude is vital for meaningful 

interpretation of flood simulations and is essential for the generation of simulated outputs 

with quantified flood probability ranges. The approach is essential for a sound flood risk 

management strategy that focuses on efforts and resources on specific sources that 

contribute most to uncertainties in flood risk.  

Therefore, the study offers new insights into the feasibility of applying large-scale and 

fully distributed hydrological modelling approaches integrated with satellite data. The 

flood scaling theory provides complementary approaches that relate rainfall events to 

broader catchment scale flooding.  The results provide a framework for estimating flood 

parameters and peak discharge values essential for monitoring the downstream 

generation of flooding in catchments and as complementary tools for verifying and 

refining the magnitude of the peak discharge simulations provided by numerical models.  

The research on uncertainty analysis contributes to ongoing efforts to formulate an 

agreed framework for quantifying the propagation and interaction of uncertainties and 

effects on discharge volumes and flood inundation extents simulations. Reliable flood 

simulations with quantified uncertainties are critical for sound decision-making in 

emergency flood risk response and the development of flood risk adaptation and 

mitigation strategies. Such results are essential for flood risk management in tropical 

regions where millions of people are exposed to flooding. 
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8. APPENDICES 

The following sections provide additional information on rainfall interpolation, error 

quantification of rainfall input correction for the SHETRAN hydrological model. These 

include average monthly rainfall plotted in the Grijalva basin since 1983, rainfall 

interpolation and error maps, mean monthly rainfall errors in Grijalva catchment and 

seasonal rainfall distribution in the Grijalva catchment area. 

Appendix A Rainfall input data 

A.1  Average monthly rainfall for the Grijalva basin 

 

Rainfall data were obtained from thirty-three rain gauges, which were unevenly 

distributed but almost covering the study area. 

 

Figure A-1: Average monthly rainfall for the Grijalva basin, Mexico 
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A.2 Rain gauge and TRMM 3B42 V7 rainfall comparisons 

The figures below show selected rain gauge and pixel satellite (3B42V7, 0.25x0.25-

degree) rainfall data for the calibration period 2013 to 2016 and offer the first impression 

of rainfall inter-annual and annual variability. The paired datasets follow a similar inter-

annual trend and reasonably describe the annual rainfall pattern in the period under 

consideration. However, the 3B42V7 satellite rainfall data generally underestimate 

rainfall and is of low accuracy, particularly at higher temporal and spatial resolutions 

(Grimes et al., 1999; Dinku et al., 2014). Rain gauges provide direct point quantitative 

rainfall estimates, but they cannot describe the spatial variability of rainfall required as 

input data into gridded distributed hydrological models. 
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Figure A-2: Direct comparison of selected raw rain gauge and satellite (pixel) rainfall over 
2013 to 2016 calibration period to give the first impression of data inter-annual and annual 
variability 
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A.3  Monthly interpolated total rain gauge rainfall  

 

A Geostatistical technique was used to obtain improved rainfall input data for the 

SHETRAN hydrological model. A Digital Elevation Model (DEM) was used to integrate 

topography as additional information to enhance the interpolation of point rain gauge 

rainfall to aerial catchment coverage (Lloyd and Atkinson, 2004). In this process mean 

monthly rainfall values from each rain gauge location upscaled to a 2 x 2 km aerial 

resolution dataset using the Block Kriging technique.  

Figure A-3:Rain gauge distribution and mean monthly rain gauge rainfall distribution 
interpolated   at a 2 x 2 grid-scale over 2013 to 2017 period 
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A.4 : Time-averaged TRMM TRMM_3B42_Daily v7 satellite rainfall 

data 

Satellite rainfall data were available at 3-hour and also at daily (24 hours) and monthly 

temporal resolutions, however, the datasets were at the same spatial resolution of 0. 

25o x 0. 25o (approximately 25 x 25 km) (Acker and Leptoukh, 2007; Huffman et al., 

2010; Verdin et al., 2016). The latest Version 7 of the TRMM 3B42 of this satellite 

rainfall product (0.25o x 0.25o, approximately 25 x 25 km) provided the spatial 

description of rainfall information, particularly in areas where rain gauges were not 

available. (Dinku et al., 2014).  

 

Figure A-4: Time Averaged Map of daily rainfall over 2013 to 2017 period at 0.25 degrees 
spatial scale (approx. 25 x 25 km) [TRMM TRMM_3B42_Daily v7] in Grijalva, Mexico.:
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A.5 Mean monthly rainfall and bias 

Table A1: Mean rainfall for each gauging station based on four-year rainfall data.  

  
RAINGAUGE JAN  FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 

mean 
rainfall 

Merged  Bias 

1 San Juan 0.25 1.25 2.25 3.25 4.25 5.25 2.90 3.87 8.45 3.47 0.39 0.28 2.99 2.53 0.46 
2 Tequila 4.95 4.46 1.80 3.29 4.44 5.93 12.89 8.46 7.22 13.2

4 
9.70 3.91 6.69 6.31 0.38 

3 Dos Montes 6.29 0.82 2.77 2.21 4.36 4.49 4.44 4.97 6.68 10.1
6 

10.9
1 

8.70 5.57 5.44 0.13 
4 Tapilula 2.48 0.92 1.12 2.20 4.98 7.66 3.09 6.48 10.5

1 
7.61 3.70 3.34 4.51 4.37 0.14 

5 Maravi Tene 0.05 1.05 2.05 3.05 4.05 5.05 1.09 5.25 5.49 3.62 0.45 0.12 2.61 2.03 0.58 
6 Playa del R 5.47 1.82 1.44 0.98 3.36 7.93 4.17 6.00 8.53 14.9

5 
8.29 5.93 5.74 5.5 0.24 

7 Guadalupe 0.36 0.02 0.17 1.17 3.29 8.46 5.42 9.65 15.7
9 

6.85 0.64 1.00 4.32 4.06 0.26 
8 Porvenir 6.48 1.05 3.35 1.29 2.57 3.32 3.34 3.44 11.2

2 
10.6

5 
11.3

3 
11.6

1 
5.80 5.52 0.28 

9 Dos Patria 12.40 4.05 5.66 4.00 6.38 12.33 7.36 14.01 18.1
3 

16.9
3 

15.5
5 

17.5
8 

11.20 10.86 0.34 
10 Buenos Aires 0.19 0.02 0.17 0.82 4.52 11.65 6.82 12.11 17.5

8 
8.47 2.35 0.24 5.41 5.12 0.29 

11 Teapa 0.13 0.02 0.29 0.92 5.97 7.60 3.76 4.81 7.31 3.49 1.08 0.15 2.96 2.67 0.29 
12 La Trinitaria 3.75 0.70 1.90 0.93 3.32 4.93 5.36 8.03 9.00 17.6

1 
12.3

6 
10.9

0 
6.57 6.2 0.37 

13 Tortuguero 3.71 0.75 2.44 2.58 1.77 8.95 5.09 9.05 8.30 16.5
3 

16.2
4 

16.5
6 

7.66 7.3 0.36 
14 Sayula 0.20 0.40 0.40 1.78 6.66 16.57 15.11 9.30 19.7

6 
8.58 2.40 0.00 6.76 6.42 0.34 

15 Plutarco 0.20 0.03 0.50 0.42 3.39 9.02 6.98 5.78 12.6
4 

7.31 2.92 0.14 4.11 3.79 0.32 
16 Huimanguillo 0.80 1.80 2.80 3.80 4.80 9.92 6.09 5.11 17.1

5 
0.77 0.15 1.00 4.43 3.6 0.83 

17 Villahermosa 2.24 0.80 0.77 1.60 4.37 6.77 2.05 3.45 10.7
6 

6.13 3.92 3.56 3.87 3.61 0.26 
18 Francisco M 4.47 1.66 1.17 1.28 1.24 4.80 2.11 3.21 8.52 4.10 4.67 3.47 3.39 3.12 0.27 
19 Las Flores 0.50 0.14 0.06 0.71 6.27 12.08 6.17 9.84 9.02 2.96 0.49 0.41 4.05 3.62 0.43 
20 Berrizobal 2.42 3.73 1.84 0.45 3.70 7.22 2.49 6.14 8.98 2.95 1.25 0.18 3.44 3.12 0.32 
21 Bombana 2.33 1.19 0.85 2.02 3.92 9.24 4.19 6.56 12.7

4 
8.42 5.21 5.80 5.20 4.86 0.34 

22 Pueblo Viejo 0.90 0.80 0.48 0.73 2.43 7.14 2.96 3.19 11.8
0 

3.26 0.42 0.90 2.84 2.43 0.41 
23 Acala 0.98 0.13 0.23 1.55 4.90 8.04 3.14 6.79 10.5

0 
3.28 2.10 1.22 3.57 3.36 0.21 

24 Bochili 0.90 1.00 2.00 3.00 4.00 5.00 4.76 6.07 10.4
0 

1.97 0.18 0.25 3.29 3.06 0.23 
25 Copainala 0.09 0.04 0.08 0.78 5.60 10.70 9.00 13.04 15.7

4 
8.03 2.09 0.17 5.45 5.04 0.41 

26 Benito Juárez 0.68 0.00 0.25 1.02 4.50 5.63 3.48 10.62 11.7
7 

7.92 5.99 1.71 4.46 4.25 0.21 
27 Reforma 0.19 0.02 0.17 0.82 4.47 11.65 6.82 12.11 17.5

8 
8.47 2.35 0.24 5.41 5.06 0.35 

28 Revolucion M 0.72 2.91 3.75 7.03 12.67 18.52 8.22 11.20 23.7
0 

13.1
9 

4.47 1.93 9.03 8.64 0.39 
29 Union Juárez 0.07 0.08 0.48 1.29 5.38 12.47 7.44 10.69 13.8

3 
8.13 2.14 0.25 5.19 4.89 0.3 

30 San Francisco 0.13 0.02 0.29 0.92 5.93 7.60 3.76 4.81 7.31 3.49 1.08 0.15 2.96 2.69 0.27 
31 Amatenango D 0.86 0.14 0.32 1.25 4.17 8.10 2.96 6.43 9.10 5.45 1.87 1.48 3.51 3.18 0.33 
32 Chicoasen 2.26 1.06 0.80 1.31 4.43 9.28 5.95 7.80 13.5

7 
5.84 4.11 4.35 5.06 4.71 0.35 





 

 

359 

 

A.6 Seasonal rainfall distribution in Grijalva catchment 

          

 Figure A-5: Wet season predicted rainfall and errors for Grijalva catchment showing (a) 
Interpolated rainfall distribution (mm) (b Mean rainfall error fields (mm) 

a) 

b) 
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Figure A-6: Dry season predicted rainfall and errors for Grijalva catchment showing (a) 
Interpolated rainfall distribution (mm) (b Mean rainfall error fields (mm) 

a) 

b) 
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Appendix B : Diverted flows calculations 

The maps below show an overview of the Grijalva catchment and the in the lower Grijalva River (in the red square), where 
diverted flows are diverted into Samaria River. The SHETRAN grid is also shown without the diverted flows and a map showing 
the actual situation of the diverted flows. 

  

 

 

 

 

 

 

 

 

 

               

    

    

                  Figure B-1: An overview of the model domain showing the Grijalva River, tributaries and the main four burn 
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Figure B-2: In the lower Grijalva River, flows are diverted from the model domain into a distributary channel referred to as Samaria River 
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 Figure B-3: Raw observed discharge at Povenir gauging station 
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Figure B-4: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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Figure B-5: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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Figure B-6: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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Figure B-7: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 

 

 

 



 

 

368 

 

 

Figure B-8: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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Figure B-9: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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Figure B-10: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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Figure B-11: Raw observed discharge at selected gauging stations for diverted flow calculations and nested catchment modelling 
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 Figure  B-12: The SHETRAN grid shows that diverted flows in Samaria River are not diverted but are wrongly part of  simulated flows 
at Porvenir outlet 
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Figure B-13: On the ground, a fraction of Grijalva river flows are diverted from the model domain through Samaria River 
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Figure B-14: Overview of Samaria River diverting flows off Grijalva catchment and El Macayo barrier that regulates remaining flows 
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Figure B-15: In real-world a fraction of Grijalva flows area diverted from the model domain through Samaria and El Macayo barrier  
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 Figure B-16: Calculation of diverted flows from Grijalva catchment 
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Figure B-17: Calculation of diverted flows from Grijalva catchment 
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Figure B-18: Calculation of diverted flows from Grijalva catchment 
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Figure B-19: Calculation of diverted flows from Grijalva catchment 
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Figure B-20: Calculation of diverted flows from Grijalva catchment 
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Appendix C : Simulated and observed discharge  
  

NSCE BIAS CC MAD MSE RMSE MAPE 

0.76 -4.38 0.87 100.08 17281.81 131.46 0.00 

 

Figure C-1: Comparison of simulated and observed discharge at Porvenir gauging 
station 2013-2017 
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Appendix D : Nested catchment modelling  

 Table D1: Physiographic characteristics of nested catchments. 

  Gaviota Pueblo Nuevo Puente Teapa Puyacatengo Tapijulapa Oxolotan 

Topography 

Southern   9m and in 
the northern Sierra 
Mountains 

Southern   9m and 
in the northern 
Sierra Mountains 

Southern   9m and in 
the north Sierra 
Mountains 

Northern 
Sierra 
Mountains 

Northern Sierra 
Mountains  

Northern 
Sierra Mts  

Northern 
Sierra Mts  

1 673m 1 673m 1 673m 18 to 1 777m 1 777m 66-1179m 66-1179m 

Soils Deep alluvial clay  Deep alluvial clay  Deep alluvial clay  
Thin 
mountain  

Thin mountain Thin mountain  Thin mountain  

Slope  

Gentle to nearly flat. 
U-shaped slopes in 
the south. Very steep 
V-shaped in north 

Gentle to nearly flat 
U-shaped slopes in 
the south. Very 
steep in north 

Gentle to nearly flat 
U-shaped slopes in 
the south. Very steep 
V-shaped in north 

Very steep V-
shaped 
slopes 

Very steep V-
shaped slopes 

Very steep V-
shaped slopes 

Very steep V-
shaped slopes 

Climate 

Warm humid in the 
north 

Warm humid in the 
north 

Warm humid in the 
north Semi-warm 

Sub 
Warm to sub-
humid  

Semi-warm 
Sub and Moist 
Temperate 

Semi-warm 
Sub and Moist 
Temperate 

Semi-warm Sub-mist 
in the south 

Semi-warm Sub-
mist in the south 

Semi-warm Sub-mist 
in the south 

Temperatures 
24 in lowland area to 
14 OC in upland areas 
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Figure D-1: 2015 Nested catchment hydrographs 

 

 

Figure D-2: 2014 Nested catchment hydrographs. The well-above-average rainfall-
runoff activity shown was a result of the 2014 Pacific hurricane season in the study 
area. The 2014 season experienced fourteen named storms, seven hurricanes, and 
five major hurricanes in one year. ‘The 2014 Pacific hurricane season’ (2014) 
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Figure D-3: 2013 nested catchment hydrographs 

 

 

Figure D-4: 2012 nested catchment hydrographs 
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Appendix E : Comparison of simulated and observed 

discharge in selected nested catchments  
 

All nested catchment models were automatically calibrated using the OSTRICH 

(Optimisation Software Toolkit for Research Involving Computational Heuristics) 

(v17.12.19) tool, (Matott, 2005). A model-independent program that was 

integrated with the SHETRAN hydrological model for automatic calibration. 

 

NSCE BIAS CC MAD RMSE MAPE 

0.44 -8.60 0.71 0.00 48.03 46.49 

Figure E-1: Comparison of observed and simulated Teapa discharge 

 

NSCE BIAS CC MAD RMSE MAPE 

0.49 9.18 0.76 0.02 104.93 61.52 

Figure E-2: Comparison of observed and simulated Tapijulapa discharge  
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NSCE BIAS CC MAD RMSE MAPE 

0.60 4.68 0.83 0.01 73.34 43.56 

Figure E-3: Comparison of observed and simulated Pueblo discharge 

 

 

NSE BIAS CC MAD RMSE MAPE 

0.55 29.64 0.51 0.02 244.42 98.30 

Figure E-4: Comparison of observed and simulated Oxolotan discharge 

 

 


