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Abstract

The pursuit of aerodynamic efficiency and the advances in materials technol-

ogy, particularly in composite material, has contributed to shifting the paradigm of

wing design to high aspect ratio wings. Increasing the span, for decreasing drag,

and using composite lightweight materials make the new wing very flexible and

prone to nonlinear dynamic behaviour. With nonlinearities, increasing challenges

arise for the identification and modelling of the wing. These challenges cannot

be overlooked for flexible structures as these models are critical for the prediction

of aeroelastic phenomena. Hence, it is fundamental to expand the knowledge

of the behaviour of these structures through the identification and modelling of

sample flexible wing models. In this work, a series of methods and approaches

are proposed and employed for the identification and modelling of a flexible wing.

First, a system identification technique in the frequency domain, the Loewner

Framework, is applied for modal parameters extraction in mechanical systems

for structural health monitoring. This new technique, with a linear reduced order

model, is used to characterise the flutter behaviour of a flexible wing. The results

are compared to similar techniques. A thorough experimental campaign is run on

a flexible wing model to characterise its nonlinear behaviour and the underlying

linear system. In particular, nonlinearities are detected, identified and quantified.

Then, a meta-model technique based on Kriging, the refined Efficient Global Op-

timisation, is proposed for finite element model updating. First, the technique is

used for damage detection in benchmark structures, then, it is employed for the

validation of component-based strategies for model updating of a flexible wing.
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Foreword

Cranfield University offers the possibility to choose between two doctoral thesis

formats: the, classic, monograph and the collection of papers (or paper-format).

In this thesis, the latter approach is followed.

In accordance with Cranfield University Senate Handbook: Research Stu-

dents’ Handbook1, the thesis is organised as follows:

1. Introduction:

• Here the context and a short background on the work area is given,

followed by the project’s aims and objectives, a list of published, sub-

mitted, or completed works and how they link together;

2. Papers:

• A series, usually three to five, of chapters, which are self-contained

(e.g. a global literature review is not required);

3. Conclusions and Suggestions for Future Work:

• As usual, pointing out the findings and weighing them against the prob-

lem, presented in the Introduction, and previous works.

1Senate Handbook: Research Students’ Handbook: https://www.cranfield.ac.

uk/-/media/files/corporate_documents/research-students-handbook.ashx [Accessed on
15/09/2022]
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Chapter 1

Introduction

The development of significant technological advancements within the aerospace

industry has led to a new concept in wing design: high aspect ratio flexible wings.

The likes of Airbus A350 and Boeing 787 Dreamliner are the proof of these im-

provements as they feature more flexible and slenderer wings than legacy aircraft

within the same class, having much more lightweight structures, thanks to the

extensive use of composite materials [1]. Despite full-scale aircraft historically

being seen as linear structures, these later changes introduce new challenges

from nonlinear flight dynamics and aeroelastic perspectives [2].

Within this context lies a framework developed within Cranfield University,

known as Beam Reduction and Dynamic Scaling [3–7] for the creation of a tool

suitable for the early stages of design. In this setting, having an accurate flight

physics model is of paramount importance. Numerous computationally expensive

modelling tools exist today, but there is a lack of “fast” numerical tools that can be

used in the conceptual design stages.

Typically, a nonlinear finite element model with hundreds of degrees-of-freedoms

is used, but when dealing with transient responses several iterations are nec-

essary to guarantee convergence and hence these are unsuitable for real-time

health monitoring, digital twin or pilot-in-the-loop simulations.

1
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In order to establish these tools a thorough knowledge of the structural be-

haviour of flexible wings needs to be acquired, particularly concerning the non-

linear regime [8]. This work thoroughly examines a flexible wing model, both

experimentally and numerically. To facilitate these tasks, new experimental, for

modal parameters extraction, and numerical, a surrogate-based optimisation rou-

tine, techniques are developed to study and characterise the flexible wing and

assess the health state of other structures.

1.1 Aims and Objectives

The main scientific aim of this thesis is to develop computationally efficient tech-

niques for the identification and modelling of the structural behaviour of a flexible

wing.

Considering the overall aim of this work, three sub-aims and related objec-

tives, complementary to each other, can be defined:

A1. Development of a computationally efficient technique for system iden-

tification (SI) in structural dynamics:

O1a. Development of a numerical algorithm for SI based on the Lowener

Framework (LF);

O1b. Assessing LF’s capability, in terms of precision, reliability, and robust-

ness to noise, for the Structural Health Monitoring (SHM) of mechanical

systems against established techniques;

O1c. Validating, in terms of precision and robustness, the LF to existing

methods for the prediction of aeroelastic phenomena onset speed for

the flexible wing.

A2. Generation of an experimental data set of the flexible wing model via

vibration testing for experimental validation:
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O2a. Conducting experimental vibration test on the flexible wing and han-

dling experimental data;

O2b. Carrying out Experimental Modal Analysis (EMA) of the flexible wing

at different input amplitude for the preliminary assessment of nonlinear

behaviour;

O2c. Identifying and characterising the nonlinear behaviour of the flexible

wing model with Nonlinear Modal Analysis (NLMA) to describe the ori-

gin of the nonlinearity.

A3. Development a computationally efficient technique for the model up-

dating of flexible wings:

O3a. Implementing a new global-local surrogate-based optimisation algo-

rithm and validating it against existing methods;

O3b. Introducing a computationally efficient FEM updating (FEMU) tech-

nique and assessing its precision and reliability for damage detection

against existing methods;

O3c. Validating the technique for the FEMU of the flexible wing model using

experimental data from A2.

Please note, the acronyms used for identifying the aims (A) and objectives (O)

are used in the following section to introduce the relevant research outputs.

1.2 Contribution to Knowledge

The main and secondary contributions of this thesis are identified according to

the aims and objectives structure in Section 1.1. In particular, a main contribution

per sub-aim and a secondary contribution per objective are identified. They can

be summarised as follows:
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A1. Development of a computationally efficient technique for SI in struc-

tural dynamics:

SI is the founding block of system characterisation from experimen-

tal campaigns as it allows to build of useful models from experimental

data. In this work, SI is an important tool in extracting modal param-

eters from relevant data. Hence, prior to moving to the experimental

work itself, it is should be considered by itself before diving into exper-

imental work. In particular, this involves considering existing SI tech-

niques and implementing new ones:

O1a A MATLAB algorithm for SI via the LF is developed;

O1b The LF’s precision, reliability, and robustness to noise is assessed

for the SHM of numerical and experimental mechanical systems;

O1c The LF is validated to existing SI techniques for aeroelastic phe-

nomena onset speed prediction the flexible wing model.

A2. Generation of an experimental data set of the flexible wing model via

vibration testing for experimental validation:

EMA and NLMA are the constituent blocks of the testing campaigns

that involve the wing model. Their main scope is to extract useful infor-

mation, such as modal parameters or nonlinear characteristics, from

vibration testing. The term Ground Vibration Testing (GVT) is used

interchangeably with EMA during this thesis:

O2a The GVT, for linear vibration testing, and decay from resonance

techniques, for nonlinear vibration testing, are employed to carry

out the vibration testing on the wing;

O2b The modal parameters of the flexible wing are extracted from test

data at different input amplitudes and experimental conditions;
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O2c A nonlinear model of the flexible wing is identified using the Nonlin-

ear Normal Modes (NNMs) theory. This includes backbone curve

extraction, time-frequency analysis and analytical modelling.

A3. Development a computationally efficient technique for the model up-

dating of flexible wings:

After having acquired experimental data and obtained valuable metrics

through SI techniques a suitable model of the structure under scrutiny

can be built. This objective deals with building an accurate finite ele-

ment model (FEM) of the flexible wing model:

O3a The refined Efficient Global Optimisation (rEGO) is implemented

as an optimisation technique in MATLAB and validated against

evolutionary techniques;

O3b The rEGO is introduced for the SHM of numerical and experimental

systems;

O3c The rEGO is validated for the FEMU of the flexible wing with differ-

ent component-based approaches.

1.3 Thesis Structure

As mentioned in the foreword, this thesis is in the paper-format. This means

that rather than having a monograph structure, chapters take the form of self-

contained journal papers. Hence, a literature review chapter is not part of this

thesis, rather each chapter has a self-contained literature review. In order to re-

flect the self-contained nature of the paper-format thesis references are provided

in order of appearance per chapter, but a global bibliography is available at the

end of the thesis with all cited works in alphabetical order with respect to authors’

last names.
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The chapter structure follows the same direction of Section 1.2, two papers

are included for each sub-aim and their order is the following:

A1. Development of a computationally efficient technique for SI in struc-

tural dynamics:

Chapter 2. A Loewner-based System Identification and Structural Health Monitor-

ing Approach for Mechanical Systems;

Chapter 4. Comparative study on novel modal parameters extraction methods for

aeronautical structures;

A2. Generation of an experimental data set of the flexible wing model via

vibration testing for experimental validation:

Chapter 3. Ground Vibration Testing of a Flexible Wing: A Benchmark and Case

Study;

Chapter 5. Identification of Nonlinearity Sources in a Flexible Wing: a Case Study;

A3. Development a computationally efficient technique for the model up-

dating of flexible wings:

Chapter 6. A Global-local Meta-modelling Technique for Model Updating;

Chapter 7. An Iterative Approach for the Model Updating of Flexible Wings.

In the following paragraphs, the abstracts for the aforementioned papers are

listed.

Chapter 2. Data-driven SHM requires precise estimates of the target system be-

haviour. In this sense, SHM by means of modal parameters is strictly linked to

SI. However, existing frequency domain SI techniques have several theoretical

and practical drawbacks. This chapter proposes using an input-output SI tech-

nique based on rational interpolation, known as the LF, to estimate the modal

properties of mechanical systems. Pioneeringly, the LF mode shapes and natural
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frequencies estimated by LF are then applied as damage-sensitive features for

damage detection. To assess its capability, the LF is validated on both numeri-

cal and experimental datasets and compared to established system identification

techniques. Promising results are achieved in terms of accuracy and reliability.

Chapter 3. Beam-like flexible structures are of interest in many fields of engi-

neering, particularly aeronautics, where wings are frequently modelled and repre-

sented as such. Experimental modal analysis is commonly used to characterise

the wing’s dynamical response. However, unlike other flexible structure appli-

cations, no benchmark problems involving high-aspect-ratio flexible wings have

appeared in the open literature. To address it, this chapter reports on ground

vibration testing results for a flexible wing and its sub-assembly and parts. The

experimental data can be used as a benchmark and are available to the aero-

nautical and structural dynamics community. Furthermore, non-linearities in the

structure, where present, were detected. Tests were performed on the whole wing

as well as parts and sub-assembly, providing four specimens. These were excited

with random vibration at three different amplitudes from a shaker table. The modal

properties of a very flexible high-aspect-ratio wing model, its sub-assembly and

parts, were extracted, non-linear behaviour was detected and the experimental

data are shared in an open repository.

Chapter 4. Experimental modal analysis in general, and ground vibration testing

in particular for Aerospace applications, are a vital part of the design and cer-

tification process for civil and military aircraft. Two recently developed system

identification techniques in the frequency domain, Fast Relaxed Vector Fitting

and Loewner Framework, have been successfully applied to civil and mechani-

cal systems for the extraction of modal parameters. In this work, both are used

for the extraction of the modal parameters in aeronautically relevant structures

for damage detection and aeroelastic modelling; respectively, a numerical model

of a small fixed-wing unmanned aerial system spar and an experimental case
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study of a high aspect ratio flexible wing. The signals from different damage and

loading scenarios for the numerical system are corrupted with different levels of

noise to assess the sensitivity, to changes in the structure, and the robustness to

noise of the modal parameters obtained from the methods. Results are bench-

marked against the known exact values. Then, the modal parameters identified

from the experimental data are used to build a reduced-order model to charac-

terise aeroelastic phenomena onset speeds. The modal parameters identified by

the techniques are compared to those derived from a well-established method:

Numerical algorithms for subspace state space system identification (N4SID). In

addition, the experimental data from the ground vibration testing of the high as-

pect ratio wing is made available in an open repository.

Chapter 5. Nonlinearities exist, to different extents, in all real systems. In aero-

nautics, flexible high aspect ratio wings have become the new state-of-the-art

in wing design, pushed by the pursuit for greater aerodynamic efficiency, by

decreasing drag, and lighter aircraft, thanks to the use of composite materials.

Nevertheless, accounting for nonlinearities in the design and testing phase of an

aeronautical product development is still a challenge. In this work, a flexible wing

that showed unusual, softening, behaviour during two previous ground vibration

testing campaigns is considered. In order to determine the nature of the nonlin-

earity, the wing backbone curve is extracted from the free-decay from resonance

data, along with the time-frequency spectrogram and the Hilbert spectrum. The

softening behaviour is confirmed and further testing and visual inspections on the

sub-assemblies and components are carried out to pinpoint the main sources of

nonlinearity.

Chapter 6. The finite element model updating procedure of large or complex

structures is a challenge for engineering practitioners and researchers. Itera-

tive methods, such as genetic algorithms and response surface models, have a

high computational burden for these problems. In this work, an enhanced ver-
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sion of the well-known Efficient Global Optimisation technique is introduced to

address this issue. The enhanced method, refined Efficient Global Optimisation

or rEGO, exploits a two-step refinement and selection technique to expand the

global search capability of the original method to a global-local, or hybrid, search

capability. rEGO is tested and validated on four optimisation test functions against

the original methods and genetic algorithms with different settings. Good results

in terms of precision and computational performance are achieved, so an appli-

cation to model updating is sought. A penalty function for the finite element model

updating is identified in residuals of the modified total modal assurance criterion,

which uses the modal parameters from an existing structure and compares them

to those of the model. The choice process is carried out using a numerical sys-

tem and comparing five suitable penalty functions as candidates. Finally, rEGO

for finite element model updating is implemented on a hybrid, numerical and ex-

perimental, case study based on a well-known experimental dataset. A finite

element model of the structure is built and then tuned to the experimental data,

then a numerical study, based on the numerical model, is carried out for damage

detection and lastly the same task is done for experimental data. Satisfactory

results in terms of precision and computational performance are achieved when

compared to the original methods and genetic algorithms.

Chapter 7. Finite element models hardly ever represent out of the box the real

behaviour of the structure they are meant to characterise. In aeronautics, this

mismatch is not acceptable as finite element models are a fundamental part of

the development of an aircraft. Even more now, with the advent of flexible wings

as the new state-of-the-art, the need for precise modelling to avoid unexpected

behaviour is high. Finite element model updating can be expensive for complex

structures and surrogate models can be employed for reducing the computational

burden. In this work, a recently introduce surrogate-based technique, the refined

Efficient Global Optimisation, is used for the model updating of a flexible wing
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A1. Development of a 
computationally efficient 
technique for system identification 
in structural dynamics

a)Development of a numerical 
algorithm for SI based on the 
LF. (C2)

b)Assessing LF's capability, in 
terms of precision, reliability, 
and robustness to noise, for the 
SHM of mechanical systems 
against established techniques. 
(C2 and C4)

c)Validating, in terms of 
precision and robustness,} the 
LF to existing methods for the 
prediction of aeroelastic 
phenomena onset speed for 
the flexible wing. (C4)

A2. Generation of an experimental 
data set of the flexible wing model 
via vibration testing for 
experimental validation

a)Conducting experimental 
vibration test on the flexible 
wing and handling 
experimental data. (C3, C5, and 
AE)

b)Carrying out EMA of the 
flexible wing at different input 
amplitude for the preliminary 
assessment of nonlinear 
behaviour. (C3 and AE)

c)Identifying and characterising
the nonlinear behaviour of the 
flexible wing model with NLMA 
to describe the origin of the 
nonlinearity. (C5)

A3. Development a 
computationally efficient 
technique for the model updating 
of flexible wings

a)Implementing a new global-
local surrogate-based 
optimisation algorithm and 
validating it against existing 
methods. (C6 and AD)

b)Introducing} a computationally
efficient FEMU technique and 
assessing its precision and 
reliability} for damage
detection against existing
methods. (C6 and AD)

c)Validating the technique for 
the FEMU of the flexible wing 
model using experimental data 
from A2. (C7)

Figure 1.1: Objectives and thesis structure. C# and A#, respectively, define the
Chapter number and Appendix letter.

following two component-based approaches to validate their merits. Good results

are achieved in terms of model errors and computational efficiency.

Apart from full articles, also two other research outputs are made within this

doctoral research in the form of Conference Proceedings. The first work is a

preliminary version of the work in Chapter 2 dealing with rEGO, while the second

is related to some additional testing carried out on the wing. The former is related

to A3 and it can be found in Appendix D, while the latter is to A2 and it is found in

Appendix E.

Even if the thesis is a collection of self-contained works, these works are

strongly linked. First, the three main objectives are strictly complementary. In fact,

first SI is considered (A1), before applying the techniques to experimental data

(A2) and finally, using the data from A2, to build a reliable model (A3). Figure 1.1

condenses the relation between all of the chapters and the thesis structure.

The remaining of this Chapter recaps on the research output linked to this

thesis, then Chapters 2 to 7 will include the above-mentioned works. Finally, this

research is closed by the conclusions and some final remarks on future works in

Chapter 8.
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1.4 List of Research Outputs

There are two types of research outputs within this thesis: journal articles and

conference proceedings. The following journal articles have been completed,

submitted or published:

Dessena, G., Civera, M., Zanotti Fragonara, L., Ignatyev, D.I., Whidborne, J.F.

(2023). A Loewner-based system identification and structural health monitoring

approach for mechanical systems, [Accepted] Structural Control and Health Mon-

itoring - (Chapter 2)

Dessena, G., Ignatyev, D.I., Whidborne, J.F., Pontillo, A., Zanotti Fragonara, L.

(2022). Ground vibration testing of a flexible wing: A benchmark and case study.

Aerospace, 9(8), 438. DOI: 10.3390/aerospace9080438 - (Chapter 3)

Dessena, G., Civera, M., Ignatyev, D.I., Whidborne, J.F., Zanotti Fragonara, L.

(2023). Comparative study on novel modal parameters extraction methods for

aeronautical structures, in preparation [aimed at Aerospace Science and Tech-

nology ] - (Chapter 4)

Dessena, G., Pontillo A., Ignatyev, D.I., Whidborne, J.F., Zanotti Fragonara, L.

(2023). Identification of nonlinearity sources in a flexible Wing: a case study, in

preparation [aimed at Journal of Aerospace Engineering] - (Chapter 5)

Dessena, G., Ignatyev, D.I., Whidborne, J.F,, Zanotti Fragonara, L. (2023). A

global-local meta-modelling technique for model updating, [Submitted] Computer

Methods in Applied Mechanics and Engineering - (Chapter 6)

Dessena, G., Pontillo A., Ignatyev, D.I., Whidborne, J.F., Zanotti Fragonara, L.

(2023). An iterative approach for the model updating of flexible wings, in prepara-

tion [aimed at Chinese Journal of Aeronautics] - (Chapter 7)

In addition, two Conference Proceedings are added in Appendices D and E:

Dessena, G., Ignatyev, D.I., Whidborne, J.F., Zanotti Fragonara, L. (2023). A

Kriging Approach to Model Updating for Damage Detection. In: Rizzo, P., Milazzo,

https://doi.org/10.3390/aerospace9080438


CHAPTER 1. INTRODUCTION 12

A. (eds) European Workshop on Structural Health Monitoring. EWSHM 2022.

Lecture Notes in Civil Engineering, vol 254. Springer, Cham. DOI: 10.1007/

978-3-031-07258-1 26 - (Appendix D)

Dessena, G., Ignatyev, D.I., Whidborne, J.F., Pontillo, A., Zanotti Fragonara, L.

(2022). Ground Vibration Testing of a High Aspect Ratio wing with Revolving

Clamp. In: 33rd Congress of the International Council of the Aeronautical Sci-

ences (ICAS) – Stockholm, 4–9 September 2022. DOI: 10.17862/cranfield.rd.20486229

- (Appendix E)

Authors’ contributions information are available, in the CRediT taxonomy1 for-

mat, in Appendix A.
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[8] J. P. Nöel, L. Renson, G. Kerschen, B. Peeters, S. Manzato, and J. De-

bille, “Nonlinear dynamic analysis of an F-16 aircraft using GVT data,” in

IFASD 2013 - International Forum on Aeroelasticity and Structural Dynam-

ics, 2013, pp. 1–13 (cit. on p. 2).

https://doi.org/10.2514/6.2019-1594
https://doi.org/10.2514/6.2019-1592
https://doi.org/10.2514/6.2019-1592


Chapter 2

A Loewner-based System

Identification and Structural Health

Monitoring Approach for

Mechanical Systems1

Abstract

Data-driven Structural health monitoring (SHM) requires precise estimates of the

target system behaviour. In this sense, SHM by means of modal parameters is

strictly linked to system identification (SI). However, existing frequency domain

SI techniques have several theoretical and practical drawbacks. This paper pro-

poses using an input-output system identification technique based on rational in-

terpolation, known as the Loewner framework (LF), to estimate the modal proper-

ties of mechanical systems. Pioneeringly, the Loewner framework mode shapes

and natural frequencies estimated by LF are then applied as damage-sensitive

1This is an adapted version of the following journal article accepted to Structural Control and
Health Monitoring on the 27th February 2023: Dessena, G., Civera, M., Zanotti Fragonara, L., Ig-
natyev, D. I., Whidborne, J. (2023). A Loewner-based System Identification and Structural Health
Monitoring Approach for Mechanical Systems

14
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features for damage detection. To assess its capability, the Loewner framework is

validated on both numerical and experimental datasets and compared to estab-

lished system identification techniques. Promising results are achieved in terms

of accuracy and reliability.

2.1 Introduction

The use of vibration-based data in structural health monitoring (SHM) is an im-

portant topic, traditionally based on the identification of modal parameters [1, 2]

obtained through system identification (SI). Thus, effective and precise SI is of

paramount importance for damage detection; yet several alternative strategies

exist for SI.

These SI methods can be divided into many categories, depending on the

data domain (time or frequency) and the identification procedure (input-output

or output only). Input-output data are usually obtained by experimental modal

analysis (EMA) [3], while output-only data are collected with operational modal

analysis (OMA) techniques [4]. Recent advances have focused on frequency

domain techniques and EMA for the SHM of engineering systems [5–7]. Output-

only SI was applied for monitoring multi-span bridges by [8] and for arch dams by

[9].

In this context, the input-output SI method applied in this work is the Loewner

framework (LF): an interpolation-based SI method for the model order reduction

(MOR) of large-scale dynamical systems first introduced by Antoulas and co-

authors in electrical engineering [10, 11].

This work aims to demonstrate the LF’s suitability as an efficient means for

the extraction of modal parameters, by comparing it to other state-of-the-art tech-

niques for SHM purposes modal parameters-based damage detection, as it will

be shown in the later sections of this paper. Sensitivity, accuracy, and precision
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of the identified modal parameters are fundamental for their use in damage de-

tection. Therefore, the SHM problem is the perfect platform for the validation of

the LF against existing and well-known SI techniques.

The main contributions of this work are:

(i) The use of the LF to extract the modal parameters of mechanical systems;

(ii) The application of the LF for SHM.

To the authors’ best knowledge, this is the first time these have been at-

tempted. To this aim, the LF implementation proposed in [10–12] is modified to

accommodate for the extraction of modal parameters, such as natural frequencies

(ωn), damping ratios (ζn) and mode shapes (φφφ n). The goodness of the proposed

method is evaluated on a numerical system, where the robustness to noise is also

tested, and on a well-known experimental benchmark.

In the rest of this section, a brief recall of the two concepts of SI and SHM

is given. For comparability, two well-known alternatives, numerical algorithms for

subspace state space system identification (N4SID) in the time domain and a

frequency domain version of least-squares complex exponential (LSCE) are here

recalled as well, before moving to the discussion of LF in the next section.

2.1.1 System identification

This subsection focuses on linear SI from input-output data in the time and fre-

quency domain. Readers interested in a more comprehensive review are directed

to [13].

Subspace state space system identification (SSI) methods, particularly N4SID,

are, predominantly, time domain methods for SI and are regarded as the state-

of-the-art methods for linear experimental and operational modal analysis (EMA

and OMA) in all fields of industrial and civil engineering. For this work, N4SID is
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considered, since input-output data is used. Linear SSI methods, like N4SID, aim

to characterise systems in state space form of a linear time-invariant (LTI) system

under known excitation [14, 15]:

xxxk+1 = AAAxxxk +BBBuuuk +wwwk

yyyk =CCCxxxk +DDDuuuk + vvvk

with ÊEE


wwwp

vvvp

(wwwT
q vvvT

q )

=

QQQ SSS

SSST RRR

δpq ≥ 0 (2.1)

AAA ∈Rn×n is the system matrix, BBB ∈Rn×m is the input matrix, CCC ∈Rl×n is the output

matrix and DDD ∈ Rl×m direct feed-through matrix. m is the number of inputs, while

l is the number of outputs and n is the order of the unknown system. The vectors

uuuk ∈ Rm×1 and yyyk ∈ Rl×1 are the measurements at time instant k of, respectively,

the inputs and outputs of the process. The vector xxxk is the state vector of the

process at discrete time instant k and vvvk ∈ Rl×1 is the measurement noise and

wwwk ∈ Rn×1 is called the process noise. vvvk and wwwk are assumed to be zero mean,

stationary white noise vector sequences and uncorrelated with the inputs uuuk. The

matrices QQQ ∈ Rn×n, SSS ∈ Rn×l, and RRR ∈ Rl×l are the covariance matrices of vvvk and

wwwk, while ÊEE is the expected value operator and δpq is the Kronecker delta.

In brief, the identification procedure of N4SID can be seen as a two-step pro-

cess: in the first instance, the input-output data is used to develop, via projection

and SVDs, the extended observability matrix and an estimate of the state se-

quence. This, with a given set of weights specific to N4SID, is used to solve a

simple set of overdetermined equations, in the least squares sense, to obtain the

state space matrices and noise model.

The interested reader is referred to [14–16] for a comprehensive theoretical

background on SSI and N4SID. No further theoretical background on the method

is provided in the remainder of the article, as N4SID is only considered as a

benchmark method for the scope of this article.

Another industry standard method [17] chosen for this work is a frequency
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domain variant of LSCE. LSCE identification is an evolution of the complex ex-

ponential (CE) [18, 19] method which overcomes the single-input single-output

(SISO) limitation of the latter, acquiring single-input multi-output (SIMO) capabil-

ities. The LSCE implementation used within this work starts by computing, via

inverse Fourier transform, the impulse response functions (IRFs) from the ac-

quired frequency response functions (FRFs) and by fitting to the response a set

of complex damped sinusoids using Prony’s method; hence, allowing to find the

poles of the systems and its mode shapes. the decrease of [20, 21] for a more

mathematical-based background of the method. The algorithms used within this

work to implement N4SID and LSCE are, respectively, adaptations of MATLAB’s

n4sid and modalfit functions.

2.1.2 Structural health monitoring

Damage, generally, is defined as a change in a system which undermines or

affects its operational capability [1, 22]. The process of implementing a damage

detection strategy for aerospace [23], civil [24] and mechanical engineering infras-

tructure [25] is known as SHM. SHM strategies can be divided into two categories:

direct and indirect methods [26]. The latter involves model-based methods [27]

and the former often relies on data-driven (especially vibration-based) strategies

[2].

In the latter case, modal parameters, such as ωn, ζn, and φφφ n, are chosen as

damage indicators, because they are easily identifiable from vibrational data [28]

and have a direct relationship with the mass and stiffness of the target struc-

ture [2, 29]. These can serve different purposes, for instance, damage severity

assessment and damage localisation. ωn work best for identifying the severity

of the damage, but less so for the localisation as they can easily be buried by

environmental and operational variations [30], since the change in frequency is

usually very small. On the other hand, φφφ n are more suited for damage localisa-
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tion, which is, usually, done by detecting a difference between the baseline and

damaged φφφ n. ζn are usually the least-used modal parameter as a standalone

damage indicator, because it can be misleading due to its nature. In fact, ζn has a

strong dependence on non-structural factors, so it is difficult to extract the extent

of the change which is due to damage and which is not [6, 31].

For the scope of this work, ωn is be used to assess the damage severity and

φφφ n for damage localisation, while ζn is only used to evaluate the goodness of

the identification with and without damage. Damage quantification is obtained by

computing the relative change of the corresponding ωn between the baseline and

damaged cases, while localisation is achieved by comparing the baseline and

damaged φφφ n. These approaches are well documented in the literature.

The remainder of the article is organised as follows. As anticipated, the LF

theory for SI is discussed in the next section, starting from the Loewner matrix.

Then, the LF is used on a numerical example, a 9 DoF system, to assess both the

effect of noise on the LF identification and its sensitivity to damage. The results

on the noise-free cases are also compared with N4SID and LSCE. Next, the LF

SI capability is experimentally compared to N4SID and LSCE on the three-storey

structure from the Engineering Institute (EI) at Los Alamos National Laboratory

(LANL), where the LF is able to correctly identify modal properties and damage

over the 17 cases of the dataset. Finally, the article ends with the Conclusions.

2.2 The Loewner framework

Only recently has the LF been applied for SI of electrical [10, 11] and aerody-

namic [32] systems. Here it is proposed for mechanical systems, in particular for

the detection of modal properties and, so, for SHM purposes. To the knowledge

of the authors, this has not been previously proposed. In this section, the mathe-

matical background of the LF is provided. The discussion starts by introducing the
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Loewner matrix (L), then the Loewner pencil (L,Ls). Finally, the realisation prob-

lem based on the Loewner pencil is discussed. The section ends by introducing

the authors’ contribution to this framework.

The LF actively fits a set of frequency domain data, in the form of FRFs, via

rational interpolation, which aims at representing a given function as the quotient

of two polynomials. In this case, the Loewner interpolant, matrix L, is then used

to create, or realise, a state space representation of the data for a given order k.

The final goal does not differ from more established techniques for mechanical

systems, like rational fraction polynomial (RFP) [33], or from the recently devel-

oped [6, 7] Fast Relaxed Vector Fitting (FRVF) [34], which is an evolution of the

well known Vector Fitting (VF) [35]. Nevertheless, the LF’s main attribute is to

provide a trade-off between accuracy of fit and complexity of the model by over-

coming the severely ill-conditioning of current fitting processes [10, 36]. The LF is

a linear SI method, despite some extensions being developed for limited nonlin-

ear problems, such as the Hammerstein cascaded dynamical systems [37]. For

this work, the classical linear LF is considered.

2.2.1 Loewner Matrix

The matrix L is defined as follows [38]:

Given a row array of pairs of complex numbers (µ j,vvv j), j = 1,...,q, and a col-

umn array of pairs of complex numbers (λi,www j), i = 1,...,k, with λi, µ j distinct, the

associated L, or divided-differences matrix is:

L=


vvv1−www1
µ1−λ1

· · · vvv1−wwwk
µ1−λk

... . . . ...
vvvq−www1
µq−λ1

· · · vvvq−wwwk
µq−λk

 ∈ Cq×k (2.2)

If there is a known underlying function φφφ , then wwwi = φφφ(λi) and vvv j = φφφ(µ j).
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Loewner established a connection between L and rational interpolation, also

known as Cauchy interpolation. This allows interpolants based on determinants

of submatrices of L [39]. In fact, rational interpolants can be derived from L,

according to [36, 40, 41], from the Loewner pencil and this approach is considered

for the remainder of this work. The Loewner pencil comprises (L,Ls), where Ls is

the Shifted Loewner matrix, which is defined later.

The concept of interpolation and rational interpolation is not be discussed any

further, as they are out of the scope of this work; for further reading, the interested

reader is referred to [42, 43].

2.2.2 The Loewner realisation

Let us consider an LTI dynamical system ΣΣΣ with m inputs and p outputs, and k

internal variables in descriptor-form representation which is given by:

ΣΣΣ : EEE
d
dt

xxx(t) = AAAxxx(t)+BBBuuu(t)

yyy(t) =CCCxxx(t)+DDDuuu(t)
(2.3)

where xxx(t) ∈ Rk is the internal variable, uuu(t) ∈ Rm is the function’s input and

yyy(t) ∈ Rp is the output. The constant matrices are:

EEE,AAA ∈ Rk×k, BBB ∈ Rk×m CCC ∈ Rp×k DDD ∈ Rp×m (2.4)

when the matrix AAA−λEEE is non singular for a given finite value λ , such that λ ∈C, a

Laplace transfer function, HHH(s), of ΣΣΣ can be defined in the form of a p×m rational

matrix function:

HHH(s) =CCC(sEEE −AAA)−1BBB+DDD (2.5)

Let us consider the more general case of tangential interpolation, also known as

rational interpolation along tangential directions [44]. The right interpolation data
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are:

(λi;rrri,wwwi), i = 1, . . . ,ρ

ΛΛΛ = diag[λ1, . . . ,λk] ∈ Cρ×ρ

RRR = [rrr1 . . .rrrk] ∈ Cm×ρ

WWW = [www1 . . . wwwk] ∈ Cρ×ρ

}
(2.6)

Likewise, the left interpolation data:

(µ j, lll j,vvv j), j = 1, . . . ,v

MMM = diag[µ1, . . . ,µq] ∈ Cv×v

LLLT = [lll1 . . . lllv] ∈ Cp×v

VVV T = [vvv1 . . . vvvq] ∈ Cm×v

}
(2.7)

λi and µ j are the values at which HHH(s) is evaluated. The vectors rrri and lll j are,

respectively, the right and left tangential general directions, which are selected

randomly in practice [32], and wwwi and vvv j are the right and left tangential data. The

rational interpolation problem is solved when the transfer function HHH, associated

with realisation ΣΣΣ in Equation (2.3), is linked to wwwi and vvv j:

HHH(λi)rrri = wwwi, j = 1. . . . ,ρ and llliHHH(µ j) = vvv j, i = 1, . . . ,v (2.8)

such that Equation (2.8) is satisfied via the Loewner pencil.

Now, let us consider a set of points Z = {z1, . . . ,zN} within the complex plane,

a rational function yyy(s), such that yyyi := yyy(zi), i = 1, . . . ,N, and let Y = {yyy1, . . . ,yyyN}.

Then by considering the left and right data partition as:

Z = {λ1, . . . ,λρ}∪{µ1, . . . ,µv} and Y = {www1, . . . ,wwwρ}∪{vvv1, . . . ,vvvv} (2.9)

with N = p+ v; hence, the matrix L becomes:
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L=


vvv1rrr1−lll1www1

µ1−λ1
· · · vvv1rrrρ−lll1wwwρ

µ1−λρ

... . . . ...

vvvvrrr1−lllvwww1
µv−λ1

· · · vvvvrrrρ−lllvwwwρ

µv−λρ

 ∈ Cv×ρ (2.10)

Since vvvvrrrp and lllvwwwp are scalars, L satisfies the Sylvester equation in such a

fashion:

LΛΛΛ−MMML= LLLWWW −VVV RRR (2.11)

Now, Let us define the shifted Loewner matrix, Ls, as the L corresponding to

sHHH(s):

Ls =


µ1vvv1rrr1−λ1lll1www1

µ1−λ1
· · · µ1vvv1rrrρ−λρ lll1wwwρ

µ1−λρ

... . . . ...
µvvvvvrrr1−λ1lllvwww1

µv−λ1
· · · vvvvrrrρ−lllvwwwρ

µv−λρ

 ∈ Cv×ρ (2.12)

Likewise, the Sylvester equation is satisfied as follows:

LsΛ−MMMLs = LLLWWWΛΛΛ−MMMVVV RRR (2.13)

Let us consider Equation (2.5) and, particularly, matrix DDD. As shown in [41], the

DDD-term is incorporated in the other matrices as it does not influence interpolation;

hence, DDD is set to 0 per convention. So, Equation (2.5) becomes:

HHH(s) =CCC(sEEE −AAA)−1BBB (2.14)

A realisation of the smallest possible dimension exists only when it is com-

pletely controllable and observable. Hence, when the data is assumed to be

sampled from a system for which the transfer function can be described by Equa-

tion (2.14), the generalised tangential observability, Ov, and generalised tangen-



CHAPTER 2. A LOEWNER-BASED SI APPROACH 24

tial controllability, Rρ , are defined as follows [11]:

Ov =


lll1CCC(µ1EEE −AAA)−1

...

lllvCCC(µqEEE −AAA)−1

 ∈ Rv×n (2.15)

Rρ =

[
(λ1EEE −AAA)−1BBBrrr1 · · · (λρEEE −AAA)−1BBBrrrρ

]
∈ Rn×ρ (2.16)

Now, let us incorporate Equations (2.15) and (2.16) into, respectively, Equa-

tions (2.10) and (2.12):

L j,i =
vvv jrrri − lll jwwwi

µ j −λi
=

lll jHHH(µi)rrri − lll jHHH(λi)rrri

µ j −λi
=−lll jCCC(µ jEEE −−−AAA)−1EEE(λiEEE −AAA)−1BBBrrri

(2.17)

(Ls) j,i =
µ jvvv j −λilllwwwi

µ j −λi
=

µ jlll jHHH(µi)rrri −λilll jHHH(λi)rrri

µ j −λi
=−lll jCCC(µ jEEE −AAA)−1AAA(λiEEE −AAA)−1BBBrrri

(2.18)

First, let us first consider the case of minimal amount of data, where it is

assumed p = v. The assumption is based on the fact that no duplicated data is

allowed in RRR and LLL. Thus, rearranging Equations (2.15) and (2.16) into (2.17) and

(2.18):

L=−OvEEERρ Ls =−OvAAARρ (2.19)

Then, letting the Loewner pencil be a regular pencil, in the sense of eig((L,Ls)) ̸=

(µi,λi):

EEE =−L, AAA =−Ls, BBB =VVV , CCC =WWW (2.20)
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Accordingly, the interpolating rational function is described as:

HHH(s) =WWW (Ls − sL)−1VVV (2.21)

The aforementioned derivation refers to the minimal amount of data instance,

which is rarely the case when dealing with real data. Nevertheless, the LF is

extendable to redundant data. Firstly, let us assume:

rank[ζL−Ls] = rank[LLs] == rank

L

Ls

= k, ∀ζ ∈ {λ j}∪{µi} (2.22)

Secondly, the short Singular Value Decomposition (SVD) of ζL−Ls is computed:

svd(ζL−Ls) = YYY ΣΣΣlXXX (2.23)

where rank(ζL−Ls) = rank(ΣΣΣl) = size(ΣΣΣl) = k,YYY ∈Cv×k and XXX ∈Ck×ρ . Thirdly, note

that:

−AAAXXX +EEEXXXΣΣΣl = YYY ∗LsXXX∗XXX −YYY ∗LXXX∗XXXΣΣΣl = YYY ∗(Ls −LΣΣΣl) = YYY ∗VVV RRR = BBBRRR (2.24)

and likewise, −YYY AAA+MMMYYY EEE = LLLCCC such that XXX and YYY are, respectively, the gener-

alised controllability and observability matrices for the system ΣΣΣ with DDD = 0. After

checking for the right and left interpolation conditions, the Loewner realisation for

redundant data is:

EEE =−YYY ∗LXXX , AAA =−YYY ∗LsXXX ,,, BBB = YYY ∗VVV , CCC =WWWXXX (2.25)

The formulation of Equation (2.25) – i.e. the Loewner realisation for redundant

data – is going to be considered in the remainder of this work. The interested
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reader is referred to [36, 41] for a more in-depth discussion of each step.

2.2.3 The algorithm

Having outlined the general process to characterise a system, in the form of Equa-

tion (2.25), the general application is applied to the specific case of frequency

domain data. Of particular interest is the application in [10, 11] and its MATLAB

implementation [45] for a MIMO system. These advances were of service to

the authors to develop their application to mechanical systems. Particularly, the

implementation deviates from that proposed in [10, 11, 45] as it introduces the

identification of modal parameters, thus making the LF a viable instrument for the

identification of modal parameters of linear mechanical system. The implemen-

tation is outlined in Algorithm 1 and a MATLAB implementation is available from

a Cranfield Online Research Data (CORD) entry [46].

Algorithm 1: The LF for mechanical systems algorithm
Input: The system’s FRFs as HHH(ω), the frequency vector as ω, and the

LF order as n
Output: A matrix with the modal properties (ωn, ζn, and φφφ n), the Loewner

realisation, and [EEE,AAA,BBB,CCC,DDD]
1 [L,Ls,VVV , WWW , µ, λ ] = loewner( jω, HHH, ω);[11, 45]
2 [XXX ,YYY ] = svd(L) and enforce order k of the LF: XXXk = XXX(:,1 : k);

YYY k = YYY (:,1 : k);
3 Find [EEE,AAA,BBB,CCC] as per Equation (2.25)
4 Ensure poles stability: if necessary, turn EEE into an identity matrix;
5 Set DDD = 0;
6 Obtain [EEE,AAA,BBB,CCC,DDD] and the Loewner realisation;
7 Convert from descriptor state-space model to continuous state-space

model;
8 Compute the system poles and obtain ωn, ζn, and φφφ n.

In Algorithm 1, the function loewner creates L, Ls, and the interpolation data

matrices, VVV and WWW by following the process outlined in Equations (2.6) to (2.13).

The data in HHH is sampled in the right and left data vectors, respectively, in such

a fashion: 1:2:end and 2:2:end (using MATLAB notation). Then, the generalised

https://doi.org/10.17862/cranfield.rd.16636279
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tangential directions vectors are generated as random vectors, using the randn

MATLAB function. After having established the right and left data, it is trivial,

by following the abovementioned proofs, to obtain the L, Ls and the interpola-

tion data matrices, VVV and WWW , and progress in the algorithm. The authors’ main

contribution is outlined in points 7 and 8 of the Algorithm.

2.3 Numerical case study

In order to investigate the goodness of fit and the effect of noise on the results of

the LF-based SI, a numerically simulated 9 DoF mass-spring-damper system, as

shown in Figure 2.1, is developed. The system consists of nine masses, such that

mn = 1 kg, adjacently linked with springs, such that kn = 5000 Nm-1, and dampers,

characterised by the critical damping ratio of ζn = 1%∀n.

Figure 2.1: 9 DoF system: schematic diagram.

The numerical model is excited with a unit (1 N) rectangular impulse applied

to the first mass as input force, the data are recorded at a sampling frequency

fs = 200 Hz, with a frequency resolution of ∆ f = 0.05 Hz. According to the Nyquist

criterion, only frequencies up to 100 Hz are inspected, this is however not an issue

since all nine modes fall into this frequency range. The receptance FRFs are

extracted by dividing the fast Fourier transform (FFT) of the output displacement

recordings by the input force FFT, at each output channel (i.e. at each mass and

DoF). Note that the algorithm can be applied both in a SISO or a SIMO fashion.

For brevity, only the results for a SIMO application (considering all the available

output channels at once) are reported and discussed.
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The response of the modelled system is considered with and without artifi-

cially added additive white Gaussian noise, to test its robustness to measurement

noise. The error is calculated with respect to the known numerical results. For

the idealised noise-free scenario, the LF is able to correctly identify ω1−9, with a

maximum discrepancy of 0.025%, ζ1−9, and φφφ 1−9, demonstrated [47] with a MAC

(Modal Assurance Criterion) of unity for all modes. The MAC is computed with

the usual [48] formulation:

MAC(φφφ b,φφφ e) =

(
φφφ T

b φφφ e
)2(

φφφ T
b φφφ b

)(
φφφ T

e φφφ e
) (2.26)

where the b and e subscripts respectively represent the baseline and the mode

shape to be compared.

Before introducing the investigation of noise effects in the numerical system, it

is beneficial to compare the precision of LF with that of N4SID and LSCE against

the known ground truth (benchmark). In Tables 2.1 to 2.3 ωn, ζn, and φφφ n are

compared for the noiseless case.

Table 2.1: Natural frequencies, in Hz, identified via LF, N4SID, and LSCE and
their relative difference to the numerical values.

Natural Frequency [Hz] - (relative difference - %)
Mode Benchmark LF N4SID LSCE Mode Benchmark LF N4SID LSCE

#1 1.859 1.859 1.859 2.647 #6 17.762 17.766 17.762 16.144
- (0.025) (-) (42.394) - (0.025) (-) (-9.106)

#2 5.525 5.527 5.525 5.963 #7 19.795 19.800 19.795 19.046
- (0.025) (-) (7.923) - (0.025) (-) -3.784

#3 9.041 9.044 9.041 9.311 #8 21.288 21.294 21.288 21.705
- (0.025) (-) (2.982) - (0.025) (-) 1.956

#4 12.311 12.314 12.311 12.012 #9 22.201 22.206 22.201 22.694
- (0.025) (-) (-2.425) - (0.025) (-) 2.219

#5 15.244 15.248 15.244 15.420
- (0.025) (-) (1.150)

ωn, ζn, and φφφ n

From Tables 2.1 to 2.3, it is clear that the parameters identified via LF and

N4SID are extremely coherent with the numerical values. In fact, N4SID is virtu-

ally identical for every parameter, while LF shows a very slight (0.025 %) differ-
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Table 2.2: Damping ratios identified via LF, N4SID, and LSCE and their relative
difference to the numerical values.

Damping Ratio [-] - (relative difference - %)
Mode Benchmark LF N4SID LSCE Mode Benchmark LF N4SID LSCE
#1 0.010 0.010 0.010 0.096 #6 0.010 0.010 0.010 0.019

- (-) (-) (864.412) - (-) (-) (90.889)
#2 0.010 0.010 0.010 0.056 #7 0.010 0.010 0.010 0.017

- (-) (-) (456.304) - (-) (-) (69.254)
#3 0.010 0.010 0.010 0.036 #8 0.010 0.010 0.010 0.013

- (-) (-) (261.094) - (-) (-) (25.981)
#4 0.010 0.010 0.010 0.025 #9 0.010 0.010 0.010 0.011

- (-) (-) (149.527) - (-) (-) (12.645)
#5 0.010 0.010 0.010 0.002

- (-) (-) (-81.580)

Table 2.3: MAC values between the mode shapes obtained from LF, N4SID, and
LSCE and the numerical value.

MAC value (computed with respect to the benchmark). [-]
Mode Benchmark LF N4SID LSCE Mode Benchmark LF N4SID LSCE
#1 1 1 1 0.979 #6 1 1 1 0.124
#2 1 1 1 0.110 #7 1 1 1 0.025
#3 1 1 1 0.034 #8 1 1 1 0.001
#4 1 1 1 0.005 #9 1 1 1 0.018
#5 1 1 1 0.110

ence for ωn, but perfect adherence to the numerical values for ζn, and φφφ n. On the

other hand, LSCE performance is very poor. Errors for the ωn identification are

above 40 % and 800 % for ζn. This tendency is also confirmed for φφφ n, for which

only the first mode is acceptably coherent with the numerical results. The poor

performance of LSCE could be explained by the closely spaced modes included

in the dataset. Due to its computation steps, LSCE is only able to build a rank-

deficient matrix and so misinterpret the closely-spaced modes. As is shown later

in the experimental case study, LSCE works fine for sparser modes.

It can be said that for noiseless scenarios, even for closely spaced modes, the

LF can perform similarly to the most established technique, N4SID, and better

than others e.g. LSCE. This is the first step toward proving the feasibility of LF

as a SI method. A test of the LF robustness to noise follows and anticipates a

potential application for SHM. The same numerical system as above is used for

these studies.
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2.3.1 Investigation of noise effects

The effects of noise on the Loewner-based SI are investigated numerically as

follows. The signal is corrupted at the input, at the output, and/or at both with

a noise range between 0 and 25 with intervals of 1%, totalling 75 independent

cases. The percentage of noise is defined as a fraction of the signal’s standard

deviation, σ . As an overall metric of fitness between the numerically derived

receptance FRF and the Loewner realisation, a deviation quantity is introduced

as local Root Mean Square Error (RMSEi j) between the FRFs’ columns at a given

frequency step and is defined with the following formulation:

RMSEi j =

√∣∣∣∣( f f it
i ( j)− fi( j)

)∣∣∣∣2 (2.27)

where f f it
i ( j) indicated as the Loewner realisation’s column at the given frequency

vector index j, likewise fi( j) as the FRFs’ columns at at the corresponding fre-

quency and the subscript i the given FRF column. Alongside RMSEi j, the global

Root Mean Square Error (RMSE) is introduced with its usual formulation:

RMSE =

√√√√1
I

I

∑
i=1

1
K

K

∑
j=1

∣∣∣∣( f f it
i ( j)− fi( j)

)∣∣∣∣2 (2.28)

where I is the number of FRFs’columns and the other notation is consistent with

Equation (2.27). The number of frequency points, K, is given by fs/2/∆ f , which

returned 2000. The results on the goodness of fit of the model for input-output

0, 1, and 5% noise are presented in in Figure 2.2, Figure 2.3 shows the effect of

noise, in all cases, for the correlation of ωn, ζn and φφφ n and, lastly, Figure 2.4 shows

the effect of noise on the overall RMSE, mean of the RMSE over its samples, per

given noise level and iteration.

By analysing Figure 2.2, the FRFs of the nine channels are superimposed for

conciseness, with the numerical data represented by a blue line and the fitted
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(a)

(b)

(c)

Figure 2.2: 9 DoF system: the 9 DoF system numerical receptance FRF is com-
pared with LF’s transfer function results for the 0% (Figure 2.2a), 1% (Figure 2.2b),
and 5% (Figure 2.2c) input-output noise cases. In each subfigure, from left to
right, the gain’s absolute value and the phase angle are presented, for concise-
ness all 9 channels are superimposed.

model by a dashed red line. As expected, the deviation, indicated by the green

line, increases with the noise, particularly for high DoF. However, the absolute

value of the deviation does not rise significantly with increasing noise, excluding

the noise-free scenario. Considering these early results on a numerical model, it
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 2.3: 9 DoF system: In Figures 2.3a to 2.3c the effect of input only noise
on ωn is investigated , while in Figures 2.3d to 2.3f and Figures 2.3g to 2.3i the
effect of output only and input-output noise is taken under scrutiny. The first col-
umn refers to the relative difference in ωn, in %, relevant to the numerical results.
Likewise, for the second column, but referring to the ζn, while the third column
reports on the MAC Value between the numerical and the estimated value of φφφ n.

could be asserted that, for the LF, phase modelling is more sensitive to noise than

peak amplitude. However, it should be noted that the deviation does not have a

constant value, particularly referring to Figure 2.2b. In fact, it seems linearly re-

lated to the frequency. A qualitative explanation of this phenomenon could be
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traced back to the nature of the LF as an interpolation matrix. The sum of mul-

tiple interpolation errors along the FRF could justify the deviation increase over

frequency. The minimum order case k = 18 (for the LF, the minimum order should

be two times the number of modes to be discovered in the frequency interval) is

considered in Figure 2.2b. However, the decay in performance over noise does

not constitute a problem, as shown in Figure 2.2, when addressing modal pa-

rameters as the order k of the Loewner realisation is raised accordingly and a

stabilisation diagram is used to detect the stable poles.

Figure 2.3 compares the correlation between numerical and estimated data

when subjected to noise. Figures 2.3a to 2.3c, show the results for the case of

input noise, Figures 2.3d to 2.3f for output noise, and, lastly, Figures 2.3g to 2.3i

show the input-output noise case. The main modal quantities, ωn, ζn, and φφφ n, are

considered. ωn and ζn estimation results are presented as the relative difference

(∆), in percentage, calculated by:

∆ =
xe − xb

xb
% (2.29)

where xe and xb represent. respectively, the estimated and baseline quantities.

As expected, the increase in noise is linked to a decrease in the identification

of the precision of the modal parameters by the LF. However, it should be noted

that input noise has a negligible effect compared to output only and input-output

noise. As shown in Figures 2.3a to 2.3c, for the input-only noise, the correlation

between the numerical and estimated properties is almost uninfluenced by any

noise level, even the most severe. Conversely, for output only and input-output

noise the ωn are almost always correctly identified for all cases and the φφφ n always

show good correlation for the first 5 modes. The ζn, as expected, appear to be

the most problematic quantity; in fact, for any case where noise is higher than 2%

and a mode higher than 3, considerable errors, exceeding 50%, are identified.
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Nevertheless, the ζn are correctly identified for all modes only with the 0% and

1% noise.

In Figure 2.4, the effect of the noise on the global RMSE is investigated over

five iterations, for statistical significance. It should be noted that the LF order

was set to its minimum order k. As already discussed, the global RMSE of the

input only noise is considerably lower, about five times, than the output and input-

output cases. In fact, while all three cases increase linearly with noise, the latter

two have a very similar trend and magnitude. Hence, output noise has a greater

effect on the goodness of the Loewner realisation than input noise.

(a) (b) (c)

Figure 2.4: 9 DoF system: Relationship between the noise level for input-only
(Figure 2.4a), output-only (Figure 2.4b), and input-output (Figure 2.4c) noise and
global RMSE. 95% ci stands for 95% confidence interval.

Overall, the above-mentioned results show that the LF is a promising method

for the identification of mechanical systems. Importantly, the value of global

RMSE never exceeds 5× 10−4 and Figure 2.4 shows that, for small enough val-

ues of noise, the modal properties are correctly identified. This is also confirmed

in Figures 2.2 and 2.3, where, as the level of noise increases the fitted model

deviated from the numerical data; however, this is particularly true for phase data

and ζn rather than amplitude, ωn and φφφ n.

From these numerical results, it can be said that the LF is able to correctly

identify the modal parameters of the numerical system even when it is artificially
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corrupted with noise. In particular, in the given study, the LF is virtually unaffected

by input noise; while output-only and input-output noise are found to have a similar

influence. Notably, the first three modes are always correctly identified, exception

made for ζn at high noise levels, at all noise levels. Notably, φφφ n are the least

affected parameter by noise and they are followed by ωn. However, ζn is the most

severely affected quantity by noise. In conclusion, the LF is a suitable alternative,

in terms of robustness to noise and precision, for the identification of the modal

parameters of mechanical systems. In addition, the robustness to noise of the

ωn and φφφ n identification makes makes the LF sensitive enough to detect small

variations under realistic conditions. This property makes it a valid candidate for

the SHM of mechanical systems, as is shown in the following subsection.

2.3.2 Investigation of structural damage effects

Having assessed the capability of the LF to identify mechanical systems, this

section investigates its ability to be employed as a SHM method, i.e. the capacity

of the LF to detect changes in ωn, ζn, and φφφ n according to a damage scenario.

For this scope, the 9 DoF system shown in Figure 2.1 is considered. In order to

simulate damage, the stiffness of the fifth element (k6) is reduced by 5, 10 and

30%. It should be made clear that ζn levels, in terms of damping ratio, are not

modified in the damaged system as they are heavily influenced by noise; hence,

comparison on ζn is deferred to the experimental example in the following section.

Noise is also taken into consideration; however, for SHM scopes, only the input-

output noise case is considered, as it is shown that input-only noise has negligible

effect and that output-only has a similar effect to input-output noise. The same

noise intervals as in the previous subsection are considered; hence, giving 26

cases per damage step and a total, over the three damage scenarios, of 78. The

results in this subsection are presented by comparing the identified ωn, in Hz, with

the numerical damaged counterpart, the same is done for ζn.



CHAPTER 2. A LOEWNER-BASED SI APPROACH 36

In order to measure φφφ n’s correlation with the numerical damaged case, the

MAC value between the numerical and the identified φφφ n, computed as per Equa-

tion (2.26), is selected as the figure of merit. Table 2.4 shows the ωn of the base-

line and damaged numerical cases, which serves as a source of comparison with

the data in Figure 2.5.

Table 2.4: 9 DoF system: natural frequencies, in Hz, of the numerical undamaged
and damaged cases.

Natural frequency [Hz]

Mode # Undamaged 5% 10% 30%

1 1.859 1.855 1.851 1.827
2 5.525 5.500 5.4719 5.327
3 9.041 9.040 9.039 9.030
4 12.311 12.243 12.170 11.796
5 15.244 15.235 15.226 15.176
6 17.762 17.693 17.617 17.239
7 19.795 19.737 19.677 19.433
8 21.288 21.261 21.231 21.095
9 22.201 22.098 22.010 21.784

Figure 2.5 shows that the LF detects all the damaged cases correctly for all

modes with noise level less than 3%, except for ζn, which confirms it to be the

parameter most influenced by noise. It is seen that for all noise level and damage

cases ωn, ζn, and φφφ n show good correlation, with the expected results, for the first

four modes. In addition, ωn and φφφ n are well correlated for the first eight modes. A

case of specific interest is the 5% stiffness reduction scenario, as it allows to prove

the capability of the LF to detect small changes in ωn, as highlighted in Table 2.4,

thus demonstrating the feasibility of the method for SHM. In addition, Figure 2.6

shows the effect of the three different damage scenarios, which, for brevity’s sake,

includes only the first three modes’ modal parameters. Since ζn is left unchanged,

Figures 2.6a and 2.6b, respectively, portray ∆ changes, as per Equation (2.29),

between the ω1−3 and plot φφφ 1−3 between the estimated undamaged and damaged

noiseless case. As shown, there is a clear relationship between the increase in
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 2.5: 9 DOF system - 30% damage (top), 10% damage (middle), 5% dam-
age (bottom): Results of the numerical study on the numerical case effected by
input-output noise: In Figures 2.5a, 2.5d and 2.5g the effect on ωn identification,
while in Figures 2.5b, 2.5e and 2.5h on ζn and, lastly, in Figures 2.5c, 2.5f and 2.5i
on φφφ n. In the legend A stays for numerical results and # n stands for Mode # n.

damage and ω1−3’s ∆ and in φφφ 1−3 trajectories. The difference between the base-

line and damaged ω1−3 increases and the φφφ 1−3 trajectory deviation gets more

pronounced as the damage increases; this allows, at least qualitatively, damage

severity assessment, in addition to damage detection. Moreover, the most signif-

icant deviation in the φφφ n trajectories happen within the fifth node; thus, allowing

for the use of LF for damage localisation as well.
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(a) (b)

Figure 2.6: 9 DoF system: Relative difference, in percentage, between baseline
and damaged cases in ωn for the first three modes (Figure 2.6a) and the first
three φφφ n for the numerical baseline and damaged cases (Figure 2.6b). The data
refers to the noiseless case identified by LF and the thicker grid line remarks the
damage location.

To summarise this set of results, the performance of the LF has been numeri-

cally evaluated for the detection of changes in ωn and φφφ n induced by progressive

stiffness reductions. As preliminarily shown for the baseline scenario, the iden-

tification of the damaged scenarios is coherent with the expected values for low

levels of noise. This translates to the possibility of using the extracted modal pa-

rameters for damage detection and localisation. As expected, the SI approach is

able to track the decrease of the three modes and it is shown that the expected

relationship between damage and caused by the stiffness reduction; the identified

modal coordinates reflect the φφφ n’s deviated trajectories, according to the severity

and location of the damage. This proves that the LF is precise and robust enough

to be used for damage detection in mechanical systems.

In the following section, the LF is again compared to N4SID, in the time do-

main, and to LSCE, in the frequency domain, to evaluate its SI and SHM capabil-

ities on a benchmark experimental case study.
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2.4 Experimental case study

Since the results presented for the numerical case demonstrate that the LF can

be a feasible alternative for the SI and SHM of mechanical systems, this study

is to test the reliability of the method against real data. The experimental case

study selected to extensively test the LF’s capabilities to detect and track changes

in the mechanical properties of the system (both mass and stiffness), even under

noisy conditions and with nonlinearities added to the system, is the well-known

[4, 49–51] three-storey frame structure benchmark experiment performed at the

EI at the LANL [52, 53].

The three-storey structure, Figure 2.7, is made of four plates (30.5 × 30.5 × 2.5

cm) linked to the correspondent vertex by a column assembled by bolted joints. A

total of 12 columns (17.7 × 2.5 × 0.6 cm) is used to make up the frame and an ad-

ditional one (15.0 × 2.5 × 2.5 cm) is suspended from the top floor and was used to

simulate nonlinear effects, intended to mimic a breathing crack mechanism [54],

with its interaction with a bumper placed on the second floor (see the zoomed-in

particular in Figure 2.7). The base plate is constrained on rails which allow move-

ment in the transverse direction only, which is also the direction of the input force,

acting on the base plate. The structure can be regarded as a 4 DoF system, with

each DoF corresponding to a floor, or plate. The frame structure and the shaker

are mounted on the same baseplate (76.2 × 30.5 × 2.5 cm). The input force from

the shaker to the structure is measured via a load cell with a nominal sensitivity

of 2.2 mV/N. Four accelerometers with nominal sensitivities of 1,000 mV/g are

attached at the centerline of each floor. Data is collected and processed by the

means of a Dactron Spectrabook and the shaker is driven by a Techron 5530

Power Supply Amplifier. The structure is excited with a band-limited random ex-

citation in the range of 20− 150 Hz. The lower limit is selected to avoid the rigid

body mode of the structure. A 2.6 V RMS in the Dactron system, approximately
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20 N RMS measured at the input, is set as the excitation level.

Figure 2.7: Three-storey frame structure: Experimental test set-up and schematic
diagrams of the the three-storey frame structure. (Adapted from [7, 52])

Table 2.5 lists all the scenarios, 17, that were tested. The first is the baseline

configuration, 2-3 changes in environmental conditions by the means of adding

mass, 4-9 stiffness reductions by changing columns thickness and 10-17 nonlin-

ear cases. Nonlinearity, as above-mentioned, is introduced with the extra columns

and bumper and it is regulated by the distance between the two. Notably, cases

10-14 are nonlinear only configurations, while 15-17 are nonlinear and environ-

mentally conditioned configurations. It is worth noting that LF is a linear SI

method; hence, nonlinearity, for the scope of this work, was considered as a

noise-like disturbance and not as a per se phenomenon. Hence, the identified pa-

rameters for this case refer to the underlying linear system and not to the bi-linear

stiffness induced by the bumper-stopper interaction. A total of 850 realisations,

50 for each case, exist, this allowed for an exhaustive statistical comparison of

the identification methods results. Each instance comes with a recorded input (in

terms of force, N, time histories - THs) and the four respective outputs (as accel-

eration THs, in g); consequently, 50 SIMO accelerance FRFs (considering all the

available output channels) are at disposal for any of the 17 cases. For adherence
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with the Système international of units, the output’s THs in g were converted to

ms−2.

Table 2.5: Three-storey frame structure: damage scenarios.

Case Description Case Description

1 Linear baseline 10 Nonlinear, distance between
bumper and column tip 0.20
mm

2 Linear, added mass of 1.2 kg
at the base

11 Nonlinear, distance between
bumper and column tip 0.15
mm

3 Linear, added mass of 1.2 kg
at the first floor

12 Nonlinear, distance between
bumper and column tip 0.13
mm

4 Linear, 87.5% stiffness reduc-
tion in one column of the first
inter-storey

13 Nonlinear, distance between
bumper and column tip 0.10
mm

5 Linear, 87.5% stiffness reduc-
tion in two columns of the first
inter-storey

14 Nonlinear, distance between
bumper and column tip 0.05
mm

6 Linear, 87.5% stiffness reduc-
tion in one column of the sec-
ond inter-storey

15 Nonlinear, bumper 0.20 mm
from column tip, 1.2 kg added
at the base

7 Linear, 87.5% stiffness reduc-
tion in two columns of the sec-
ond inter-storey

16 Nonlinear, bumper 0.20 mm
from column tip, 1.2 kg added
on the first floor

8 Linear, 87.5% stiffness reduc-
tion in one column of the third
inter-storey

17 Nonlinear, bumper 0.10 mm
from column tip, 1.2 kg added
on the first floor

9 Linear, 87.5% stiffness reduc-
tion in two columns of the third
inter-storey

For the scope of this work, the first mode of the three-storey structure is not

considered, because, as reported in literature [52, 53], it is not a vibration mode

but a rigid-body motion, for which there is no interest for the proposed applications

of the LF.
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2.4.1 Results

In Figure 2.8 the Loewner realisation corresponding to the minimum order, k = 6,

is compared with the accelerance FRF of selected cases, in this instance scenar-

ios # 1, # 4, and # 14; hence, taking under consideration the baseline scenario, a

damaged scenario, and a nonlinear scenario. This comparison features a single

instance of a given scenario for conciseness. Table 2.6 presents the µ values

of the identified ωn and ζn for the three cases of interest in Figure 2.8 alongside

benchmark [52] and literature [7], identified via FRVF, data. Also for concise-

ness, Table 2.6 and Figure 2.9 present the modal parameters identified by the

LF, LSCE, and N4SID for the selected cases. A more statistical approach was

considered for the ωn and ζn in Figure 2.10’s box plots, where LF results are mea-

sured against the value obtained by N4SID. Lastly, Figure 2.11 compares the ∆,

as per Equation (2.29), between the identified ωn and ζn values of three damaged

cases, 4, 5, and 9, and the baseline scenario, case # 1 and Figure 2.12 plots the

φφφ n of the cases just mentioned.

Figure 2.8 presents the results of the LF fitting over the accelerance FRFs of

a single instance of cases # 1 (Figure 2.8a), 4 (Figure 2.8b) and 14 (Figure 2.8c).

For all cases shown, the maximum deviation (green line) is, by an order of mag-

nitude, less than the unity for the gain amplitude. The red dashed line represents

the Loewner realisation and the blue line is the accelerance FRFs. Both ampli-

tude and phase seem to be correctly modelled by the LF; nevertheless, case # 14

shows that the noising effect of nonlinearity had a tangible effect on LF, particu-

larly on phase modelling.

As can be seen in Table 2.6, ωn values are very close for the three methods;

nevertheless, the ζn identification is not consistent for the last case for the LF.

In fact, case # 14’s ζn is severely underestimated by the LF, if compared with

N4SID and LSCE. As it will be discussed in depth later, this is also the case with

the other nonlinear scenarios. It should be noted that for the three cases under
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(a)

(b)

(c)

Figure 2.8: Three-storey structure: The FRF computed from the test data is com-
pared with the LF’s transfer function, for a single instance of cases # 1 (2.8a), 4
(2.8b) and 14 (2.8c). The absolute gain (left) and the phase angle (left)are pre-
sented with all 4 channels superimposed for conciseness.

scrutiny, LSCE overestimates ζ1−2, compared to N4SID. A good agreement is

detected between the modal parameters identified via LF within this paper and

the benchmark and literature results.
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Table 2.6: Three-storey structure: identified ωn, in Hz, and ζn of the scenarios #
1, 4, and 14 from benchmark [52], literature (FRVF [7]), N4SID, LSCE and LF.

Natural Frequency [Hz]

Scenario # Mode # 2 3 4
Benchmark 30.700 54.200 70.100
FRVF 30.890 54.740 71.610

1 N4SID 30.980 54.731 71.542
LSCE 30.992 54.594 71.432
LF 30.986 54.751 71.574
Benchmark 30.9 51.2 69.2
FRVF 30.65 51.54 70.05

4 N4SID 30.742 50.919 70.026
LSCE 30.735 51.103 70.041
LF 30.700 51.532 70.013
Benchmark 33.5 57.6 74.2
FRVF 31.73 56.98 73.71

14 N4SID 31.520 57.532 72.872
LSCE 32.093 57.886 73.886
LF 31.667 57.577 73.110

Damping Ratio [-]

Scenario # Mode # 2 3 4
Benchmark 0.063 0.020 0.010
FRVF 0.034 0.008 0.007

1 N4SID 0.033 0.008 0.006
LSCE 0.038 0.014 0.007
LF 0.029 0.007 0.006
Benchmark 0.071 0.022 0.006
FRVF 0.036 0.009 0,004

4 N4SID 0.033 0.011 0.003
LSCE 0.038 0.015 0.003
LF 0.028 0.009 0.003
Benchmark 0.071 0.022 0.010
FRVF 0.530 0.055 0.030

14 N4SID 0.035 0.018 0.017
LSCE 0.035 0.019 0.009
LF 0.016 0.005 0.001

Nevertheless, the LF is able to correctly identify the first three φφφ n of the non

rigid-body modes of the three-storey structure, as shown in Figure 2.9. The

values plotted are the µ values of the identified modal displacements for each

method. The blue solid line represents the N4SID identification, LF the red
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Figure 2.9: Three-storey structure: Mode shapes of non rigid-body motion modes
identified via N4SID, LSCE, and LF.

dashed line, and LSCE the black dashed-dotted line. The coherence within the φφφ n

is confirmed by the MAC matrix diagonal values between the identified φφφ n (N4SID

vs LSCE, N4SID vs LF, and LSCE vs LD) being unity, showing perfect correlation.

(a) (b)

Figure 2.10: Three-storey structure: Box plot of the ωn (a) and ζn (b) for each case
(over 50 instances). The median value is represented by the central red line, the
bottom and top blue edges of the box indicate the 25th and 75th percentiles and
the whiskers the largest and smallest data points not considered outliers. The red
plus symbol indicates the outlier values. The black saltire represents the mean
values identified via N4SID.

Lastly, the results of the LF identification of the 850 instances are weighted

against the µ values of the corresponding N4SID identification in Figure 2.10.

In Figures 2.10a and 2.10b the median value is represented by the central red

line, the bottom and top blue edges of the box show the 25th and 75th percentiles,

the whiskers the largest and smallest data points not considered outliers and
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the red Greek cross indicates the outlier values. These metrics give statistical

significance to the parameters identified via the LF. The identified ωn matches the

N4SID identified counterpart, while for ζn the LF struggles to match the N4SID

result. Generally, the LF underestimates in all scenarios the ζn, when compared

for N4SID; nevertheless, the difference is small, except for cases # 5, 13, and 14.

Cases # 13, and 14 also show the biggest difference between their 25th and 75th

percentiles for the ωn. The cause of this issue can be traced back to the high

nonlinearity of these two cases, which is perceived as noise by the LF, which is

sensitive to high noise levels. In general, the identified ωn are quite stable, except

for the mentioned cases. This is not the case for the ζn, particularly for the first

non rigid-body mode.

(a) (b)

Figure 2.11: Three-storey structure: ωn (Figure 2.11a) and ζn (Figure 2.11b) of
the undamaged and damaged settings, the y-axis indicates the relative change
(∆) in percentage.

Figure 2.11 shows the ∆ between cases 4, 5, and 9 and the baseline case, #

1. Cases # 4 and 5 are two similar damaged cases. The former experience a stiff-

ness reduction in one column of the first inter-storey, the latter in two columns of

the same inter-storey. Hence, their damage differs only in severity rather than lo-

calisation, which is the case for scenario # 9: featuring a stiffness reduction in two

columns of the third inter-storey. These facts are well represented in Figure 2.11a,
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Figure 2.12: Three-storey structure: φφφ n of the undamaged and damaged (cases
# 4, 5, and 9) settings.

as the ∆ of the identified ωn increases in between cases # 4 and 5 and case # 9

experience a negative ∆, as expected in a damaged scenario. On the ζn side,

Figure 2.11b reports on the ∆ between the identified ζn in the damaged cases

and the baseline cases. However, as is well-known, changes in modal damping

generally provide little useful information for damage detection. In fact, no strong

correlation between ∆ζn and increasing damage is visible, independently of the

considered System Identification algorithm.

Finally, Figure 2.12 plots the identified φφφ n of the baseline and the damaged

cases # 4, 5, and 9. The difference in values between the data from cases # 4 and

5 increases with damage, but the mode shape still retains the same trajectory,

as expected for a decrease of stiffness, while for case # 9 the variation is more

consistent, as a pointwise source of nonlinearity is added at the top floor.

To summarise the experimental validation, the extensive benchmark dataset

of the three-storey frame structure allowed for a thorough validation of the SI

procedure for the precise extraction of modal parameters with different levels of

increasing damage. The modal parameters extracted via LF are generally coher-

ent to those extracted by N4SID, LSCE, and FRVF, as well as to the benchmark

results reported in the scientific literature. This is particularly valid for all the ωn

and φφφ n values. In sparse occasions, the benchmark ζn results are not fully coher-
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ent with the LF-identified parameters; however, this is also true for N4SID, LSCE,

and FRVF results. Hence, the precision of the LF-identified modal parameters al-

lows for damage severity assessment and localisation, at least to the same extent

as the other three techniques.

2.5 Conclusions

In this work, the suitability of the Loewner Framework (LF) as an input-output

System Identification (SI) method for the extraction of modal parameters has been

numerically and experimentally verified. Furthermore, the viability of such precise

estimates for damage detection has been investigated as well, applying them to

classic SHM procedures. To the authors’ best knowledge, this work is the first

attempt at extracting modal parameters (ωn, ζn, and φφφ n) via LF and also the first

application of LF for Structural Helth Monitoring (SHM) purposes.

First, the LF is validated with a numerical model of a 9 degrees-of-freedom

system against the same parameters as identified via N4SID and LSCE. This

displayed the limitations of LSCE for closely-spaced modes, while instead proving

the accuracy and precision of the LF. Furthermore, an investigation of the effects

of measurement noise has been carried out on the same numerical case study,

also considering the case of developing damage. The signals are corrupted with

additive white Gaussian noise and three damaged scenarios (5%, 10%, and 30%

stiffness reduction on the fifth element) are generated. The LF is able to correctly

identify the modal parameters and find the differences between different damage

states.

Lastly, the LF is compared to N4SID and LSCE on an experimental three-

storey frame structure dataset from LANL, which features 17 different structural

scenarios. Once again, the LF reliably returned the modal parameters of the

structure under investigation, even with noisy measurement or in presence of
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damage-induced nonlinearities, such as for cases #14−17. These identifications

were found to be accurate enough to allow for damage detection, localisation,

and severity assessment, thus for a full damage diagnosis and assessment pro-

cedure.

To summarise the main findings, the main advantage of the LF over the exist-

ing methods, in particular over LSCE, is a more consistent ζn estimation. It must

be said that, as it happens for similar techniques, the ζn remains the most difficult

modal parameter to estimate accurately. The results for the three-storey structure

show great agreement with the benchmark and literature examples.

Another point to consider is that the identification is more influenced by out-

put noise rather than input noise; therefore, accurate sensing devices should be

used, as usual for any experimental setup. Given the requirement for precise

and accurate modal parameters for SHM and considering the aforementioned re-

sults and discussion, the LF is clearly validated for SI and SHM applications to

mechanical systems. The only real practical limitation for LF lies in being an input-

output method, which is generally less practical than output-only approaches for

the OMA of large structures. This aspect will be addressed in future works.
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Chapter 3

Ground Vibration Testing of a

Flexible Wing: A Benchmark and

Case Study1

Abstract

Beam-like flexible structures are of interest in many fields of engineering, particu-

larly aeronautics, where wings are frequently modelled and represented as such.

Experimental modal analysis is commonly used to characterise the wing’s dynam-

ical response. However, unlike other flexible structure applications, no benchmark

problems involving high-aspect-ratio flexible wings have appeared in the open lit-

erature. To address it, this paper reports on ground vibration testing results for

a flexible wing and its sub-assembly and parts. The experimental data can be

used as a benchmark and are available to the aeronautical and structural dy-

namics community. Furthermore, non-linearities in the structure, where present,

were detected. Tests were performed on the whole wing as well as parts and

1This is an adapted version of the following Open Access journal article: Dessena, G., Ignatyev,
D. I., Whidborne, J. F., Pontillo, A., Zanotti Fragonara, L. (2022). Ground vibration testing of a
flexible wing: A benchmark and case study. Aerospace, 9(8), 438. The final authenticated version
is available at: https://doi.org/10.3390/aerospace9080438
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sub-assembly, providing four specimens. These were excited with random vibra-

tion at three different amplitudes from a shaker table. The modal properties of a

very flexible high-aspect-ratio wing model, its sub-assembly and parts, were ex-

tracted, non-linear behaviour was detected and the experimental data are shared

in an open repository.

3.1 Introduction

As aeronautical technology progressed over the last 70 years, the increasing use

of lightweight and composite materials has allowed designers and manufacturers

to create a new state of the art for aircraft design. The likes of Boeing 787 and Air-

bus A350 have a higher proportion of composite and lightweight structures than

ever before, driven by the need for, more efficient, high-aspect-ratio (HAR) wings

[1]. Nevertheless, this approach has its shortcomings, particularly concerning

the prediction and modelling of such flexible structures. Hence, new tools and

procedures are needed. To address these issues, projects such as the Beam

Reduction and Dynamic Scaling (BeaRDS) framework [2–5] were carried out to

help the development of the aircraft, particularly wings, of the future. However,

the issue remains largely open not only from an industrial point of view, but also

from the academic side. In fact, while it is trivial to find benchmarks and open

datasets for structural health monitoring or seismic vibration, the same cannot

be said for flexible wings. The authors propose closing this gap by introducing a

case study, benchmark and datasets for a flexible wing. Hence, this work aims to

(i) report on the Ground Vibration Testing (GVT) results for a flexible wing and its

sub-assembly and parts, (ii) detect, if any, non-linearities in the structure and (iii)

share the experimental data to be used as a benchmark by the aeronautical and

structural dynamics community.

The specimens used in this work were developed within the BeaRDS frame-
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work and include the eXperimental BeaRDS-2 (XB-2) HAR wing, its sub-assembly

and its parts. These were tested with a random vibration at three different ampli-

tudes, the data were post-processed and the modal parameters were extracted

via Least Squares Complex Exponential (LSCE) [6, 7] from the systems’ Fre-

quency Response Functions (FRFs). The modal parameters and the near res-

onance FRF region were also used for the detection of non-linear behaviour. In

addition, the experimental data were shared in an open repository and can be

accessed via the Data Availability Statement.

Structural integrity is of paramount importance in engineering, and the knowl-

edge and control of the vibrations of a system is a common part of the design

of many products, such as fuel pumps [8] and suspended bridges [9]. For these

objectives, refined Finite Element Models (FEMs) and experimental testing were

carried out. In particular, linear Experimental Modal Analysis (EMA) was used to

obtain the structure’s modal parameters, such as natural frequencies (ωn), damp-

ing ratios (ζn) and mode shapes (φφφ n) [10]. These data are used for various appli-

cations, such as damage detection [11] and model updating [12].

In aeronautics, the term GVT is preferred over EMA. GVT is a rather standard

procedure in the final stages of an aircraft project development and certification

[13], and can also be used to detect inconsistencies in the building processes and

materials used [14].

GVT is usually undertaken on entire craft, such as fighter jets [15], civil airlin-

ers [16] and unmanned aerial vehicles [17], or parts of them, such as helicopter

blades [18]. The main objective of these procedures in aeronautics is the ex-

traction of modal parameters used to update FEMs [19], rather than for damage

detection. The usual procedure is to couple the FEM with an aerodynamic model

to obtain the aeroelastic behaviour [20]. In order to obtain good correlation be-

tween the FEM and the real structure, the FEM needs to be tuned according

to the results obtained via GVT, ensuring the final concept is compliant with the
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aeroelastic properties and dynamical response obtained from FEMs [21].

Damage detection would be impractical, as GVTs are usually lengthy and

costly procedures performed in experimental settings on the ground. Neverthe-

less, it is still important to assess the state of a system [22]. This can be achieved

with Operational Modal Analysis (OMA) [23]. OMA allows for the collection of ex-

perimental data during the operational life of a structure and allows us to obtain

modal parameters [24] that can be either used for direct or model-based damage

assessment. In particular, such model-based approaches can be used not only

to obtain information about the health of the structure, but also about its new dy-

namics, such as aeroelastic onset speeds [25]. However, any OMA application is

not considered here because GVT is the scope of this work.

In linear EMA, three main excitation techniques are usually used: sweep sine,

random vibration and impulse testing. Each of them has advantages and dis-

advantages, which are beyond the scope of this paper; the reader can consult

[26, 27] for a deeper insight. As this work deals with a flexible wing, structural

non-linearities should also be considered. In the last 30 years, major advances

have been made in the development of Non-linear Modal Analysis (NLMA), which

can be described as a three-step procedure [28]: detection, (ii) characterisation

and (iii) parameter estimation. This work focuses only on the first of the three

steps. Both sine sweep [29] and random vibration [30] have been used to detect

non-linearities. Since non-linearity in sine sweep approaches is detected via dis-

tortions in the FRF [27] and these distortions can also depend on the sweep rate

(e.g., too fast) [26], random vibration is selected as the chosen input for this work.

The trend, and difference in modal parameters, predominantly ωn, and the near

resonance regions of the FRFs of the experiments at different input amplitudes

are used to detect non-linearities, as proposed in [27]. The reader interested in a

more in-depth review of NLMA and non-linear dynamics in general is referred to

the classical reviews [28, 31] and the book [27], while for practical applications,
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the following works are suggested [15, 32, 33].

Modal parameters identification was carried out with a single method, as it is

customary for vibration testing campaigns [34], and because it was shown, for

a related structure [24], that the modal parameters are independent of the tech-

nique used. The method selected is a frequency domain implementation of the

industry-standard method LSCE [35]. LSCE was introduced to overcome, acquir-

ing single-input multiple-output capability, the single-input single-output limitations

of the Complex Exponential Method [6, 7]. The LSCE method requires, as a start-

ing point, the Impulse Response Functions (IRFs) of the system, which are then

fitted with a set of complex damped sinusoids via Prony’s method [36, 37]. This

allows the poles of the systems and the modal parameters to be found. In this

implementation, the IRF is computed via inverse Fourier transform from the FRF.

The LSCE implementation used in this work was adapted from MATLAB’s func-

tion modalfit to be used in conjunction with an in-house-developed stabilisation

diagram routine.

The remainder of this article is organised as follows. In Section 3.2 the spec-

imens used within this work are outlined, a set of numerical and theoretical pre-

dictions is given, then the test set-up is described and, finally, the data process-

ing and the identification procedure are shown. Section 3.3 presents the results

obtained, Section 3.4 discusses the results and Section 3.5 presents the conclu-

sions and closing remarks.

3.2 Materials and Methods

This section is concerned with the description of the specimens and the con-

text behind their design and manufacture. Theoretical and numerical predictions,

alongside data from a previous testing campaign, are presented as a source for

comparison. The experimental setup is shown and, finally, the data processing
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and the parameters identification strategy are outlined.

3.2.1 The XB-2 High Aspect Ratio Wing

The XB-2 HAR wing was designed under the BeaRDS framework, Figure 3.1, a

project developed within Cranfield University which aimed to establish a process

for the design, manufacture and testing of dynamically scaled HAR wings for use

in Cranfield University’s 8’×6’ wind tunnel. The XB-2 was a scaled-down version

of an optimised full-scale wing designed to minimise induced drag on an A320-like

aircraft [4], which was scaled down for wind tunnel testing [3]. The wing consists

of four main components: the main spar, the stiffening tube (or the tube), the

additional brass masses for the purpose of dynamic scale parameters matching

(or the masses) and the skin. However, for the purpose of this study, the masses

are removed.

(a)
(b)

Figure 3.1: BeaRDS work flow (Retrieved from [2]) and XB-2 in the 8’×6’ Cranfield
University’s wind tunnel (Retrieved from [5]).

The XB-2 spar is made of 6082-T6 Aluminium. The tube and the connections

are made of Stainless Steel, and the skin is made of strips of 3D printed Digital-

ABS [38] and Agilus 30 [39], a rubber-like material printed together to guarantee
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the structural continuity of the wing skin (no gaps). Figure 3.2 shows the skin’s

Digital-ABS and Agilus 30 sections, respectively, in white and black. The bespoke

skin constitutes the aerodynamic surface of the wing, which is outlined by a NACA

23015 aerofoil and spans 1.5 m. The mean aerodynamic chord is 0.017 m with a

taper ratio of 0.35, a Leading Edge sweep (ΛLE) of 1.49◦ and a sweep c/4 (Λc/4)

of 0◦. The wing does not feature any dihedral or twist. The materials and physical

properties are presented in Table 3.1. The subsequent subsection introduces the

XB-2 wing’s parts in detail.

Figure 3.2: XB-2 wing top view.

Table 3.1: Materials and physical properties.

Material Young Modulus [GPa] Poisson Ratio [-] Density [kgm−3]

6082-T6 Aluminium 70 0.33 2700
Stainless Steel 193 0.33 8000
Digital ABS 2.6–3.0 0.33 [14] 1170–1180
Agilus 30 NA NA 1140

Property Details Unit
Semi span 1.5 m
c̄ 172 mm
λ 0.35 -
ΛLE 14.9 ◦

Λc/4 0 ◦

Aerofoil NACA 23015 -
Mass 3.024 kg

The Spars

The spar is made of 6082-T6 Aluminium Alloy, and it can be divided into three

sections according to its spanwise position and geometric characteristics: root,

mid-span and tip.
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As shown in Figure 3.3, the spar features a Saint George’s cross-shaped

cross-section, which changes proportions along the span, and a rectangular cross-

section in the root section, where the spar can be clamped. The three locations

of interest along the span (root, mid-span and tip) are given in Table 3.2, where

positions are with respect to the centroid of the root section’s extremity: X-axis is

in span-wise direction and positive in the outward direction, Y-axis describes the

vertical placement with the positive direction upwards and the Z-axis is the depth,

positive in the LE to TE (Trailing Edge) direction, as shown in Figure 3.3. Due to

a manufacturing constraint, the spar was machined from two separate aluminium

blocks, which were welded at mid-span and secured by a bolted bridge plate.

Figure 3.3: Main spar CAD model with section view at the location of interest: (i)
root, (ii) mid-span, and (iii) tip (adapted from [3]).

Table 3.2: Spar’s interest points location.

Section X [m] Y [m] Z [m]

Root 0.125 0 0
Mid-span 0.875 0 0
Tip 1.45 0 0
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Two identical samples of the spar specimen were manufactured, which we will

refer to as the main spar and the twin spar for the remainder of the article. The

twin spar was used for ground testing within BearDS, while the main spar is the

specimen that served as the spar of the model tested in the wind tunnel. Their

main difference is in the way the two halves are joined. The main spar features

a reinforced bridge plate, featuring a “L” profile, rather than the simple plate used

for the twin spar, as shown in Figure 3.4.

(a) (b)

Figure 3.4: Figure 3.4a shows the reinforced plate of the twin spar, while Sec-
tion 3.2.1 shows the bridge of the main spar.

Another difference emerged when XB-2 was disassembled; the main spar was

plastically deformed near the root, resulting in a 55 mm vertical deviation at the

tip. The twin spar weighs 1.220 kg and the main spar 1.225 kg. Table 3.3 remarks

on the differences between the twin and main spar.
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Table 3.3: Spars descriptions.

Specimen Description Mass [kg]

Twin spar The twin spar is a spar that was manufactured for
ground testing only and it is recognisable from the
main, or actual, spar for its bridge plate, as shown in
Figure 3.4a.

1.220

Main spar This is the spar used for the wind tunnel testing of
XB-2 and its recognisable from the twin spar for its
deformed shape and L profiled bridge plate, Fig-
ure 3.4b.

1.225

The Tube

The tube was introduced in the original scaling process of the full-scale wing

to stiffen the wing sub-scale model and prevent flutter onset during wind tunnel

testing [3]. It is placed parallel to the main spar, and it is attached to it at three

points, as shown in Figure 3.5. The tube and links are made of Stainless Steel.

The tube has an outer diameter of 10 mm and a thickness of 1 mm. The three rigid

links and the tube’s ends are positioned as per Table 3.4, where the reference is

the same as considered for Table 3.2. The tube weighs 0.130 kg, and after its

assembly with the main spar, shown in Figure 3.5, it weighs 1.362 kg.

Figure 3.5: The spar and tube assembly.

Table 3.4: Spar’s interest points location.

Section X [m] Y [m] Z [m]

Tube inner end 0.157 −0.002 0.045
First link 0.170 0 0.045
Second link 0.430 0 0.045
Third link 0.690 0 0.045
Tube outer end 0.707 −0.002 0.045
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The Skin

The wing’s skin is divided into four sections made up of 47 different subsections,

which were 3D printed in Digital ABS and Agilus 30. The skin provides the aero-

dynamic shape of the wing and transfers the aerodynamic loads to the underlying

structure. As shown in Figures 3.1b and 3.2, the black stripes on the wing are

the rubber-like Agilus 30 strips, while the rest of the skin is made of Digital ABS.

Remarkably, each section is printed using two different materials within the same

print by using the Polyjet technique and not requiring glueing, or any other form

of assembly, between the different stripes. With this arrangement in mind, the

Agilus 30 stripes allow the skin to be flexible without compromising its integrity.

The full wing assembly, as shown in Figure 3.2, weighs 3.024 kg.

3.2.2 Theoretical and Numerical Predictions

Prior to testing, a theoretical and numerical prediction of the first three bending

modes was performed. The numerical prediction was achieved via the Euler-

Bernoulli beam theory by calculating the first three theoretical bending frequen-

cies of the main spar, as per the following Equation [40]:

fi =
λ 2

i

2πL2

√
EI
m

i = 1,2,3

for λ1−3 = {1.87510407,4.69409113,7.85475744}
(3.1)

where λ is the natural frequency parameter, L is the beam length, E is the Young

Modulus, I is the second moment of inertia of the beam section, averaged over

the beam span, and m is the mass per unit length. The value of λ corresponding

to the mode of interest can be found in Equation (3.1) and they are related to the

boundary conditions, which for this case is fixed to one end (cantilever beam).

The value of L corresponds to the beam’s span outboard of the clamp, so it is

1.325 m, and likewise for m. The mass of the beam without the root section was
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estimated to be 650 g, and was divided by L to obtain m.

The numerical prediction was carried out with a FEM of the main spar, with

the aim of identifying the first three bending modes’ natural frequencies. The

main spar was modelled as a tapered beam, with elements BEAM188 in ANSYS

Mechanical APDL and the bridge at mid-span as a lumped mass of 44 g. As

a further source of comparison, the results of a previous GVT campaign [3] on

the twin spar are reported. Nevertheless, the testing setup was different because

the previous campaign used a stinger shaker, rather than a shaker table, which

influences the identified results. In fact, it was found in [41], on a similar struc-

ture, that the ωn identified from a stinger shaker were higher than those from a

shaker table experiment, due to the interaction between the structure and the

stinger. Table 3.5 shows the first three bending modes’ natural frequencies of the

twin spar from predictions and the previous testing campaign of the twin spar [3].

The results show that the FEM and the previous GVT values are consistent with

the theoretical prediction. In fact, the ω1’s value is almost the same across the

different cases and for the remaining modes, they are within 10%.

Table 3.5: Results of the spar’s natural frequencies’ prediction and previous test-
ing campaign.

Bending Mode Theoretical Numerical GVT [3]

1st 5.166 5.183 5.27
2nd 32.373 30.837 27.12
3rd 90.646 106.060 83.39

3.2.3 Experimental Setup

A random verification at three increasing input scenarios was carried out for the

twin spar, main spar, main spar and tube and full configuration of XB-2, as out-

lined in Table 3.6.

The specimens were driven by a Data Physics® Signal Force™ modal shaker
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Table 3.6: Specimens of the testing campaign.

Specimen Description Mass [kg]

Twin spar The twin spar is a spar that was manufactured for
ground testing only, and it is recognisable from
the main, or actual, spar for its bridge plate, as
shown in Figure 3.4a.

1.220

Main spar This is the spar used for the wind tunnel testing of
XB-2 (Figure 3.4b).

1.225

Spar and tube The spar and tube is the torque box of XB-2,
which includes the main spar and the tube (Fig-
ure 3.5).

1.362

Full wing This is the XB-2 wing, comprising spar, tube and
skin (Figure 3.2).

3.024

controlled by DP760™ closed-loop control software running on a consumer-grade

laptop. The data were collected by nine accelerometers, as per Table 3.7, and

positioned along the span, as per Figure 3.6. One further accelerometer was

placed on the clamp, serving as feedback for the shaker. The accelerometers are

connected to a National Instruments cDAQ-9178, saving the data on a desktop

machine via a LabVIEW program developed in-house. The experimental setup

schematic is found in Figure 3.7. The accelerometer’s span-wise position was

decided using a sensor placement routine based on a genetic algorithm [42]. The

FEM model used for the theoretical predictions was employed as a baseline, and

a genetic algorithm minimised the sum of the off-diagonal terms of the autoMAC

(Modal Assurance Criterion between the modes themselves) by varying the sen-

sors’ position along the span.

A random verification of different amplitude was used. A low, medium and

high input level corresponded, respectively, to 0.305, 1.034 and 1.712 g RMS

values. These input scenarios are referred to, respectively, as the low-, medium-

and high-input scenarios for the remainder of this article. The random input signal

was bandwidth limited between 2 and 400 Hz and had a 20 min duration.
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Table 3.7: Accelerometers specifications.

ID # Accelerometers Model Sensitivity [mVg−1] Mass [g]

0 PCB Piezotronics® model: 352C23 4.88 0.2
1R PCB Piezotronics® model: 356A16 96.50 7.4
1L Isotron® accelerometer model 7251A 10.30 10.5
2R PCB Piezotronics® model: 356A16 97.20 7.4
2L Isotron® accelerometer model 7251A 10.08 10.5
3R PCB Piezotronics® model: 356A45 100.20 4.2
3L Isotron® accelerometer model 7251A 10.34 10.5
4R Brüel & Kjær® accelerometer type 4507-002 94.12 4.8
4L Brüel & Kjær® accelerometer type 4507-002 95.52 4.8

Figure 3.6: Accelerometers locations. The accelerometers do not appear aligned
only for the optical effect of the camera lens.

3.2.4 Data Processing and Identification

Accounting for transients and consistency, the signals in the accompanying data

[43] lasted 18 min, instead of 20, with a sampling frequency ( fs) of 256 Hz, down-

sampled from the original fs = 5120 Hz to smooth out the signal. Only the results

for a single realisation of each scenario for each specimen are reported in this

study, as the length of the signal and the nature of the input mitigate any possible

significant discrepancies with repeated measurements. Since accelerometers #1-

3R were tri-axial, the horizontal (Z-axis as per Figure 3.3) accelerations were

recorded at those positions. Nevertheless, these analyses focus on the vertical

and torsional modes of the specimens; hence, those data were disregarded for
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Figure 3.7: Testing setup.

identification. Given the three input amplitudes and the four specimens, twelve

different testing cases exist, for which the first three modes’ modal parameters,

where vertical displacement was dominant, were extracted.

The signal, originally in g, was converted to ms−2 for adherence with the SI

units, and the band-limited between 2.5 and 98 Hz to exclude the drifts at high and

low frequencies. The FRFs were computed in the usual fashion, by element-wise

division of the output’s FFT with the input’s FFT, with channel #0 as the input. A

Savitzky–Golay filter of order 3 and length 601 was then applied to smooth out the

response. At this point, the LSCE method was employed within a stabilisation di-

agram to identify the physical modes of all cases. The identification order ranged

from 3 to 32 with steps of unity, and the stable modes were identified using the

relative frequency (∆ f ) and damping (∆ζ ) and the MAC (Modal Assurance Crite-

rion) of order-wise adjacent modes. The results of this procedure are presented

in the following section.
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3.3 Results

This section introduces the results obtained from the process outlined in the pre-

vious section. The results are presented separately for each specimen and input

amplitude scenario. The data are presented both visually and numerically, pre-

senting the FRFs computed from the experiment, the stabilisation diagram, a

table with the identified modal parameters, the mode shapes diagrams and the

FRFs’ resonances comparisons. The results are then analysed and discussed in

Section 3.4.

3.3.1 Twin Spar

Figure 3.8 shows the magnitude and phase for the FRFs of the high- and low-input

scenarios. The first three resonance frequencies are clearly visible in both the

magnitude and phase plot, where they are identified by, respectively, the peaks

and phase change. The stabilisation diagram for the low-input scenario is shown

in Figure 3.9. The identified ωn and ζn for the three input cases are reported

in Table 3.8 for the first three modes identified, which are all bending modes.

Additionally, Table B.1 reports the raw identification data. Figure 3.10 compares

the first three identified mode shapes for the three-input scenario with the baseline

shape. The three φφφ 1−3 are pure bending modes and feature the expected shape

from theory. Lastly for the twin spar, Figure 3.11 compares the FRF magnitude of

the outermost left channel near the first three resonances.

Table 3.8: Twin spar: Natural frequency and damping ratio parameters.

Input
Bending

Mode
Low Medium High

ωn [Hz] ζn [-] ωn [Hz] ζn [-] ωn [Hz] ζn [-]

1st 4.731 0.013 4.742 0.027 4.738 0.029
2nd 24.732 0.010 25.021 0.021 25.087 0.016
3rd 75.939 0.017 75.124 0.021 75.016 0.022
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Figure 3.8: Twin spar: FRFs of the low and high input scenarios. All channels are
superimposed for conciseness.

Figure 3.9: Twin spar: stabilisation diagram of the low-input scenario computed
with the following parameters: ∆ f = 1%, ∆ζ = 5% and MAC = 0.95. The FRF of
channels # 3L and 4L are superimposed for further mode visualisation.

Figure 3.10: Twin spar: mode shapes of the first three vertically dominant modes.
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Figure 3.11: Twin spar: comparison of the FRFs of channel #4L for the three input
scenarios near resonances.

The following subsections’ content is presented in the same manner, and re-

marks are made only when necessary or when results need further insight.

3.3.2 Main Spar

As per Section 3.3.1, the FRFs of the low-, medium-, and high-input scenarios

are presented in Figure 3.12, Figure 3.13 shows the stabilisation diagram for

the low input case, while Table 3.9 presents the identified natural frequencies

and damping ratios and Figure 3.14 displays the comparison between the mode

shapes of the two input cases. Finally, Figure 3.15 compares the near-resonance

region of the FRFs computed from channel #4L for the three input scenarios. The

raw identification data are reported in Table B.2.

Table 3.9: Main Spar: natural frequency and damping ratio parameters.

Input
Bending

Mode
Low Medium High

ωn [Hz] ζn [-] ωn [Hz] ζn [-] ωn [Hz] ζn [-]

1st 4.855 0.033 4.866 0.029 4.876 0.029
2nd 26.966 0.010 27.050 0.016 27.057 0.014
3rd 76.851 0.014 76.195 0.020 75.805 0.022
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Figure 3.12: Main spar: FRFs of the low- and high-input scenarios. All channels
are superimposed for conciseness.

Figure 3.13: Main spar: Stabilisation diagrams showing the low-input scenario
computed with the following parameters: ∆ f = 1%, ∆ζ = 5% and MAC= 0.95. The
FRF of channels # 3L and 4L are superimposed for further mode visualisation.

Figure 3.14: Main spar: mode shapes of the first three vertically dominant modes.
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Figure 3.15: Main spar: comparison of the FRFs of channel #4L for the two input
scenarios near resonances.

3.3.3 Spar and Tube

The spar and tube results are reported in the same fashion as in Sections 3.3.1

and 3.3.2. Figure 3.16 shows the superimposed FRFs channels, Figure 3.17

shows the stabilisation diagrams for the low- and high-input scenarios, Table 3.10

reports the identified natural frequencies and damping ratios, Figure 3.18 shows

the first three vertical dominant modes and, finally, Figure 3.19 shows the compar-

ison of the FRFs of the outermost left channel. In Table B.3, the raw identification

data are reported.

Figure 3.16: Spar and tube: FRFs of the low- and high-input scenarios. All chan-
nels are superimposed for conciseness.
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Figure 3.17: Spar and tube: Stabilisation diagrams the low-input scenario com-
puted with the following parameters: ∆ f = 1%, ∆ζ = 5% and MAC = 0.95. The
FRF of channels # 3L and 4L are superimposed for further mode visualisation.

Table 3.10: Spar and tube: Natural frequency and damping ratio parameters.

Input
Bending

Mode
Low Medium High

ωn [Hz] ζn [-] ωn [Hz] ζn [-] ωn [Hz] ζn [-]

1st
Bending

5.252 0.022 5.151 0.030 5.163 0.036

2nd
Bending

25.933 0.014 25.958 0.011 25.941 .010

3rd
Coupled

76.242 0.017 75.770 0.034 75.135 0.034

Figure 3.18: Spar and tube: Mode shapes of the first three vertically dominant
modes.
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Figure 3.19: Spar and tube: Comparison of the FRFs of channel #4L for the two
input scenarios near resonances.

3.3.4 Full Wing

The results for the full wing are reported in the same fashion as in previous sec-

tions. Figure 3.20 shows the FRFs, superimposed for conciseness, of the low-

and high-input scenario, Table 3.11 reports the identified natural frequencies and

damping ratios, Figure 3.22 shows the identified φφφ 1−2,4. Table B.4 shows the raw

identification data.

Figure 3.20: Full Wing: FRFs of the low- and high-input scenarios. All channels
are superimposed for conciseness.
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Figure 3.21: Full wing: stabilisation diagrams the low-input scenario computed
with the following parameters: ∆ f = 1%, ∆ζ = 5% and MAC = 0.95. The FRF of
channels # 3L and 4L are superimposed for further mode visualisation.

Table 3.11: Full wing: natural frequency and damping ratio parameters.

Input
Bending

Mode
Low Medium High

ωn [Hz] ζn [-] ωn [Hz] ζn [-] ωn [Hz] ζn [-]

1st
Bending

3.187 0.024 3.164 0.018 3.139 0.018

2nd
Coupled

11.752 0.047 11.267 0.060 11.196 0.065

4th
Coupled

17.447 0.037 17.070 0.041 16.988 0.042

Figure 3.22: Full wing: mode shapes of the first three vertically dominant modes.
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Figure 3.23: Full wing: comparison of the FRFs of channel #4L for the two input
scenarios near resonances.

3.4 Discussion

This section deals with the discussion of the results introduced in the previous

section and is organised as follows: the discussion is carried out separately for

each part or sub-assembly.

3.4.1 Twin Spar

The twin spar results are coherent with the previous campaign results and pre-

dictions. The data in Table 3.5 are used as a source of comparison with the

theoretical, numerical predictions and previous testing for the identified data in

Equation (3.1) and Table 3.8. Nevertheless, a small difference can be identi-

fied, but it should be noted that the previous testing campaign used a stinger

shaker, rather than a shaker table, hence influencing the identified modal param-

eters. However, as expected from [41], the ωn identified in this test are lower than

those from [3]. It should be noted that φφφ 3, while conserving the overall shape,

deviates from the trajectory of the same mode shape for lower amplitudes. The

comparison within the three input scenarios shows that the modal parameters are

influenced by the input strength. However, a clear overall relationship cannot be

assessed. The variations are most evident for the second and third mode, for

which, respectively, hardening and softening behaviour are observed. Nonethe-
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less, the same does not hold for ζ1−3 and φφφ 1−2. From the results in Table 3.8 and

Figure 3.10, the damping is not dependent on the input scenario and likewise for

the mode shapes.

3.4.2 Main Spar

The main spar’s modal parameters estimation is closely comparable to the numer-

ical predictions and previous testing campaign results presented in Section 3.2.2.

The same argument relating to the shaker type mentioned for the twin spar is

valid when the identified data are compared with the testing campaign in [3]. De-

spite the similar geometry to the twin spar, the identified natural frequencies are

higher. The main cause of this discrepancy is to be attributed to the more robust

bridge used in the latter, and to its deformed shape. Additionally, the effect of

the different input scenarios is different on the main spar. The first and second

modes show, in Figure 3.15 and Table 3.9, slight hardening behaviour and more

pronounced softening behaviour on the third mode. Once again, the change in

ω1−3 is not reflected in ζ1−3 and φφφ 1−2; for the former, the input scenario seems

uncorrelated, while for the latter, it has no influence. Even so, for the medium-

input scenario, a slight difference is noticed, but the difference itself does not

create a variance in the overall shape, but the amplitude only. As already seen in

the twin spar, φφφ 3 deviates from the trajectory of the same mode shape for lower

amplitudes in positions 1R, 1L, 2L and 2R.

3.4.3 Spar and Tube

A numerical prediction for the spar and tube case was not performed in Sec-

tion 3.2.2, but results similar to the main spar were expected and, indeed, ob-

tained. For the first time in this work, a coupled mode—the third reported—is

identified. This is most likely due to the effect of the tube on the dynamics of the



CHAPTER 3. GVT OF A FLEX. WING: BENCHMARK AND CASE STUDY 83

structure and elastic axis position. As clearly shown in Figure 3.18, the mode

in question is coupled between bending and torsion. However, that mode is the

fourth overall mode of the specimen, as a mode is also present between 50 and

60 Hz, but it was disregarded as its displacement was dominated by the horizon-

tal component. For this case, the influence of the input amplitude is not evident,

but for the third mode, the softening behaviour can be identified from Table 3.8

and Figure 3.11. Once again, ζ1−3 seems to be unrelated to the input amplitude

and φφφ 1−3 to remain constant.

3.4.4 Full Wing

As for the spar and tube, a prediction was not available in Section 3.2.2. The full-

wing modal survey detected the first three vertically dominant modes, as it is clear

in Figures 3.20 and 3.21 that there are four modes in the scrutinised interval, but

only the first and the last two were found to be vertically dominant. In this case,

the relationship between the input amplitude and the modes is unambiguous. In

fact, all the modes show a clear softening behaviour. The identified ωn decrease

is clearly inverse to the input amplitude. This is a clear indication of some sort of

breathing crack phenomenon somewhere in the wing’s span [44], or, as pointed

out in [45], it can depend on the asymmetry of the loading, which induces a

twisting moment, since the exciting force may not be applied in the shear centre.

However, without further localised testing or inspections, this is not certain, and

its characterisation is left to future works. Even in this case, no relation was

found between the change in ζ1−3 and the input amplitude, while the φφφ 1−3 remain

constant for all cases.
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3.4.5 Overall Considerations

It is possible, and beneficial, to compare the result of the analyses across all

specimens to develop a greater understanding of the structures themselves.

The first mode, for all specimens and cases, is always found to be a true bend-

ing mode. The second and third modes for the two spars are also considered

bending modes. However, these change with the spar and tube, where the third

mode is now coupled with bending and torsion. In the full-wing case, only the first

mode is still pure bending. Considering the first mode, it can be seen that the ad-

dition of the stiffening tube and of the skin changes the structure. When the tube

is added, ω1 increases, while with the further addition of the skin, ω1 decreases.

The tube effectively stiffens the structure, while the skin, designed to only transfer

and not carry any loads [3], effectively can be seen as an added mass on the

structure. A comparison of the different structures based on ζn is not possible,

as its changes do not follow any pattern, probably due to its intrinsic nature [46].

Concerning φφφ n, it can be seen that φφφ 1 stays consistent throughout all specimens.

This does not hold for φφφ 2, where differences can be assessed graphically (Figures

3.10, 3.14 and 3.18), particularly in channels #1-2LR, between the spars and the

spar and tube assembly. The global considerations, focusing on the first mode,

are that the different specimens behaved as expected, showing stiffening for the

addition of the stiffening tube and, later, a decrease, when compared to the spar

and tube, in stiffness for the full-wing scenario.

3.5 Conclusions

The high-aspect-ratio wing, its sub-assembly and its parts, totalling four speci-

mens, are verified via Ground Vibration Testing on a shaker table by the means

of random vibration at three different amplitudes. The signals recorded from the

experiments are used to retrieve the modal parameters of the structures via the
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Least Squares Complex Exponential. Only the modal parameters of the first three

modes dominated by vertical displacement are obtained, due to equipment con-

straints which allow only the recording of vertical accelerations for all nodes. The

modal parameters, and the near-resonance regions of the Frequency Response

Functions, are then used for non-linearity detection. Finally, the experimental data

are shared with the scientific community in an open repository, linked in the Data

Availability Statement. Non-linearities, in the form of softening, are detected for

the full-wing case. Additionally, the modal results of the different specimens are

compared, assessing that the addition of the stiffening tube raises the bending

stiffness and that the further addition of the skin increases the structure’s mass,

reducing the corresponding resonance frequency. This work serves as the first

extensive modal survey carried out on the flexible wing under scrutiny and tuning

of the numerical predictions’ Finite Element Model, using the modal data from this

study, remains an objective of future work.
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Chapter 4

Comparative study on novel modal

parameters extraction methods for

aeronautical structures1

Abstract

Experimental Modal Analysis in general, and Ground Vibration Testing in partic-

ular for Aerospace applications, are a vital part of the design and certification

process for civil and military aircraft. Two recently developed system identifica-

tion techniques in the frequency domain, Fast Relaxed Vector Fitting and Loewner

Framework, have been successfully applied to civil and mechanical systems for

the extraction of modal parameters. In this work, both are used for the extraction

of the modal parameters in aeronautically relevant structures for damage detec-

tion and aeroelastic modelling; respectively, a numerical model of a small fixed-

wing unmanned aerial system spar and an experimental case study of a high

aspect ratio flexible wing. The signal from different damage and loading scenar-

1This is an adapted version of the following preprint in preparation for submission to Aerospace
Science and Technology : Dessena, G., Civera, M., Ignatyev, D. I., Whidborne, J., Zanotti Frago-
nara, L. (2023). Comparative study on novel modal parameters extraction methods for aeronauti-
cal structures
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ios for the numerical system is corrupted with different levels of noise to assess

the sensitivity, to changes in the structure, and the robustness to noise of the

modal parameters obtained from the methods. Results are benchmarked against

the known exact values. Then, the modal parameters identified from the experi-

mental data are used to build a reduced-order model to characterise aeroelastic

phenomena onset speeds. The modal parameters identified by the techniques

are compared to those derived from a well-established method: Numerical algo-

rithms for subspace state space system identification (N4SID). In addition, the

experimental data from the ground vibration testing of the high aspect ratio wing

is made available in an open repository.

4.1 Introduction

System Identification (SI) is an important and mature field [1] and finds applica-

tion in many engineering domains, including aerodynamics [2] and structures [3].

Its main application in structural dynamics is for the modelling of systems from

experimental, or operational, data to characterise its modal parameters [4]. The

characterisation of a system’s modal parameters is known as modal analysis [5]

and it can be divided in two subdomains: Experimental Modal Analysis (EMA) [6]

and Operational Modal Analysis (OMA) [7]. The former takes into consideration

input and output data for the parameters extraction, while the latter only the output

[8]. The identified modal parameters, such as natural frequencies (ωn), damping

ratios (ζn), and mode shapes (φφφ n), can have two main applications: vibration-

based damage detection [9] and model updating [10].

In aeronautics, a particular kind of EMA, very commonly used, is known as

Ground Vibration Testing (GVT) and it is a vital part of the design and certification

process of civil aircraft [11] and a customary procedure for small Unmanned Aerial

Systems (UAS) [12]. In particular, GVT can be carried out on the whole vehicle
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[13], or on components, such wings or helicopter blades [14]. In particular, GVT

is fundamental to validate the Finite Element Models (FEMs) developed during

the design process and used for the estimation of the maximum static deflec-

tion and aeroelastic phenomena onset speeds [15]. This work aims to compare,

on Aeronautical structures, two recently developed SI methods for the extraction

of modal parameters in mechanical systems from frequency domain data: the

Loewner Framework (LF) [16] and Fast Relaxed Vector Fitting (FRVF) [17]. The

two methods’ performance is weighted against two test cases: (i) the numeri-

cal simulation of a small fixed-wing UAS wing spar modelled in three different

damaged scenarios and one loaded case, and (ii) the Numerical algorithms for

subspace state space System IDentification (N4SID) [18], considered an industry

standard [19], applied to an experimental case study concerning a High Aspect

Ratio (HAR) flexible wing with four loaded cases. The comparison between LF

and FRVF has the goal to assess the methods’ robustness to noise, sensitivity to

changes in the target system and their computational performance.

The results of the modal identification are then employed to build a two de-

grees of freedom (DoF) - flapping and pitching - reduced order model (ROM) for

the characterisation of aeroelastic phenomena onset speeds. The modal data

from each respective method (N4SID, LF, and FRVF) and scenario are used to

build twelve independent models, where the N4SID-derived models are taken

as the benchmark. The goal of this comparison is to assess the sensitivity of

the methods to small changes in the structure by employing the results for the

modelling of aeroelastic phenomena. Ultimately, the methods should obtain an

aeroelastic onset speed close to the one derived from the N4SID models and also

respect their trends, such as a decrease or increase in the onset speed between

two given scenarios. For this method, a 20 % underestimation is expected [12],

so the error should be within this limit. The experimental data for the GVT of the

HAR flexible wing is made available to interested readers in a Cranfield Online

https://doi.org/10.17862/cranfield.rd.21103780
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Research Data entry.

The remainder of this article is organised as follows. Section 4.2 recalls the

theoretical backbone of the identification methods used and the use of modal

parameters in damage detection and aeroelastic reduced order modelling. In

Section 4.3 the numerical case study is introduced and its results are discussed.

Following, Section 4.4 deals with the experimental case study of the HAR wing.

The specimen and the experimental setup are introduced prior to outlining the

modal characterisation results, which leads to the aeroelastic analysis. The paper

is closed by a concluding section.

4.2 Methods

A thorough review of the SI discipline, or of its use for modal analysis, is not within

the scope of this work and the interested reader is referred to the books [20, 21],

for SI, and to the classical work [22], for the SI role in modal analysis. Neverthe-

less, an introduction to the three SI methods used within this work is necessary.

This is followed by their application for damage detection and a description of the

aeroelastic ROM used in this work.

4.2.1 Numerical algorithms for(4) subspace state space Sys-

tem IDentification

N4SID is regarded as a state-of-the-art method for linear EMA in industrial and

civil engineering [16]. Its main aim is to define a system, under known excitation,

as a linear time-invariant (LTI) system in state space form [18]:

xxxk+1 = AAAxxxk +BBBuuuk +wwwk

yyyk =CCCxxxk +DDDuuuk + vvvk

(4.1)

https://doi.org/10.17862/cranfield.rd.21103780
https://doi.org/10.17862/cranfield.rd.21103780
https://doi.org/10.17862/cranfield.rd.21103780
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with

ÊEE


wwwp

vvvp

(wwwT
q vvvT

q )

=

QQQ SSS

SSST RRR

δpq ≥ 0 (4.2)

where AAA ∈Rn×n is the system matrix, BBB ∈Rn×m is the input matrix, CCC ∈Rl×n is the

output matrix, DDD ∈ Rl×m direct feed-through matrix, m is the number of inputs, l

is the number of outputs and n is the order of the unknown system. The vectors

uuuk ∈ Rm×1 and yyyk ∈ Rl×1 are the measurements of, respectively, the inputs and

outputs of the process at a time instant k. The xxxk vector is the process’ state

vector at a discrete time instant k, vvvk ∈Rl×1 is the measurement noise vector and

wwwk ∈ Rn×1 is the process noise vector. Vectors vvvk and wwwk are assumed to be zero

mean stationary white noise vectors sequences and uncorrelated with the inputs

uuuk. The matrices QQQ ∈ Rn×n, SSS ∈ Rn×l, and RRR ∈ Rl×l are the covariance matrices of

vvvk and wwwk, while ÊEE is the expected value operator and δpq is the Kronecker delta.

The N4SID identification procedure can be divided in two subsequent parts:

1. the extended observability matrix, ΓΓΓ j, and the estimate of the state se-

quence X i , X̃XX i, are developed from the input-output data via projection and

singular value decompositions;

2. A simple set of overdetermined equations, in the least squares sense, is

solved using X̃XX i, with a given set of weights specific to N4SID, to obtain the

state space matrices and noise model.

The full theoretical background of N4SID can be found in [18].

4.2.2 Fast and Relaxed Vector Fitting

The FRVF, firstly documented in its current and complete form in [23], originated

as an improved version of the standard VF algorithm, proposed by Gustavsen &

Semlyen in 1999 for the modelling of large multiport electrical circuits [24]. With

respect to the Vector Fitting (VF) algorithm, the FRVF adds a relaxed non-trivial
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constraint in the pole identification step [25, 26] and exploits the matrix form of

the linear problem and QR decomposition, such that a matrix AAA = QQQRRR, for fast

computation. In its current form, as also applied here, the FRVF procedure was

tested and applied for the first time for the SI of simple mechanical systems in

[27] and to large civil structures and infrastructures in [17].

The functioning principles of FRVF can be briefly recalled as follows. It is an

iterative process, where – for an arbitrary number of iterations, set by the user a

priori – an initial set of poles is relocated according to a linear least-squares prob-

lem, aiming at reducing the divergence between the estimated transfer function

and the experimentally-recorded input-output data. That is to say, the complex-

valued data fff (s) ∈ Cp×k (for k frequency samples, defined over s = jω, and for

p Frequency Response Functions (FRFs) are approximated (for a generic single

input-multiple outputs configuration) by the rational function:

fff (s)≈
Np

∑
m=1

cccm

s−am
+ddd + seee (4.3)

where Np is the pre-set number of poles to be identified, am is the m-th pole (at

any given iteration), and cccm is the corresponding vector of residues. The poles

are all complex conjugates, thus they come in pairs as am = −α + jβ , a(m+1) =

−α − iβ , where the real part is strictly negative (i.e. they all lie in the left half of

the complex plane) to ensure the stability of the dynamic system. For the first set

of poles, β is linearly spaced over the frequency range of interest and α = β/100.

These represent the departing points for the iterative, deterministic optimisation

procedure. The components of the rational model described in Equation (4.3) can

then be seen as the parameters of the state-space model, such:

fff (s)≈CCC(sIII −AAA)−1bbb+ddd + seee (4.4)

where, according to the common terminology of state-space modelling, AAA ∈
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Ck×k is the system matrix, bbb ∈ Rk×1 is the input matrix (which, for this application,

is reduced to a column vector of ones), CCC ∈ Cp×k is the output matrix, ddd ∈ Rp×1

is the feedthrough matrix (again, reduced to a column vector for a single input

scenario), and eee ∈ Rp×1 contains the terms proportional to s (generally all zeroed

and included here for completeness only). The VF identifies the poles of fff (s) by

solving (in the least-square sense) the following linear problem.

σσσ(s) fff (s) = ppp(s) (4.5)

where σσσ(s) = ∑
k
m=1 c̃ccm/(s− qm)+ 1 and ppp(s) = ∑

k
m=1 c̃ccm/(s− qm)+ ddd + seee; qm indi-

cates the m-th tentative pole. In the FRVF variant, the definition of σσσ(s) is slightly

changed; specifically, it is relaxed as

σσσ(s) =
k

∑
m=1

c̃ccm

s−qm
+ d̃dd (4.6)

where d̃dd is real but not necessarily unity (even if it is expected to approach 1 as

the procedure converges throughout the subsequent iterations).

Thus, the pole relocation procedure aims at achieving the terms pm that most

closely resemble their (unknown) counterparts (am), such that the root-mean-

square error of approximation for fff (s), i.e. the error of the fitting, is minimised.

More details concerning the implementation and the several technical aspects

can be found in the book of Grivet-Talocia & Gustavsen [26].

4.2.3 Loewner Framework

The LF was first introduced as a single-input multi-output system identification (SI)

for the extraction of modal parameters (natural frequencies, ωn, damping ratios,

ζn, and mode shapes φφφ n) for vibration-based SHM [28] of mechanical systems

in the frequency domain. The LF was notably proposed in [29] as a model or-

der reduction (MOR) technique for large dynamical systems, but its origins can
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be traced back to the 1930s, when the Loewner interpolation matrix (L), was in-

troduced by Charles Loewner [30]. Antoulas et al. [31, 32] have developed the

LF for the MOR of dynamical systems by considering tangential interpolation, or

rational interpolation along tangential directions [33]. Later, they have applied it

to the SI of electronic systems in [34, 35] to relax the the severely ill-conditioning

of current fitting processes[35].

Given an LTI dynamical system ΣΣΣ with k internal variables in descriptor-form

representation, m inputs and p outputs:

ΣΣΣ : EEE
d
dt

xxx(t) = AAAxxx(t)+BBBuuu(t)

yyy(t) =CCCxxx(t)+DDDuuu(t)
(4.7)

where xxx(t) ∈ Rk is the internal variable, uuu(t) ∈ Rm is the function’s input and

yyy(t) ∈ Rp is the output. The constant matrices are:

EEE,AAA ∈ Rk×k, BBB ∈ Rk×m CCC ∈ Rp×k DDD ∈ Rp×m (4.8)

When, for a given finite value λ , the matrix AAA−λEEE is non singular, such that

λ ∈C, a Laplace transfer function, HHH(s), of ΣΣΣ can be defined in the form of a p×m

rational matrix function:

HHH(s) =CCC(sEEE −AAA)−1BBB+DDD (4.9)

The LF, via tangential interpolation, actively fits the frequency response func-

tions (FRFs) data to H(s). The aim does not differ from more established tech-

niques, such as rational fraction polynomial. A theoretical exposition of the LF is

found in [31], while the authors’ contributions to the implementation of the LF is

outlined in full detail in [16], a comparison on its computational performance is

found in [36] and a MATLAB tutorial is given in [37].
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4.2.4 Uses for Damage Detection

A change in a system which undermines or affects its operational capability is

defined as damage [38]. For this reason, reliability and safety concerns are a

main driver in engineering [39] and it is the duty of operators and regulators to

oversee this process [40] to avoid distressing and catastrophic events [41]. The

statistical pattern recognition strategy of damage detection in aeronautical [42],

civil [43] and mechanical engineering [44] systems is known as Structural Health

Monitoring (SHM) [38]. The said procedure can be condensed in four steps:

1. operational evaluation: the system specific damage is postulated, constraints

are identified and operation conditions are evaluated;

2. data acquisition: comprising, for vibration-based SHM, OMA or EMA, and

its post-processing

3. features selection: the damage relevant features are identified;

4. damage assessment: the developed statistical model is used to assess the

presence, extent, location, type, and severity of the damage.

As mentioned, the modal parameters, predominantly ωn and φφφ n, obtained from SI

of vibration data are used for damage detection. Modal parameters are a common

choice for SHM [45] since a direct relationship between them and a system’s

mass and stiffness exists [28]. Within this work, ωn are used mainly for damage

severity assessment, rather than localisation, since the small changes in ωn can

easily be buried by environmental and operational variations [46]. φφφ n are more

suited for localisation than ωn as its trajectory variate locally where damage is

present. Also damage severity can be inferred from φφφ n as the trajectory change

gets more pronounced as the damage increases [16]. Hence, a combination

of the two is used for damage severity and localisation. Severity assessment

is carried by comparing the changes in ωn values and the relative changes in
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φφφ n trajectories, while localisation is obtained from the local changes in trajectory

from an undamaged scenario. Damage quantification is out of the scope of this

work as the damage scenarios are known a priori. ζn is not used as a damage

indicator due to its nature, since it has a strong dependence on non-structural

factors, and can lead to misleading results [17]. However, ζn is considered for

comparison purposes to assess the sensitivity and precision of LF and FRVF

versus numerical and benchmark, N4SID, results.

The reader interested in a general overview of SHM can consult [47], a spe-

cialised review on vibration-based SHM that employ modal data is found in [28]

and a summary on the state of industry implementation for SHM is found in [48].

4.2.5 Aeroelastic Reduced Order Model

Aeroelasticity is concerned with the interaction between aerodynamic, elastic and

inertia loads. This interaction can arise in an unstable manner; hence, generat-

ing the so called aeroelastic phenomena [49]. In general, aeroelasticity can be

divided into two sub groups: static and dynamic [11]. The former includes diver-

gence and aileron reversal, while the latter’s main concern is flutter. The division

arises from the fact that static phenomena can depend solely on quasi-static be-

haviours, while flutter has a harmonic dependence:

• Divergence happens when the moments due to aerodynamic loads over-

come the restoring moments of the wing’s structure resulting in structural

failure.

• Aileron, or control, reversal is the phenomenon for which as the flight speed

increases, the effectiveness is reduced until some critical speed when there

is opposite, or no, response from the inputs.

• Flutter occurs at some critical speed where the structure sustains oscilla-

tions following an initial disturbance. When the oscillations happen below
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the flutter speed they are sufficiently damped, but, near the said speed,

unstable oscillations occur when damping reaches zero.

The reader interested in a more profound review on the subject is referred to [50,

51] and to [52, 53] for some practical applications to flexible wings.

In this work, an aeroelastic model is developed to assess, respectively, static

and dynamic aeroelasticity phenomena of the different experimental configura-

tions. The main focus is to detect divergence and flutter onset speeds, control

reversal is ignored as the specimen does not feature moving control surfaces.

The model proposed is based on the first assumed flapping (bending) and pitch-

ing (torsion) modes only. For simplicity, an aeroelastic model for a rectangular

flexible wing is used; so, a 2 DoF (degrees of freedom) model based on oscilla-

tory aerodynamics, an extension for flexible wings of the classic binary aeroelastic

model [11, 54], is selected.

First, let us define the deflection, z, of a point (x, y) on the wing such as:

z = y2q1 + y(x− x f )q2) (4.10)

where q1 and q2 are the generalised coordinates and, for each chordwise strip,

q1y2 and q2y are, respectively, the flapping deflection and the pitch angle. Then,

by determining the kinetic and potential energy and the incremental work from

Equation (4.10) the following equations are obtained:
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where m is mass per unit area in kgm-2, c is the wing’s chord in m, s is the wing’s

span in m, x f is the flexural axis position with respect to c, ρ is the air density

in kgm-3, V is the air speed in ms-1, aw is the lift curve slope, M
θ̇

is the non-

dimensional pitch damping derivative, EI is the bending, or flapping, stiffness,

and GJ is the torsional, or pitching, stiffness. Figure 4.1 shows the schematic for

the wing’s ROM.
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Figure 4.1: Flexible wing 2 DoF model schematic (adapted from [11]).

Equation (4.11) is a special form, for the zero structural damping case DDD = 0, of

the following:

AAAq̈qq+(ρV BBB+DDD) q̇qq+
(
ρV 2CCC+EEE

)
q̇qq = 000 (4.12)

where AAA is the mass, or inertia, matrix, BBB is the aerodynamic damping matrix,

CCC is the aerodynamic stiffness matrix, DDD is the structural damping and EEE is the
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stiffness matrix. Now, considering the availability of modal data and assuming

that the measured damping is dependent solely on the structure itself. DDD can be

built from the uncoupled modal damping assumption in [55]:

DDD = φφφ
−T DDDnφφφ

−1 for DDDn = 2ζnωnAn (4.13)

where the subscript n identifies the uncoupled matrix, ωn the natural frequency,

ζn the damping ratio and φφφ n the mode shape. Hence, Equations (4.11) and (4.13)

can be combined to assemble Equation (4.12). Given full knowledge of the wing’s

geometric characteristics, three properties remain to be defined: M
θ̇
, EI, and

GJ. M
θ̇

is the unsteady aerodynamics term and it is defined from oscillatory

aerodynamics [11]:

M
θ̇
= 2π

[
− k

2

(
1
2
−a
)
+ kF

(
a+

1
2

)(
1
2
−a
)
+

+
G
k

(
1
2
+a

)] (4.14)

where k is the reduced frequency, a is the ratio between c and the flexural axis po-

sition, and F and G are, respectively, the real and imaginary part of the Theodorsen’s

function, C(k), such that:

C(k) = F(k)+ jG(k) =
H(2)

1 (k)

H(2)
1 (k)+ jH(2)

1 (k)
(4.15)

where H(2)
n (k) are Hankel functions of the second kind and j is the imaginary

number. The explanation of the concepts of unsteady aerodynamics, C(k), and

reduced frequency k are beyond the scope of this work and the interested reader

is referred to [11, 56] for a thorough review.

Concerning the flapping and pitching stiffness, EI and GJ, let us consider the

still air case where BBB and CCC are zero. Equation (4.12) then becomes a simple

mass-spring-damper system:
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AAAq̈qq+DDDq̇qq+EEEq̇qq = 000 (4.16)

The natural frequencies can then be easily extracted through eigenanalysis.

Hence, by having a set of experimental ωn it is possible to define the EI and GJ of

the equivalent system by minimising its squared difference to the experimental ωn.

In order to obtain a stable result the eigenanalysis can be solved iteratively with

the well-known p-k method [57] to find the divergence and flutter onset speeds.

The p-k method is based on the hypothesis that pure harmonic aerodynamics

stands as a good approximation for lightly damped harmonic motions. This allows

the computation of the aerodynamic transfer matrix at a complex frequency p =

δ ± jk, such that p ≈ jk. In simple terms, the real part, the damping, is neglected.

A widely accepted workflow of the p-k [11] method can be summarised as follow:

1. Initiate an estimation, usually the still air value, of p, said p0 = δ ± jk0

2. Evaluate the aerodynamics, in our case M
θ̇

3. Solve the eigenvalue (λ ) problem for Equation (4.12) and obtain a new set

of λ , p1 = δ ± jk1

4. Iterate between 2 and 3 until kn ≈ kn−1

From the λ obtained after convergence, it is possible to build ωn, ζn, real(λ )

and imag(λ ) vs air-speed (U∞) plots, which can be used to graphically obtain

divergence and flutter speed. Particularly, critical speeds are identified for ζn

approaching zero or for real(λ ) zero crossings, since both cases are interpreted

as instability in the system. Particularly, for flutter only the real(λ ) zero crossing

condition needs to be satisfied, while for divergence also imag(λ ) must be zero.
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4.3 Numerical Case Study

For the aim of comparing the resilience to noise of the LF and FRVF SI methods,

a numerical case study is set. The selected system mimics a structure of interest

in Aeronautical Engineering: the wing spar of a small (MTOW < 7 kg) fixed-wing

UAS.

1 2 3 4

E, I,A,ρF(t)

x2(t) x3(t) x4(t) x5(t)x y

L

θ
xy
2 (t) θ

xy
3 (t) θ

xy
4 (t) θ

xy
5 (t)

(a)

14 mm

17 mm

(b)

Figure 4.2: 4-element beam: Figure 4.2a is the schematic drawing of the 4-
element Euler-Bernoulli beam and Figure 4.2b is the schematic of the beam’s
square box cross-section with the relative dimensions.

The spar is discretised as a 4-element 2-D Euler-Bernoulli cantilever beam,

where the DoF are rotations (θ xy
n ) and vertical displacement (xn), as shown in

Figure 4.2a. The spar’s square box cross section is shown in Figure 4.2b. The

Table 4.1: 4-element beam: Physical properties.

Property Value Units
Material 6061-T6 Aluminium -
Elastic modulus - E 70 GPa
Second moment of area - Izz 3.759e−9 m4

Area - A 9.3e−5 m2

Density - ρ 2700 kgm−3

Span - L 1.1 m

physical properties of the beam in Figure 4.2 are portrayed in Table 4.1, except

for ζn, which is set to 3% for all modes. Five different scenarios, summarised in

Table 4.2, exist for the spar. The ζn stays constant in all cases as they are the

parameter most heavily influenced by noise; hence, comparison based on ζn is

deferred to experimental examples in the following section. The five scenarios

serve also as a benchmark for the SHM capabilities of LF and FRVF.
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Table 4.2: 4-element beam: damage and mass addition scenarios.

Scenario Characteristics
1 Baseline
2 5% stiffness reduction in the third element.
3 10% stiffness reduction in the third element.
4 30% stiffness reduction in the third element.
5 pylon and engine at the spar’s midpoint, discretised as a 0.3 kg

lumped mass.

For all scenarios, the numerical system is excited with a unit (1 N) impulse

force at the second vertical node (x2 in Figure 4.2a), the data is recorded at a

sampling frequency fs =214Hz. Hence, according to Nyquist sampling criterion

only the frequencies up to 8192 Hz are inspectable, allowing for the detection of

all the eight (known to be upper limited to circa 4000 Hz) modes available. The

FFT of the vertical displacements, in m, and of the rotations, in rad, are divided

by the FFT of the input force, in N, to obtain the receptance FRFs. Since both LF

and FRVF can be applied to SIMO systems, only the case with all output channels

available are considered. Table 4.3 lists the ωn for the five cases of the numerical

case. The expected [28] decrease in ωn is clearly visible and serves as a further

ground of comparison for the investigation in Section 4.3.1.

4.3.1 Investigation of Noise Effects

To test the resilience of the LF and FRVF to noise, both input and output channels

are, respectively, corrupted with an additive white Gaussian noise at 0, 0.1, 0.2,

0.5, 1, 1.5, 2, 3, 4, and 5%, totalling ten independent cases per scenario. Input-

only and output-only noise are not taken into consideration as the input-only noise

has negligible effect and the output-only noise has a comparable effect to output-

input noise, as shown in [16] for LF and in [27] for FRVF. The noise percentage

was defined as a fraction of the signal’s standard deviation (σ ). Since LF is a

numerical method primed by random starting points, defining the tangential di-

rections, a numerical study over the ten noise cases for the five scenarios was
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Table 4.3: Natural Frequencies of the numerical models of all scenarios.

Natural Frequency [Hz]
Case 1 2 3 4 5
Mode Baseline 5% damage 10% damage 30% damage Add mass

(%) (%) (%) (%)
1 14.964 14.944 14.924 14.211 5.896

(-0.13) (-0.27) (-5.04) (-60.60)
2 93.885 92.916 91.874 89.096 45.180

(-1.03) (-2.25) (-5.10) (-51.88)
3 264.607 262.353 260.002 253.123 95.389

(-0.85) (-1.74) (-4.34) (-63.95)
4 522.013 518.853 515.414 499.181 383.078

(-0.61) (-1.26) (-4.37) (-26.61)
5 970.919 965.534 960.097 936.212 522.125

(-0.55) (-1.12) (-3.58) (-46.22)
6 1559.300 1545.990 1531.896 1485.550 1320.226

(-0.85) (-1.76) (-4.73) (-15.33)
7 2472.008 2454.272 2436.426 2294.185 1583.006

(-0.72) (-1.44) (-7.19) (-35.96)
8 4056.045 4041.186 4026.559 4039.617 3778.317

(-0.37) (-0.73) (-0.41) (-6.85)

carried by running the identification 100 times at the minimum order. On the other

hand, FRVF is a fully deterministic method and such a study is not needed; nev-

ertheless, FRVF is an iterative process and for the scope of this work the number

of iterations was set to 5 at its minimum order. The minimum order k for detecting

8 modes for both LF and FRVF is 16.

Figure 4.3 shows the comparison between the identified ωn from LF and FRVF

and the numerical values. Since the LF has a random starting condition, the LF

frequencies are labelled as identifications if they satisfy two stability requirements:

(i) a maximum 10% deviation from the expected numerical result and (ii) should

appear at least in 90 realisations out of 100. In this case, the results reported here

correspond to the mean over all such realisations. Conversely, for the FRVF, the

initial set of poles is uniformly spaced in the frequency range of interest; hence,

for the values identified via FRVF, only the first requirement is considered.

The results of the identified ζn, shown in percentage, are presented in Fig-
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(a) (b)

(c) (d)

(e)

Figure 4.3: 4-element beam: Stable natural frequencies identified via LF and
FRVF. Figure 4.3a deals with the baseline scenario, Figure 4.3b with scenario 2,
Figure 4.3c with scenario 3, Figure 4.3d with scenario 4, and Figure 4.3e with
scenario 5.
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ure 4.4 using the average value of the stable ωn for the LF (as described above)

and the nominal value for the FRVF. Each line, consisting of two adjacent plots

shows the results for a single scenario, such as Figures 4.4c and 4.4d show the

results for scenario 2.

As per Figure 4.3, in Figure 4.5 the stable φφφ n identified via LF (left column)

and FRVF (right column) are compared to numerical results using the traditional

formulation of the Modal Assurance Criterion (MAC) [58]:

MAC(φφφ b,φφφ e) =

(
φφφ b ·φφφ e

)2(
φφφ b ·φφφ b

)(
φφφ e ·φφφ e

) (4.17)

where the b and e subscripts respectively represent the baseline and the mode

shape to be compared. Literature and good practice [5] define two mode shapes

to be correlated when their MAC value exceeds 0.8. The MAC value for each

stable mode is plotted against noise to verify its effect on LF and FRFVF. Each

subfigure line in the plot is respectively linked to a scenario, such as Figures 4.4e

and 4.4f show the results for scenario 3.

At first glance in Figure 4.3 it is clear that the LF (note that this value is the

average over its 100 realisations) is able to correctly identify a wider range of

modes if compared with FRVF. For all cases, as the noise increases the LF is

not able to correctly detect the higher modes. Notably, this is not the case with

FRVF, which, while always identifying the first mode, struggles more with modes

two to five. Generally, the LF identifies correctly the natural frequencies of the

first five modes for all noise cases and for the noiseless case and the 0.1% noise

case all the ωn are correctly identified. The same can be said for FRVF, which

accurately identifies all the modes for the first three noise cases, except for the

fifth scenario. As shown in Figure 4.3 the first mode’s ωn is correctly addressed

only for the noise-free case. In summary, it can be said that the LF struggles to

identify higher modes with increasing noise, while FRVF is better at identifying

those higher modes, but it performs less efficiently than LF with the lower ones.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 4.4: 4-element beam: stable damping ratios as identified via LF and FRVF.
Figures 4.4a, 4.4c, 4.4e, 4.4g and 4.4i show, respectively, the results of the LF
identification for Scenarios #1, #2, #3, #4, and #5. Figures 4.4b, 4.4d, 4.4f,
4.4h and 4.4j show the results of the FRVF identification for the same Scenar-
ios. Please note: ζn is 3% for all cases and scenarios.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 4.5: 4-element beam: stable MAC values of the mode shapes as identified
via LF and FRVF. The scenarios and noise cases are presented as per Figure 4.4.
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Particular care should be paid to Figure 4.3e, which refers to scenario 5. As

noise increases, FRVF is unable to identify the first mode. This is most likely

due to the fact that FRVF is an iterative and deterministic method, whose initial

poles struggle to converge at lower frequencies (it does not happen for the other

scenarios) when noise arises.

In Figure 4.4, the ζn of the stable modes are compared to the numerical value,

3%. The colour bar in the plots identifies the range of values under scrutiny and

if the value is, or close to, 3% the cell’s colour tends to be blue. At first sight, the

left column (LF) appears more coherently populated by values equal to or larger

than 75%, if compared to the right column (FRVF). In fact, for the first four sce-

narios, as shown in Figures 4.4b, 4.4d, 4.4f and 4.4h, the ζn identified via FRVF

are fully consistent only for the noiseless and the 0.1% noise cases and partly

coherent for the 0.2% case. However, the first mode in the remaining noise cases

is somewhat consistent with the expected value. Considering the last scenario in

Figure 4.4j, only the ωn of the noiseless case are correctly identified for all modes.

This is due to the lump mass influence, which lowers the separation between the

ωn. Nevertheless, few sparse modes are consistently extracted at different noise

levels. In summary, it can be said that if a mode is considered stable for the LF, its

identified ωn is most likely consistent with the expected value, while this does not

hold for FRVF. In fact, the latter seems more severely influenced by noise than LF.

However, it must be kept in mind that LF results are subject to statistical fluctua-

tions (here, averaged over 100 realisations), while FRVF results are deterministic

and obtained directly from one identification.

The MAC value between the identified modes and the expected numerical

results is shown in Figure 4.5. The results are organised likewise Figure 4.4. The

MAC values between the φφφ n identified via LF and the expected numerical value is

largely consistent for all stable modes, except for the eighth mode at 0.1% noise

in the fourth scenario. Concerning the FRVF identification, the modes of the first
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three noise levels are correctly identified for scenarios 1-4, but this does not hold

for scenario 5. Generally, the identified φφφ n are more coherent with the expected

numerical ones than ωn as it is clearly shown by the prevailing presence of values

equal or larger than 75% in Figure 4.5, when compared to Figure 4.4.

In conclusion, at the minimum order k, the LF is more resilient to noise than

FRF. This is testified by the results in Figures 4.3 to 4.5 and the aforementioned

discussion, such as that LF has more stable modes in all cases and generally

obtains modal parameters closer to the expected numerical value than FRVF.

These can traced back to the nature of the two methods. LF is focused on the

interpolation of the available data, while the FRVF on the iterative fitting problem,

notoriously less resilient to noise.

4.3.2 Investigation of Damage Effects

The aim of this section is twofold, not only to investigate the effect of noise, but

also to compare the damage detection capability of LF and FRVF. For this goal,

the modal parameters identified from the noiseless data are used. In particular,

ωn and φφφ n are the parameters of interest, since ζn is the same for all scenarios.

Figure 4.6 shows the comparison between the absolute value of the relative

difference, in percentage, between the ω1−3 identified with LF and FRVF of the

damaged, or altered, cases and those of the baseline case. As expected from

[28], the difference increases with the damage. This is proof that LF and FRVF

are, as SI methods, sensitive enough to detect even small damage, such as for

the 5% damage scenario. The value in the plots are reported as positive in a log

scale only for convenience and the frequencies decreased for increasing mass

and damage (i.e. decreasing stiffness). Only the first three modes are taken in

consideration for conciseness and clarity, but a similar behaviour is found for all

modes. In addition, Figure 4.6 shows that the LF and FRVF computed difference

in ωn is very close with the numerical values.
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Figure 4.6: 4-element beam: Relative difference of the natural frequencies identi-
fied via LF and FRVF between the three damaged and added masses scenarios
and the baseline configuration.

According to literature [28], not only the ωn are influenced by damage and

structural changes, but so are the φφφ n. In particular, φφφ n are preferred for damage

localisation. In Figure 4.7, φφφ 1 identified via LF (Figure 4.7a) and FRVF (Fig-

ure 4.7b) are shown to demonstrate that the methods’ sensitivity is sufficient to

detect such changes. As clearly shown in Detail A and Detail B the deviation

from the baseline φφφ 1 increases with damage and mass addition. In particular, for

both methods, the largest deviation is evident between nodes 3 and 4, the third

element, where damage is simulated. Similar behaviour is seen in the remaining

modes, but for the sake of clarity and conciseness only the φφφ 1 of the noiseless

case are shown. Concisely, these assess the suitability of the proposed methods

for SHM.

With regards to the time to identification, the performance of the two methods,

for the minimum order k = 16, is showed in Table 4.4, where the mean (µ) and

standard deviation (σ ) for the time to identification, in s, of the LF and FRVF are

compared. For the LF a total of 5000 data points is taken into consideration for

computing µ and σ , while they are 50 for FRVF. The difference in realisations is

justified by the different nature of the two methods: the LF is stochastic and FRVF

fig:23dama
fig:23dama
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(a)

(b)

Figure 4.7: 4-element beam: First mode shape of for the vertical component of
all cases identified by LF (Figure 4.7a) and FRVF (Figure 4.7b for the noiseless
cases. The detailed views (Detail A and B) show a zoomed in view of the mode
shape.

is deterministic. Hence, the LF identification is repeated 100 times at each noise

and damage scenario. From the results, FRVF is both the least computationally

demanding method and the most stable in time, because its σ is smaller than that

from LF.
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Table 4.4: Mean (µ) and standard deviation (σ ) for the time to identification, in s,
of the LF and FRVF for the identified data.

Time to identification [s]
LF FRVF

µ 4.170 0.375
σ 0.381 0.264

4.3.3 Discussion

In conclusion, this numerical study outlines that for no-noise or low noise cases

the LF and FRVF perform well for the identification of modal parameters and

their results are comparable. However, with higher noise levels raises LF is more

resilient than FRVF. LF predicts better frequency of low and medium-frequency

modes, with the FRVF identifying frequency of high-frequency modes more pre-

cisely. Taking into account that LF overperformes FRVF in identifying modes, it

can be concluded that LF is more robust to sensors noise. This is a significant

advantage of the method that makes it efficient in real-world applications. The

methods’ accuracy for low level of noise also allows them to detect changes in

the structure’s modal response linked to a change in its properties, such as dam-

age or added mass. On the computational aspect, FRVF performs better than

LF in both average time-to-identification and stability, identified as the standard

deviation. Particularly, the FRVF average time to identification is an order of mag-

nitude smaller than that of the LF. However, LF, globally, identifies more stable

modes than FRVF for all scenarios.

4.4 Ground Vibration Testing of a Flexible Wing

Having compared the performance of the LF and FRVF methods for their robust-

ness to artificially added noise with a numerical system for damage detection,

an experimental case is introduced, such that their performance can be com-

pared with real data. The chosen experimental case study is the eXperimental
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BeaRDS-2 (XB-2) HAR wing (Figure 4.8a), developed within the BeaRDS project

at Cranfield university [59–62]. The XB-2 wing was conceived as a dynamically

scaled example of a civil jet airliner wing to be tested in the University’s wind tun-

nel. The wing is made of three components: the spar, the stiffening tube and the

skin. Originally, additional brass masses were used to aid the scaling of mass

properties; however, for the purpose of this work the masses are removed in the

baseline scenario and are used to create three loaded cases to simulate different

loading conditions for the wing, such as under-wing payloads or winglets.

(a)

(b) (c)

Figure 4.8: XB-2 wing top view (Retrieved from [6]) in Figure 4.8a, Figure 4.8b
shows a CAD rendering of the spar and tube assembly, the wing’s torque box,
and Figure 4.8c is a close up shot of the spar’s bridge (retrieved from [6]).

The aerodynamic surface of the wing, outlined by a NACA 23015 aerofoil,

spans for 1.5 m, with a mean aerodynamic chord (c̄) of 0.172 m, a taper ratio

(λ ) of 0.35 and a leading edge (LE) sweep of 1.49o and weighs 3.024 kg. The

wing has neutral twist and dihedral. The skin is responsible for transferring the

aerodynamic loads to the underlying structure and is made of two 3D printed

plastics: rigid Digital ABS [63] and rubber-like compound Agilus 30 [64], shown

as white and black section respectively in Figure 4.8a. The combination of a rigid

and a rubber-like material allows the skin to be flexible and preserves structural
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integrity. Notably, even if the wing is made of 47 alternating (material-wise) strips,

it is constituted of 3 parts, thanks to the PolyJet technology that allowed seamless

printing from different materials.

The wing’s torque box consists of the spar and tube assembly, Figure 4.8b.

The spar was machined from two 6082-T6 Aluminium blocks which were welded

together and secured with four bolted L-profile plates, Figure 4.8c. The main spar

features a Saint George’s cross-shaped cross section and a variable taper along

its span, while the tube is a simple stainless steel tube with a 10 mm diameter

and 1 mm thickness. Overall, the main spar spans for 1.45 m, where the clamping

root (0.125 m long) is taken into consideration, while the tube is 0.55 m long and

it is linked to the main spar at three different locations. Table 4.5 summarises

XB-2’s and its materials properties.

Table 4.5: XB-2: Physical characteristics and materials properties.

Property Details Unit Material Young
Modulus
[GPa]

Poisson
Ratio [-]

Density
[kgm−3]

Semi
span

1.5 m 6082-T6
Alu-
minium

70 0.33 2700

c̄ 172 mm Stainless
Steel

193 0.33 8000

λ 0.35 - Digital
ABS

2.8 0.33[12] 1175

LE sweep 14.9 o Agilus 30 NA NA 1140
Aerofoil NACA

23015
-

Mass 3.024 kg

For the scope of this work, four scenarios are considered. The specimen

described above is considered the baseline and three loaded scenarios are intro-

duced, as per Table 4.6.

The three loaded scenarios are added to assess the ability of LF and FRVF to

be adopted for SI of aeronautical structures. In addition, the LF and FRVF results

are compared with modal parameters extracted with the well-established method
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Table 4.6: XB-2: Specimen scenarios. Distances, in mm, are from the wing root.

Scenario Characteristics Mass [kg]
1 Baseline 3.024
2 Added masses: 75 g at 1010 mm, 12 g at 1050 mm

and 61 g at 1365 mm.
3.172

3 Added masses: 88 g at 1010 mm, 51 g at 1050 mm,
83 g at 1205 mm and 61 g at 1365 mm.

3.307

4 Added masses: same as Scenario 2 plus 181 g at 570
mm and 170 g at 665 mm.

3.658

N4SID, before their results are used to characterise the aeroelastic models. From

a previous modal survey [6] involving the baseline wing, the first three dominant

modes in the vertical direction were identified between 3 and 20 Hz. Hence, for

this work the frequency band for the linear sine sweep excitation was set between

between 2 and 25 Hz and spanned across 20 min. The specimen is clamped to

a Data Physics Signal Force modal shaker controlled by the its DP760 close-loop

control software running on a consumer grade laptop. The vertical acceleration

data is collected via nine accelerometers, eight spread along the wing’s span and

one used for shaker feedback, as per Table 4.7 and Figure 4.9.

Table 4.7: Accelerometers specifications.

Accelerometers
ID # Model Sensitivity [mVg−1] Mass [g]

0 PCB Piezotronics model: 352C23 4.88 0.2
1R PCB Piezotronics model: 356A16 96.50 7.4
1L Isotron accelerometer model: 7251A 10.30 10.5
2R PCB Piezotronics model: 356A16 97.20 7.4
2L Isotron accelerometer model: 7251A 10.08 10.5
3R PCB Piezotronics model: 356A45 100.20 4.2
3L Isotron accelerometer model: 7251A 10.34 10.5
4R Brüel & Kjær accelerometer type: 4507-002 94.12 4.8
4L Brüel & Kjær accelerometer type: 4507-002 95.52 4.8

After collection, a median filter with a window length of 60 is applied to the

data, which is then desampled from 5120 to 128 Hz. Then, the data is filtered with

a bandpass filter between 2 and 20 Hz prior to detrending. At this point, N4SID
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Figure 4.9: XB-2: Accelerometers locations. The accelerometers do not appear
aligned only for the optical effect of the camera lens (retrieved from [6]).

is fed directly with the obtained time histories (THs), while these are converted

in the frequency domain for LF and FRVF. A further post-processing step is then

taken by applying a Savitzky-Golay filter of order 3 and window length 101 to

smooth the FRFs.

4.4.1 Identification Results

The identification of modal parameters from the experimental data is carried out

with the aid of stabilisation diagrams, where relative differences ∆ω and ∆ζ are,

respectively, employed for ωn and ζn, and MAC is used for φφφ n. These ensure

the stability of the identified modes along the order range. For all identification

methods the following values are used: ∆ω = 1%, ∆ζ = 10% and MAC = 0.95.

The stabilisation diagrams for the baseline scenario for LF, FRVF, and N4SID are

shown, respectively, in Figures 4.10a to 4.10c. Please note that the order ranges

between 6 and 200 for the newly introduced methods. However, the benchmark

identification, carried with N4SID, order ranges between 6 and 50. The difference

in the orders between the methods is only to be directed to the computational

burden of N4SID. As discussed in [36], N4SID is much slower, by orders of mag-

nitude, than LF, even when an higher order identification is set.

It is clear from Figure 4.10 that the modes are consistently identified through-
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(a) (b)

(c)

Figure 4.10: XB-2: Stabilisation diagrams of Scenario #1 computed with LF (Fig-
ure 4.10a), FRVF (Figure 4.10b), and N4SID (Figure 4.10c) at maximum order
k = 200, ∆ f = 1%, ∆ζ = 10% and MAC = 0.95.

out. However, the stabilisation diagram of FRVF reports more spurious stable

points; nevertheless, it is still clear where the physically meaningful stable poles

lie. Another interesting fact, is the presence of the third mode (circa 16 Hz), which

however is disregarded (not of interest for the aeroelastic ROM) in the study of

the modal parameters, as it was previously found to be mainly a lagging mode

[6]. Furthermore, the benchmark method, N4SID, cannot detect this mode. Only

the stabilisation diagrams for the baseline scenario are reported for brevity, but

similar results are found for the other scenarios.

In Table 4.8, the stable ωn and ζn identified with N4SID, LF, and FRVF are

presented. The identification with LF and FRVF are mostly consistent with the

N4SID benchmark results. In fact, the relative difference between the ωn of LF

and FRVF and those from N4SID never exceeds 1%, while the ζn is mostly under

10% and on rare occasions between 10 and 15%. However, this is expected due

to the intrinsic nature of damping [16]. In Figure 4.11, the φφφ n of the baselines
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Table 4.8: Natural frequencies and damping ratios identified by LF and FRVF for
all scenarios.

Natural Frequency [Hz]
Mode 1st Bending 1st Coupled 2nd Coupled

Scenario N4SID LF FRVF N4SID LF FRVF N4SID LF FRVF
1 3.190 3.202 3.203 11.896 11.886 11.858 17.763 17.703 17.725
2 2.957 2.958 2.945 12.096 12.134 12.083 17.350 17.302 17.294
3 2.775 2.769 2.788 12.002 12.025 12.014 17.079 17.101 17.023
4 2.729 2.725 2.727 11.970 11.965 11.938 15.067 15.052 15.004

Damping Ratio [-]
Mode 1st Bending 1st Coupled 2nd Coupled

Scenario N4SID LF FRVF N4SID LF FRVF N4SID LF FRVF
1 0.032 0.040 0.028 0.066 0.063 0.065 0.058 0.061 0.062
2 0.021 0.024 0.025 0.060 0.057 0.058 0.061 0.056 0.060
3 0.019 0.022 0.021 0.058 0.055 0.057 0.050 0.050 0.057
4 0.019 0.021 0.019 0.050 0.048 0.052 0.046 0.039 0.038

Figure 4.11: XB-2: Mode shapes of the baseline scenario.

scenario are displayed.

The φφφ n in Figure 4.11 are coherent for all scenarios, except for a slight dif-

ference for the FRVF in the fourth mode at channels #2-3L. This is also testi-

fied by Table 4.9, where the diagonal value of the MAC matrices between LF, or

FRVF, and N4SID are reported. Only the diagonal values are reported as the off-

diagonal terms have a negligible value. In all cases, apart from φφφ 4 in the baseline

scenario for FRVF, the MAC values exceed 0.95, which means almost perfect

correlation between the modes. Even the φφφ 4 in scenario 2 for FRVF MAC value

is 0.89, which means good correlation with its N4SID counterpart.

Concluding on the identification results, it is clear that both LF and FRVF per-
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Table 4.9: XB-2: MAC (main diagonal) Value of the mode shapes identified via
LF and FRVF vs N4SID.

MAC values on the main diagonal [-]
Scenario Baseline 2 3 4

Mode LF FRVF LF FRVF LF FRVF LF FRVF
1st 1 1 1 1 1 1 1 1
2nd 1 0.97 1 1 1 1 1 1
4th 0.97 0.89 0.98 0.99 1 0.99 0.95 0.97

form satisfactorily, when compared to N4SID, for the identification of the XB-2’s

scenarios, with LF being more consistent with the benchmark for φφφ n identifica-

tions.

4.4.2 Aeroelastic Investigation

Having demonstrated the goodness and coherence in the results of the modal

parameters identified via N4SID, LF, and FRVF, it is beneficial to assess this in

light of a classic aeronautical problem. The flutter speed prediction using a model,

introduced in Section 4.2.5, informed by the identified modal parameters. The

comparison assumes the N4SID parameters as the benchmark values to assess

the LF and FRVF performance.

Given the aeroelastic model developed in Section 4.2.5, a few assumptions to

simplify the model need to be made:

• The wing’s shape is assumed to be rectangular;

• The EI, GJ and mass are assumed to be constant along the span;

• The identified ζn are assumed to be dependent only on structural effects in

the wind-off results;

• The second mode is assumed to be a pure pitching mode.

In order to accommodate the assumptions, the mean aerodynamic chord is taken

under consideration and, since the wing is assumed to be rectangular, also the
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stiffness, Ei and GJ, are assumed constant along the span. The ζn assumption

stands as a good approximation for small vibrations [65]. Lastly, the proposed

model is based on uncoupled modes and the first mode to show pitching mo-

tion is considered to be a pitching-only mode for the sake of this analysis. The

strong assumptions are motivated by the fact that the main goal of the aeroelastic

investigation is to compare the LF and FRVF, rather than a full aeroelastic assess-

ment. Nevertheless, similar approaches still give reasonable estimates, usually

underestimating flutter onset speed by around 20% [12].

According to the wing’s geometry and physical properties, Equations (4.11)

and (4.12) are populated with the values in Table 4.10.

Table 4.10: XB-2: Properties values for the aeroelastic model.

Property Value
m mass divided by area
c 172 mm
s 1.5 m
s f 0.25 × c
ρ 1.225 kgm-3

aw 7.143 (NACA 23015)
e 0

The aeroelastic system is evaluated between 0 and 50 ms-1 U∞, EI and GJ are

derived from still air results (the GVT results) and M
θ̇

is a function of the reduced

frequency k.

Figure 4.12 show the results, in terms of ωn, ζn and λ vs U∞ of the linear

eigenvalue analysis of the aeroelastic model, respectively from the LF, FRVF and

N4SID identified data, for the baseline case. In particular, Figure 4.12a shows

results for ωn vs U∞, Figure 4.12b plots the ζn vs U∞ curves, Figure 4.12c displays

the relation between the λs’ real parts and U∞ and Figure 4.12d plots the λs’

imaginary parts vs U∞. To get an insight on the stability of the λ , their real part

is plotted in Figure 4.13 against the respective imaginary part for the baseline

scenario for the results obtained from LF, FRVF. and N4SID.
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(a) (b)

(c) (d)

Figure 4.12: XB-2: Frequency (Figure 4.12a), damping ratio (Figure 4.12c),
eigenvalues’ real part (Figure 4.12b), and eigenvalues’ imaginary part (Fig-
ure 4.12d) vs U∞, for the aeroelastic model computed from data obtained via
LF, FRVF, and N4SID for the baseline scenario.

Only the results for the baseline scenario results obtained from LF, FRVF, and

N4SID are presented graphically, since the results are similar for all other cases.

Only flutter is detected for all scenarios in the chosen speed range. However,

this is not an issue as flutter usually precedes the insurgence of divergence [11].

The stability behaviour in Figure 4.12 is similar and it is as expected from similar

implementations [66]. For the two cases reported in Figure 4.12, flutter, as ex-

pected, is related to ζn approaching zero; hence, real(λ ) crossing the zero line.

These phenomena can also be appreciated in Figure 4.13, where the zero line of

the imaginary axis is crossed by λ , pointing to the occurrence of an aeroelastic

instability. These behaviours are also found in the other cases for which plots are

not presented.
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Figure 4.13: XB-2: Polar plot of the eigenvalues obtained from the LF, FRVF, and
N4SID data for the baseline scenario.

Table 4.11: XB-2: Aeroelastic phenomena onset speeds.

Flutter onset speed [ms-1]

Scenario Baseline 2 3 4
(%) (%) (%) (%)

N4SID 21.882 22.778 22.890 22.872
LF 20.730 21.719 21.783 21.706

(-5.26) (-4.64) (-4.84) (-5.10)
FRVF 21.245 22.239 22.347 22.264

(-2.91) (-2.37) (-2.37) (-2.66)

The actual values for flutter onset speeds, reported in Table 4.11, show that,

when compared with the N4SID-derived model, the FRVF-derived models pre-

dicted onset speeds are much closer than the LF-derived models. Particularly,

the difference between the FRVF-derived models and those from N4SID never

exceed 2.91%. However, even in the worst case, the error of the LF-derived

model does not exceed 5.26%. The minimum deviations is also different; FRVF-

derived models have a minimum error of 2.37%, while for LF models it is 4.64%.

It can be said that LF modal identification performs worse than that for FRVF for

the creation of a 2 DoF ROM for aeroelastic phenomena onset speed predictions.
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However, the LF-derived models are still able to translate the small changes in

modal properties to changes in the predicted flutter speeds, as the expected er-

ror is 20% [12]. In conclusion, it can be said that the LF identification is usually

more stable, as shown in Figure 4.10, than FRVF identification; however, FRVF-

identified modal properties values, in particular ωn and ζn, are closer to those

from N4SID, as demonstrated in Table 4.8.

4.5 Conclusions

In this work, the sensitivity, robustness, and performance of the Loewner Frame-

work and Fast Relaxed Vector Fitting are assessed and compared for the ex-

traction of modal parameters from numerical and experimental vibration data in

the frequency domain. The main findings of this study can be condensed in the

following points:

• The Fast Relaxed Vector Fitting method is more adversely affected than

Loewner Framework by measurement noise. However, it is at least one

order of magnitude faster to run than Loewner Framework;

• From a System Identification perspective, Fast Relaxed Vector Fitting better

detects the higher order modes, while Loewner Framework correctly identi-

fies more modes overall and with more precision for the estimation of damp-

ing;

• Both Fast Relaxed Vector Fitting and Loewner Framework returned con-

sistent stabilisation diagrams for experimental signals, with the Loewner

Framework being more stable and less affected by spurious identifications

than the Fast Relaxed Vector Fitting;

• The identified modal parameters are consistent with the current state-of-the-

art (N4SID), with the Fast Relaxed Vector Fitting results being slightly more
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accurate and the Loewner Framework values being more stable;

• For damage assessment uses, both Fast Relaxed Vector Fitting and Loewner

Framework are capable of detecting occurring damage (modelled as a stiff-

ness reduction) and changing structural configuration (added mass). This

was verified both numerically and experimentally;

• From a ROM point of view, both Fast Relaxed Vector Fitting and Loewner

Framework data produced efficient and reliable aeroelastic models for the

prediction of flutter onset speed, with Fast Relaxed Vector Fitting results

matching the benchmark slightly better.

In summary, it can be asserted that the Loewner Framework is more stable,

from a results point of view, but, generally, slightly less precise, than Fast Relaxed

Vector Fitting. The authors suggest the use of the Loewner Framework over Fast

Relaxed Vector Fitting in the case of noisy or disturbed measurement, but advise

the implementation of Fast Relaxed Vector Fitting in all other cases.
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Chapter 5

Identification of Nonlinearity

Sources in a Flexible Wing: a Case

Study1

Abstract

Nonlinearities exist, to different extents, in all real systems. In aeronautics, flexi-

ble high aspect ratio wings have become the new state-of-the-art in wing design,

pushed by the pursuit of greater aerodynamic efficiency, by decreasing drag, and

lighter aircraft, thanks to the use of composite materials. Nevertheless, account-

ing for nonlinearities in the design and testing phase of aeronautical product de-

velopment is still a challenge. In this work, a flexible wing that showed unusual,

softening, behaviour during two previous ground vibration testing campaigns is

considered. In order to determine the nature of the nonlinearity, the wing back-

bone curve is extracted from the free-decay from resonance data, along with the

time-frequency spectrogram and the Hilbert spectrum. The softening behaviour

1This is an adapted version of the following preprint in preparation for submission to Journal
of Aerospace Engineering: Dessena, G., Pontillo A., Ignatyev, D. I., Whidborne, J.F., Zanotti
Fragonara, L. (2023). Identification of Nonlinearity Sources in a Flexible Wing: a Case Study
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is confirmed and further testing and visual inspections on the sub-assemblies and

components are carried out to pinpoint the main sources of nonlinearity.

5.1 Introduction

Linear behaviour is a common assumption for engineering design and testing,

but for some products and applications, such as automotive shock absorbers [1]

and flexible wings [2], nonlinear effects cannot be neglected. This is particu-

larly true within aeronautics, where structures, controls and aerodynamics inter-

act closely [3]. Lately, nonlinear identification [4] and reduced order modelling [5]

have been of great interest for slender wing structures, due to the shift in wing

design paradigm, driven by the search for more efficient designs [6]. Research

has focused on nonlinear modelling of structural components interaction, such as

wing-pylon interaction [7] and morphing structures [8] for the characterisation of

aeroelastic behaviour.

The aeroelastic behaviour characterisation is the main motivation for the ever-

growing interest of the aeronautic community in nonlinearity. The search for more

efficient designs has increased the amount of composite materials and has made

the wings lighter and slenderer than ever before [9]. Two prime examples in civil

aviation are the Airbus A350 and the Boeing 787 Dreamliner. For these new and

challenging structures, classical linear, experimental or operational, modal anal-

ysis (LMA) cannot be applied and new challenges arise. Fortunately, nonlinear

modal analysis (NLMA) has been proposed over a decade ago and general re-

views are found in [10] and, its recent update, in [11]. The aim of NLMA is to

prescribe a universal and immediate tool similar to LMA, but for the nonlinear

regime. However, there does not yet exist a clear and widely accepted global

theory. It is not the purpose of this work to give an extensive review of NLMA, for

which the interested reader is referred to the book of [12], and for this introduction,
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priority is given to the widely accepted practices in NLMA.

Nonlinear normal modes (NNMs) have been proposed as an extension of LMA

modes. Nevertheless, two different, but not irreconcilable, definitions exist: the

Rosenberg NNM [13] and the Shaw and Pierre NNM [14]. The former is defined

when synchronous and periodic oscillations approach their respective maxima at

the same instant for all modal coordinates, while the latter introduces the concept

of invariant manifold, a graph over the two-dimensional modal subspace of the

linearised equivalent system. When the synchronous requirement is relaxed, the

two definitions can be reconciled. In fact, the Shaw and Pierre NNM can be

seen as the surface where the Rosenberg NNM exists in a fixed phase space.

Extensive scrutiny of the matter is beyond the scope of this research, but the

interested reader is directed to the review by [15].

all masses execute periodic motions of the same period, when all of them

pass through the equilibrium position at the same instant

A foundation block in the NNM practical usage is the backbone (BB) curve,

which can be defined as the frequency-amplitude projection of NNMs. This pro-

jection carries useful information about the system, such as energy dependence

and the direction of the stiffness nonlinearity, such as softening and hardening.

For flexible wings, geometric nonlinearities dominate the spectrum causing hard-

ening effects. Notably, in [16, 17] a methodology for extracting the NNM BB curve

is outlined by considering the free-decay from resonance excited via a stepped

sine and subsequent time-frequency analysis on the results. This approach is

also used in [9] for the validation of a vision-based measurement system and

in [5] for the model order reduction of a flexible beam, with a single degree of

freedom (SDOF) oscillator based on the Duffing model. Also, control-based con-

tinuation through phase resonance testing can be used to extract BB curves [18],

but it requires ad hoc control software and adds to the overall complexity of the

test. Hence, only the former approach is considered in this work.
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SDOF oscillators are commonly used for identifying and reducing the order of

a nonlinear system. The most popular model used for these tasks is the Duffing

oscillator [19], which adds a cubic stiffness term to a linear SDOF oscillator. Nu-

merous other modified formulations and models have been proposed for specific

problems [5, 20, 21]; however, the state-of-the-art for the modelling of slender

structures, such as flexible wings, considers an added quadratic damping coeffi-

cient [22]. The latter formulation, the Duffing oscillator with the quadratic damping

term, is considered for the remainder of this work.

In this work, a flexible wing that had previously undergone Ground Vibration

Testing (GVT) at different amplitudes [23, 24] is considered. Two GVT testing

campaigns with different input excitations and identification methods returned a

surprising result: the geometric nonlinearities were not dominant and the wing

showed softening behaviour across the input amplitude range. Hence, further

testing is required to investigate this nonlinearity. The aims of this work are three-

fold: (i) investigating the detected softening behaviour by extracting the BB curve

of the wing’s first mode, (ii) fitting the free-decay time series with a Duffing model

to characterise the nonlinearity and (iii) assess the nature of the nonlinearity,

which is suspected to be either damage [25] or load misalignment [26].

The remaining of this work is organised as follows. The flexible wing used as

the specimen for this study is introduced in Section 5.2, with previous test results

that justify this research. In Section 5.3, the nonlinear experimental test, their re-

sults and the identification procedure are presented. Following, Section 5.4 deals

with the process of identifying the main source of nonlinearity and Section 5.5

discusses the results in a global manner. The article is closed by concluding

remarks in Section 5.6.
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5.2 The Flexible Wing

The flexible wing specimen used in this work is the eXperimental BeaRDS 2

(XB2) High Aspect Ratio (HAR) wing from the Beam Reduction Dynamic Scal-

ing (BeaRDS) project [27–30]. The project aimed to establish a workflow for the

design, manufacture and testing of dynamically scaled HAR wings for use in the

Cranfield University 8’×6’ wind tunnel. For this reason, the XB-2 is a dynamically

scaled prototype of an alternative design, for drag minimisation, for a high-wing

version of an A320-like airframe.

The XB-2 wing (Figure 5.1a) defining characteristic is its skin, which was addi-

tive manufactured using two different materials within the same print. The PolyJet

technology [31] allowed for using alternating strips of Digital ABS [32] and Agilus

30 [33]. The former is a type of 3D printable ABS and the latter is a rubber-like

material. In Figure 5.1a the black strips are made of Agilus 30 and the white strips

of Digital ABS. The Agilus 30 strips allow the wing to be extremely flexible without

compromising the integrity of the skin and, according to [28], it does not allow the

skin to have a stiffening effect on the wing. Under XB-2’s skin, the wing’s torque

box can be found and it is shown in Figure 5.1b. The torque box is made up of

two main components: (i) a 6082-T6 Aluminium spar and (ii) a Stainless Steel

tube. The former is machined out of two Aluminum blocks and joined at mid-span

with a weld reinforced by four reinforcement plates. The latter is a stiffening tube

that was added aft of the spar to allow for higher aeroelastic phenomena onset

speed for wind tunnel testing [34]. The tube has a 10 mm diameter and a 1 mm

thickness. In Figure 5.1b, the spar’s sections and taper are shown on the torque

box assembly.

The wing’s geometrical and material properties, including aerofoil profile, semi

span, mean aerodynamic chord (c̄), taper ratio (λ ), leading edge (LE) sweep

(ΛLE), quarter chord sweep (Λc/4) and mass are reported in Table 5.1.



CHAPTER 5. IDENT. OF NONLIN. SOURCES IN A FLEX. WING 146

(a)
8 cm 

2 cm 

6 cm 

2 cm 0.9 cm 

8 cm 

12.5 cm 

87.5 cm 

145 cm 

(b)

Figure 5.1: XB-2 HAR wing top view (retrieved from [23]) in Figure 5.1a, Fig-
ure 5.1b shows the torque box assembly (adapted from [23]).

Table 5.1: Materials and physical properties.

Material Young Modulus [GPa] Poisson Ratio [-] Density [kgm−3]

6082-T6 Aluminium 70 0.33 2700
Stainless Steel 193 0.33 8000
Digital ABS 2.6–3.0 0.33 [35] 1170–1180
Agilus 30 NA NA 1140

Property Details Unit
Semi span 1.5 m
AR 18.8 -
c̄ 172 mm
λ 0.35 -
ΛLE 14.9 ◦

Λc/4 0 ◦

Aerofoil NACA 23015 -
Mass 3.024 kg

The readers interested in a more profound review of the XB-2 wing are referred

to [23, 24, 28, 30, 36, 37].
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5.2.1 Previous Experimental Results

As mentioned in Section 5.1, the motivation of this work is to investigate the nature

and origin of the nonlinearities detected in of two previous testing campaigns [23,

24] on the XB-2 wing. The first involved the extensive GVT of the XB-2 wing and

its sub-assemblies and components, the latter investigated the effect of different

setting angles on modal parameters within the GVT of XB-2. In both instances,

the test are carried on a table shaker, where the wing is secured with a clamp

(more information about the clamp itself are available in [24]). The table shaker

is a Data Physics Signal Force modal shaker, which is controlled by its DP760

closed-loop control software running on a consumer-grade laptop.

For the first testing campaign, only the data regarding the full wing is reported,

while for the second only the cases at the neutral setting angle are. It should be

noted that the excitation inputs of the two tests are slightly different: in the first

instance, a bandwidth-limited random vibration between 2 and 400 Hz is used,

while in the second the bandwidth is between 2 and 100 Hz. In both instances,

three different input amplitudes are used and are referred as ”low”, ”medium”,

and ”high” input. These, respectively, correspond to an input amplitude of 0.305,

1.034 and 1.712 g RMS (root mean square) for the first set of tests and to 0.649,

0.919 and 1.590 g RMS for the second set.

In order to obtain useful results, a set of sensors (accelerometers) were placed

on the wing. A sensor placement strategy based on the minimisation of the cross-

correlation between adjacent modes via a genetic algorithm [38] is selected. The

optimisation routine is run to choose the position of four rows of accelerome-

ters, allowing for the detection of bending and torsional modes. Hence, eight

accelerometers are positioned along the wing’s span and one on the clamp, to

provide feedback to the table shaker controller, as per Figure 5.2.

The accelerometers properties are listed in Table 5.2 and their recorded ac-

celeration data is recorded by a National Instruments cDAQ-9178 and saved on
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Figure 5.2: XB-2: Accelerometers locations. The accelerometers do not appear
aligned only for the optical effect of the camera lens (retrieved from [23]).

a desktop machine via a LABVIEW routine.

Table 5.2: Accelerometers specifications.

Accelerometers
ID # Model Sensitivity [mVg−1] Mass [g]

0 PCB Piezotronics model: 352C23 4.88 0.2
1R PCB Piezotronics model: 356A16 96.50 7.4
1L Isotron accelerometer model: 7251A 10.30 10.5
2R PCB Piezotronics model: 356A16 97.20 7.4
2L Isotron accelerometer model: 7251A 10.08 10.5
3R PCB Piezotronics model: 356A45 100.20 4.2
3L Isotron accelerometer model: 7251A 10.34 10.5
4R Brüel & Kjær accelerometer type: 4507-002 94.12 4.8
4L Brüel & Kjær accelerometer type: 4507-002 95.52 4.8

In the first test case the modal parameters are identified using the well-known

[39] Least Squares Complex Exponenetial (LSCE) method [40, 41] and in the

second instance a technique introduced for mechanical systems by some of the

authors, the Loewner Framework (LF) [36, 42, 43], is used. Both techniques

are input-output techniques in the frequency domain with, at least, Single-Input-

Multiple-Output capabilities. In Table 5.3 and Figure 5.3, the modal parameters

(natural frequencies - ωn -, damping ratios - ζn - and mode shapes - φφφ n -) extracted

from the two campaigns are reported.

From Table 5.3, it is clear that a relationship between the excitation ampli-

tude and the identified modal parameters exists. More importantly, this relation
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Table 5.3: Natural frequencies and damping ratios identified in [23, 24].

Input Mode 1st 2nd 4th

Natural Frequencies [Hz]

Low LSCE 3.187 11.752 17.447
LF 3.210 12.500 17.360

Medium LSCE 3.164 11.267 17.070
LF 3.200 11.920 17.150

High LSCE 3.139 11.196 16.988
LF 3.170 11.760 17.050

Damping Ratios [-]

Low LSCE 0.024 0.047 0.037
LF 0.035 0.053 0.045

Medium LSCE 0.018 0.060 0.041
LF 0.023 0.053 0.045

High LSCE 0.018 0.065 0.042
LF 0.018 0.055 0.057

Figure 5.3: Mode shapes identified in [23, 24], respectively, by LSCE and LF for
the low input cases.

holds for different excitation signals and identification methods and, so, cannot be

classified as a casuality. In Figure 5.3 the φφφ n identified in the two testing cam-

paigns, respectively with LSCE and LF are shown. For clarity and conciseness,

only those from the low input cases are reported, as the correlation, calculated

with the modal assurance criterion [44], between the φφφ n obtained from the dif-

ferent input signals is well over 90%. The first mode is found to be a bending

mode and the second and the fourth are found to be coupled, bending and tor-

sion, modes. The third mode is not investigated in [23, 24] as it was found to be

lagging dominant and so outside of the scope of those studies.

In Table 5.3 for both the testing campaigns, the ωn decrease as the input
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excitation amplitude increases. This behaviour is not what is expected for a HAR

wing under large deflections. In fact, geometric nonlinearities should dominate

delivering a hardening effect [5], which should result in the ωn raising with the

input. However, for XB-2 a decrease in the resonance frequencies is shown.

This phenomenon is known as nonlinear softening. Nevertheless, this effect is

not major and it can be defined as slight nonlinear softening behaviour. This is

also shown by the fact that ζn are virtually independent of the input and φφφ n are

basically unchanged.

5.3 NNM free-decay identification

Random vibration tests alone are only good to pinpoint a nonlinearity and not to

properly characterise it [12]. Further testing is designed in order to extract the BB

curves relevant to the first NNM from free-decay data and model the nonlinearity

using an SDOF oscillator.

The baseline experimental setup and sensor position are left unchanged from

the previous GVTs. The difference lies in the input signal and the data of interest.

A stepped sine excitation (p(t) = Fsin(ωt) - F is the amplitude) is used to excite

the structure to resonance [16]. This process can be laborious because the fre-

quency step has to be sufficiently small [9]. A 0.01 Hz step is used in this work,

to step up the frequency when the balance is reached. For this test, the RMS

amplitude (F) in g of the stepped sine is set to 1. From previous testing, it is clear

that the first linear mode lived around 3.2 Hz. Hence, the stepped sine is initiated

at 2.5 Hz. At quadrature, the input from the shaker is stopped and the free-decay

is recorded. In this section, the results from accelerometer channel #4L (as per

Figure 5.2 and Table 5.2) are reported and discussed.

Figure 5.4a shows the free-decay from resonance for the first mode of ac-

celerometer channel #4L. The time series data is recorded at 5120 Hz, converted
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from g to ms-2, down-sampled to 512 Hz and de-trended. In Figure 5.4b, the BB

curve is extracted using the zero-crossing technique, which gives enhanced per-

formance and precision over the Hilbert Transform approach [9]. In this approach,

the zero-crossing points are recorded and the frequency between the full cycle of

the sinusoidal free-decay is recorded to obtain the frequency and the maximum

peak, within that interval, sets the amplitude, outlining the points of the BB curve.

In the case of interest, a moving average with a window length of 20 is applied to

smooth out the response. The circles in Figure 5.4b mark the query points.
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Figure 5.4: Figure 5.4a shows the free-decay, measured from accelerometer
channels #4L, from resonance for the first mode of the XB-2 wing and Figure 5.4b
shows the linked BB curve.

From the BB curve in Figure 5.4b it is clear that the softening trend is con-

firmed even from the free-decay from resonance data. As a further sanity check,

the time-frequency analysis of the free-decay is carried out with a modified ver-

sion of the continuous wavelet transform (CWT), known as superlet [45]. The

superlet allows for custom resolution in both time and frequency, instead of what

happens with normal CWT and short-time Fourier transform. To the knowledge

of the authors, this is the first instance in the literature that the superlet is applied

to mechanical systems. The resulting spectrogram is found in Figure 5.5a, where

the black dashed line shows the ridge of the log(Energy). Figure 5.5b shows
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the Hilbert spectrum of the free-decay signal under scrutiny. The time-frequency

analysis of the Hilbert-Huang transform [46, 47] is used to cross-check if any of

the signals was influenced by lower or higher harmonics.

(a) (b)

Figure 5.5: Figure 5.5a shows the spectogram obtained via superlet of the free-
decay signal and in Figure 5.4b its Hilbert spectrum is shown.

In Figure 5.5a, the spectrogram of the free-decay for the first mode of the XB-2

wing is shown. As expected the energy decreases as time goes, on due to the

signal amplitude decreasing. Notably, the dashed black line shows the energy

ridge, or crest. This line clearly has a positive slope. Hence, the results from the

spectrogram confirm the results from the GVTs and the BB curve extraction: a

softening nonlinearity is present in the wing. Nevertheless, Figure 5.5b shows

the Hilbert spectrum of the signal. Clearly, only one signal component is found;

hence, the nonlinearity is not caused by other external phenomena, but by the

structure’s harmonic motion itself. In addition, a regression line, taking the form

of a grey dashed line, is plotted, once again confirming the softening nature of

the nonlinearity.

At this stage, the numerical quantification of the nonlinearity is carried out

before investigating its nature. According to [5, 20], a linear SDOF oscillator can
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be used, as a preliminary step, to fit a system’s free-decay. For a time series, the

SDOF takes the form of:

mẍ+ cẋ+ kx = 0 (5.1)

where m, c and k are, respectively, the equivalent mass, damping and stiffness

coefficients. The SDOF in Equation (5.1) has an analytical solution when the

critical damping ratio (cc) is larger than c such that:

ẍ = Acos(2πωdt +ϕ) exp(−ζ 2πωt) (5.2)

where ẍ is the acceleration time history, A is the acceleration amplitude, ωd is the

damped natural frequency, ϕ is the phase angle in radians, ζ is the damping ratio

and ω is the natural frequency. For these the usual relationships hold:

ω =

√
km−1

2π
ζ =

c
4πωnm

ωd = ω

√
1−ζ 2 (5.3)

Given the free-decay acceleration time series in Figure 5.4b, Equation (5.2)’s pa-

rameters can be fitted via the least squares method. First the modal parameters,

from the GVT in [24] (Table 5.3) are used as starting point. In particular ω1 is

set as ωd and ζ1 as ζ . Then, ω can be extracted as per Equation (5.3). These

defines a starting acceleration time series from Equation (5.2) to be fitted to the

free-decay data. A random value is taken for the initiation of ϕ. The least squares

problem is solved in MATLAB via the fit function. According to [20], m can be

fixed to the overall mass of the tested specimen. In this case this results in m =

3.024 kg. Subsequently, the damping and stiffness coefficients are also defined,

such that c = 2.115 Nsm-1 and k = 1.195 kNm-1.

For systems like flexible wings, the dominant nonlinear terms lie in the damp-

ing and stiffness terms [9]. The state-of-the-art formulation is a modified SDOF

Duffing oscillator with quadratic damping, which takes this form when considering
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free-decay:

mẍ+ cẋ+ c2ẋ2 sin ẋ+ kx+ k3x3 = 0 (5.4)

where k3 is the cubic stiffness coefficient (or Duffing term) and c2 is the quadratic

damping coefficient. Now, the coefficient identified for the linear model can be

used to reduce the number of unknowns to only the nonlinear parameters. The

fitting problem is defined between the free-decay time series acceleration and

Equation (5.4)’s parameters. In order to solve the nonlinear least squares fitting

problem, the MATLAB lsqnonlin function is used. The coefficient m, c and k

are assumed constant from the linear system and the starting points for c2 anf

k3 are set to 0. After the computation, c2 is found to be 7.275 Ns2m-2 and k3 is

-1081.7 kNm-3. Furthermore, the process is repeated, but using all parameters

(m, c, k, c2 and k3) for tuning. The starting points for the linear coefficients are

the values identified with the linear SDOF and those for the nonlinear coefficients

are zero. The results of this further fitting are reported in Table 5.4, alongside the

parameters identified in the other two fitting problems. Column-wise, from left to

right, the parameters extracted from the linear fitting, nonlinear fitting for only c2

anf k3 and nonlinear fitting for all parameters are presented. Also the error, as the

root mean square error (RMSE) between the scaled acceleration time series, is

presented in Table 5.4, while the scaled time series are presented in Figure 5.6.

Table 5.4: Model parameters identified via the linear and nonlinear SDOF oscilla-
tors.

Parameter Linear Nonlinear Nonlinear-2

m [kg] 3.024 3.024 3.059
c [Nsm-1] 2.116 2.116 2.146
k [kNm-1] 1.195 1.195 1.205
c2 [Ns2m-2] - 7.275 7.107
k3 [kNm-3] - -6.861 -6.488
RMSE 0.01062 0.01058 0.01052

In Table 5.4, the results between the two nonlinear identification strategies
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Figure 5.6: Scaled acceleration time series of the experimental and fitted data.

are slightly different. The linear terms are within a 2% difference and the nonlin-

ear terms are less than 6%. The low sensitivity at convergence shows that the

identified parameters can be trusted as a suitable solution. On the other hand,

Figure 5.6 shows the three scaled acceleration free-decay time series between

1 and 10 s from the onset. The RMSE values presented in Table 5.4 are rela-

tive to the time series presented in Figure 5.6 and the metric is used to rank the

data fitting models. As aforementioned, the XB-2 wing shows a slight nonlinear

softening behaviour, hence the improvement of the nonlinear models over the lin-

ear SDOF is small, but still significant when the identified nonlinear parameters

in Table 5.4 are assessed. The identification results clearly confirm what was al-

ready assessed from the time-frequency analysis in Figures 5.4 and 5.5a and in

the previous GVTs [23, 24]: the XB-2 wing exhibits a slight nonlinear softening

behaviour.

5.4 Nonlinearity source identification

Having assessed that the XB-2 wing shows a weak softening behaviour; hence;

the source of this particular nonlinearity needs to be investigated. Usually, for
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such slender structures geometric stiffening nonlinearities are dominant, but this

is not the case. The main hypotheses are two:

• Damage in the structure:

– breathing cracks are known to give this behaviour [25];

• A misalignment between the loading force (from the shaker table) and the

shear centre (located between the spar section centroid and tube) and cen-

tre of mass exist:

– a torsional motion is induced to the wing simulating the softening be-

haviour [26];

In order to assess these, the wing is first visually inspected for any apparent

damage. No relevant damage is found in the wing skin, even if it would be un-

likely for damage on the skin to majorly influence the stiffness of the structure as

it was designed to be stiffness-free [28]. Finally, no damage is identified, by visual

inspection, in the torque box. The only possible source of damage not inspected

is the weld between the two halves of the main spar. Hence, the four reinforce-

ment plates (Figure 5.7) are removed. Figure 5.8 shows the spar middle section

without the reinforcement plates for the top (Figure 5.8a) and bottom surfaces

(Figure 5.8b).

It is clear from Figure 5.8 that cracks exist in the top and bottom surfaces of the

spar at the weld at mid-span. Each crack is 8 mm deep and constitutes a double

(top and bottom) breathing crack mechanism. The two cracks would explain the

nonlinearity in the structure. However, it should be considered that two halves of

the spar are heavily constrained by the reinforcement plates and the problem is

now to determine how these cracks actually influence the overall response of the

wing. As for the GVTs in [23], nonlinear testing by the means of free-decay from

resonance is performed also on the sub-assemblies and components of XB-2. In
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Figure 5.7: Reinforcement plates at mid-span of the spar.

(a) (b)

Figure 5.8: The crack on the top surface is shown in Figure 5.8a and thatin the
bottom surface in Figure 5.8b.

particular, the analysis of the nonlinear regime for the wing’s spar should deter-

mine the nature of the nonlinearity of the structure. The main hypothesis is that if

the spar shows a softening behaviour the breathing cracks are the main source of

nonlinearity in the structure; otherwise, if the spar shows either a linear or stiffen-

ing behaviour, the wing’s softening behaviour can be explained by an imbalance

between the loading and inertial forces. These also need to be checked against

the torque box nonlinear response.

5.4.1 Free-decay response of the spar and torque box

The spar and torque box are subjected to the same testing routine used for the

XB-2 wing in Section 5.3. The goal of this further testing is to assess the be-
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haviour of the wing’s spar and torque box in terms of nonlinearity. This information

would allow for determining the dominant source of nonlinearity of the wing within

the testing regime. For this scope, in Figure 5.9 the free-decay acceleration time

series, BB curves and spectrograms of the spar (Figures 5.9a, 5.9c and 5.9e) and

torque box (Figures 5.9b, 5.9d and 5.9f) are presented.

The BB curves in Figures 5.9c and 5.9d are obtained via the zero-crossing

technique and the spectrograms Figures 5.9e and 5.9f by employing the superlet,

as per the full wing scenario in Section 5.3. From Figures 5.9a, 5.9c and 5.9e

it is clear that the spar does not show a softening behaviour, on the contrary, it

shows hardening. This is particularly visible in the backbone curve presented in

Figure 5.9c and to a lesser extent in Figure 5.9e. The issue that makes the hard-

ening less visible in the spectrogram has to do with the instabilities at amplitudes

lower than 1.5 ms-2.

The same can be said for the torque box, which, again, shows nonlinear hard-

ening. However, the torque box behaviour at lower amplitudes, less than 7 ms-2,

is unstable. This is clearly seen in the BB curve in Figure 5.9d and in the spec-

trogram in Figure 5.9f. However, this is not a major concern as for nonlinearities

in slender structures high amplitudes are the regions where most phenomena

manifest.

After having identified that the XB-2 wing shows nonlinear softening and that

its subpart show varying levels of nonlinear hardening, the effect of the cracks in

the span can be ruled out as a potential contributor to the softening behaviour

shown in the full wing. Rather, this shows that the reinforcements plates perform

exactly the task they were designed for, ensuring continuity in the structure. The

hardening behaviour shown by the spar and torque box is typical for such beam-

like slender structures under large excitations (geometric nonlinearity) [48].
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Figure 5.9: Free-decay time series and BB curves of the spar (left column - Fig-
ures 5.9a, 5.9c and 5.9e) and the torque box (right column - Figures 5.9b, 5.9d
and 5.9f)
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5.4.2 Mass distribution considerations

Having excluded damage as the potential main source of nonlinearity for the XB-2

wing, the second hypothesis is to be investigated: load, inertia and shear centre

misalignment. First, the reference system should be considered. In Figure 5.10 a

CAD model of the testing setup is shown with the reference axes. From now on

the span-wise direction is identified with direction x and the chord-wise with y.

y 

x 

Figure 5.10: Reference axes for the mass distribution analysis.

The underlying assumption of the second hypothesis is that a chord-wise mis-

alignment exists between the centre of mass of the full wing and the shaker exci-

tation, such as to induce a torsional moment between the two. Hence, the centre

of mass positions of the spar, torque box and XB-2 wing are studied in this section

to investigate the nonlinearity.

Next, the spar centre of mass is investigated. The spar is symmetric in the

chord-wise direction, so the centre of mass lies at y = 0 mm and span-wise at

x = 423 mm. Hence, no torsional moment in the span-wise direction exists due to

inertia effects.

The torque box is not symmetric, so some sort of imbalance is expected. It is

found that the centre of mass for the torque box lies at x = 418 mm and y = -3.6

mm. This means that a very small moment exists between the inertial forces and

the shaker’s excitation.
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Finally, the XB-2 centre of mass is investigated. The centre of mass of XB-2 is

found at x = 529 mm and y = -35 mm. This means that the wing’s centre of mass

is misaligned with the shaker’s excitation. The moment relative to the location of

the centre of mass of the wing can be estimated, in stationary conditions, to be a

moment of 1 Nm.

In Figure 5.11 the centre of mass positions are presented with the nominal

mass in kg. The origin in the plot is the same as per Figure 5.10, the centroid

of the shaker table. Figure 5.11 summarises the findings of the mass distribution

study: (i) the spar centre of mass lies in the centerline (x axis), (ii) the torque box

centre of mass is slightly behind the centerline and (iii) the wing’s centre of mass

is decisively (35 mm) behind the centerline.
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Figure 5.11: Centre of mass positions, relative to the origin in Figure 5.10, of the
spar, torque box and XB-2 wing.

5.4.3 Shear centre considerations

When a load is not applied on a section’s shear centre a torsional moment is

generated. A torsion moment is not generated in the spar tests, due to its sym-

metric section; hence, the load is applied at the shear centre. However, this does

not happen for the torque box and the XB-2 wing, because the stiffening tube is
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placed aft of the main spar. This translates to the creation of a torsional moment

between the structure and the load. This event usually develops to nonlinear

softening behaviour [26]. However, the softening behaviour is not found in the

nonlinear analysis of the torque box, but rather a nonlinear hardening is found

at amplitudes above 7 ms-2. Since the wing skin is designed to have the least

possible effect on the structure’s stiffness [28] (Agilus 30 strips), this means that

the shear centre location is not too distant from its original position and its soften-

ing effects are dominated by nonlinear geometric hardening at higher amplitudes.

However, this does not happen for the XB-2 wing, which experiences nonlinear

softening. Hence, it can be considered that the shear centre location is only a

contributor to the nonlinear behaviour rather than a decisive component within

this testing regime.

5.5 Discussion

In Section 5.2 the XB-2 wing is introduced and the motivation for this investigation

is presented. The results of two previous GVT campaigns [23, 24], where the wing

is excited via a random vibration input at three different amplitudes, are shown.

The ωn extracted via LSCE and LF show that as the amplitude of the excitation

increases their value decreases. Hence, a nonlinear behaviour is detected in the

wing [12].

Section 5.3 investigates the nonlinearity found in the previous GVTs using the

free-decay from resonance method [16]. The free-decay acceleration time series

from the outermost accelerometer (channel #4 as per Figure 5.2) are isolated and

the BB curve is extracted. From the BB curve, a slight softening nonlinearity is

highlighted after some instability at low (less than 1 ms-2) amplitudes. Further

time-frequency analysis, via spectrogram and Hilbert spectrum, is carried out to

verify these results. The spectrogram highlights the nonlinearity and the Hilbert
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spectrum shows that the signal is not influenced by external components. After

the nonlinear softening confirmation, the model is identified. First, a linear SDOF

oscillator is used to identify the underlying linear system, then the identified pa-

rameters are used for the nonlinear identification. As expected from the analysis,

a small negative cubic stiffness is found.

Two main hypotheses are then brought forward to identify the main source

of nonlinearity in the system: (i) damage or (ii) load misalignment. The former

is investigated by visual inspection and breathing cracks are found at mid-span,

under the reinforcement plates, in the spar. Breathing cracks [25] would explain

the softening phenomena. However, further nonlinear testing, in Section 5.4.1,

on the spar and torque box shows that they are, as expected, subject to nonlinear

hardening, rather than softening.

In Sections 5.4.2 and 5.4.3 the positions of the centres of mass and shear

centres are considered. As expected, as parts are added to the spar, the centre

of mass moves further inboard and aft of the centerline (linear extension of the

excitation point of the shaker). The same happens for the shear centre when

the stiffening tube is added to constitute the torque box assembly. The underlying

assumption is that the shear centre does not move when the skin is added, as the

latter is designed to make the least possible influence on the stiffness properties

[28]. These mean that there are two, inertia and load misalignment, moments

acting on the XB-2 wing. These asymmetries result in a twisting moment on

the wing, which in turn decreases its bending stiffness, prompting the softening

nonlinear behaviour.

Further evidence of this can be found in [37], where the time histories recorded

from a disturbance in the wind tunnel for the XB-2 wing are used to identify damp-

ing for the first two modes. In fact, at the large displacements experienced in the

wind tunnel test, the first mode is found to be coupled between bending and tor-

sion. This means that, as input and displacement increase, so do the torsional
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moments from inertia and load misalignment. Nevertheless, these tests were car-

ried out on a slightly different configuration of the wing, including ballast masses,

so the results cannot be directly compared.

5.6 Conclusions

In this work, high aspect ratio flexible wing nonlinearities detected in two ground

vibration testing campaigns are investigated. The flexible wing shows a nonlin-

ear softening behaviour, which is driven by inertial effects and load misalignment.

This is demonstrated with nonlinear experimental testing, via the free-decay from

resonance technique, backbone curve extraction, time-frequency analysis via su-

perlets and identification of the nonlinear parameters with a Duffing oscillator with

quadratic damping on the flexible wing. In addition, for the nonlinearity source

identification, visual inspections, for damage assessment, and further testing on

the components, such as the spar and torque box, are used to determine the

source of the nonlinearity. Coincidentally, this is the first time that the superlets

are used for the time-frequency analysis of experimental mechanical systems.
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Chapter 6

A Global-local Meta-modelling

Technique for Model Updating1

Abstract

The finite element model updating procedure of large or complex structures is a

challenge for engineering practitioners and researchers. Iterative methods, such

as genetic algorithms and response surface models, have a high computational

burden for these problems. In this work, an enhanced version of the well-known

Efficient Global Optimisation technique is introduced to address this issue. The

enhanced method, refined Efficient Global Optimisation or rEGO, exploits a two-

step refinement and selection technique to expand the global search capability of

the original method to a global-local, or hybrid, search capability. rEGO is tested

and validated on four optimisation test functions against the original methods and

genetic algorithms with different settings. Good results in terms of precision and

computational performance are achieved, so an application to model updating is

sought. A penalty function for the finite element model updating is identified in

1This is an adapted version of the article submitted to Computer Methods in Applied Mechanics
and Engineering on the 20th February 2023: Dessena, G., Ignatyev, D. I., Whidborne, J. F., Zanotti
Fragonara, L. (2023). A global-local meta-modelling technique for model updating
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residuals of the modified total modal assurance criterion, which uses the modal

parameters from an existing structure and compares them to those of the model.

The choice process is carried out using a numerical system and comparing five

suitable penalty functions as candidates. Finally, rEGO for finite element model

updating is implemented on a hybrid, numerical and experimental, case study

based on a well-known experimental dataset. A finite element model of the struc-

ture is built and then tuned to the experimental data, then a numerical study,

based on the numerical model, is carried out for damage detection and lastly the

same task is done for experimental data. Satisfactory results in terms of preci-

sion and computational performance are achieved when compared to the original

methods and genetic algorithms.

6.1 Introduction

Finite Element Models (FEMs) are a fundamental tool for the design and anal-

ysis of engineering structures. However, out-of-the-box FEMs rarely match the

behaviour of a system without tuning. The process of tuning a model to data

obtained from an existing structure is known as FEM updating (FEMU) and for

large, or complex structures the process can become lengthy and convoluted.

Particularly, iterative processes driven by Evolutionary Algorithms (EAs) suffer

this drawback. In this work, a novel global-local optimisation routine based on the

Efficient Global Optimization (EGO) [1] and Kriging [2] is introduced to address

this problem. The new techniques draw on the advantages of meta-modelling

to create an iterative routine for FEMU, which, in particular, can be applied for

damage detection of mechanical systems. The method is first outlined, and then

validated against existing optimisation techniques on a selection of well-known

test functions. Subsequently, a suitable goal function for FEMU is identified and,

lastly, the method is used for the model updating and damage detection on the
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well-know three storey frame structure from the Engineering Institute (EI) at the

Los Alamos National Laboratory (LANL) [3]. The goal of this paper is to introduce

and validate a new surrogate-based optimisation technique which broadens the

scope of EGO to global-local optimisation. The new technique needs to improve

the precision and computational performance, particularly in the applications of

interest: FEMU and damage detection.

A brief review on the application of meta-modelling-based FEMU for damage

detection is given in Section 6.2. The newly developed technique, refined Efficient

Global Optimisation (rEGO), is introduced in Section 6.3, its application to model

updating in Section 6.4 and a hybrid, numerical and experimental, case study

on the three storey frame structure from the Engineering Institute at LANL in

Section 6.5.

6.2 Methods

In this section the applications of FEMU for damage detection are recalled before

introducing Kriging and EGO.

6.2.1 Model Updating for Damage Detection

Model updating, intended as the calibration of FEMs using experimental data, is

an established strategy within structural engineering [4]. Hence, the main goal of

model updating is to establish a FEM which is representative, as much as pos-

sible, of the actual system. In fact, due to manufacturing, materials or modelling

assumptions an out-of-the-box FEM is rarely adequately coherent with its real

counterpart [5]; for this reason, a growing interest in model updating is registered

over the last three decades [6–9].

Apart from matching the behaviour of a model to a real structure, model updat-

ing can be used for damage detection, commonly referred to as Structural Health
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Monitoring (SHM) [10]. SHM is defined as the statistical pattern recognition strat-

egy of damage in a system, by which operational capability or functionality is

influenced. According to [11] this can be summarised in a four-point procedure:

1. Operational evaluation: such as a testing campaign;

2. Data acquisition and cleansing: data collection and processing from the test

data;

3. Feature selection: defining what parameters or values are going to be em-

ployed for the SHM task;

4. Statistical model development: assessing the structure by comparing the

undamaged and current state.

A considerable number of methods for SHM have been developed [12]; however,

the most prominent are the vibration-based approaches [13], which, in turn, can

be divided in direct [14] and indirect [15] methods. The former involves data

obtained directly from tests, such as modal parameters or frequency response

functions (FRFs), while the latter, involving model-oriented approaches known as

model-based SHM, is the focus of this work. The underlying assumption of this

approach is that a change in the parameters of the model between a baseline and

a damaged scenario returns information on the presence, location, and severity

of the damage [16]. Giving a thorough review of SHM is beyond the scope of this

paper and the interested reader is referred to [17] for a general overview, to [12]

for a summary of the state of industry implementation for SHM and to [16] for a

review on iterative methods for SHM.

Model updating techniques can be divided into direct and indirect methods

[16]. The former use modal characteristics to update the FEMs and are regarded

as efficient and accurate methods. Direct methods include matrix updates [18],

optimal matrix [19], error matrix [20] and eigenstructure assignment [21]. How-
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ever, these methods are not particularly appealing for engineering practice, par-

ticularly damage detection, as they present several critical drawbacks: (i) they

require very precise measurement of the structural vibration response, (ii) the

sensitivity to noise, (iii) the impossibility of using truncated data and (iv) the pos-

sibility of losing symmetry in the FEM matrix. With these preconditions, indirect,

or iterative, methods are introduced. Firstly, it is beneficial to make a distinction

based on the information used for the FEMU, which can be modal data (ωn, ζn,

and φφφ n) or directly the structure response, either in time or frequency domain.

Most commonly, modal parameters and frequency domain data are used. This

work focuses on modal data-based FEMU.

The indirect FEMU methods can be divided into five subcategories: (i) sensitivity-

based methods, (ii) response surface methods (RSMs), (iii) Bayesian and Monte

Carlo methods, (iv) computational intelligence techniques, and (v) Evolutionary

Algorithms (EAs) methods. The general rule for indirect methods is that there is

a penalty, or goal, function to be minimised in order to update the model, gener-

ally based on frequency response [22] or modal parameters [23]. The distinction

within the methods lies in the way this is obtained.

Sensitivity-based methods consider a system’s measured response as a change

in the initial FEM parameters and the aim is to minimise this difference with a

penalty function. The main limitation of this approach is its constraint in detecting

small-scale damage. Nevertheless, the method is widely employed in literature,

e.g the work of [24] for heritage structures.

Bayesian–Monte Carlo methods are based on the probability distribution func-

tion built on a set of data, such as defined by Bayes’ theorem. These methods

have the drawbacks of high computational cost, due to the requirement of solving

complex integrals, and of the prior knowledge of interval distributions of updat-

ing parameters [25]. Nevertheless, fruitful implementations are available in the

literature, such as the work of [26].
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Computational intelligence, or machine learning, model updating techniques

take advantage of the fact that FEM model updating is an optimisation problem.

The requirement for a large amount of data, as for any other machine learning

problem, is the main drawback of this method. However, researchers have suc-

cessfully applied the method in many instances. A prominent example is the work

of [27], which treats on-line model updating for structural health monitoring.

Sometimes classified with the computational intelligence methods, EAs are

regarded as an efficient method to solve highly nonlinear and multimodal prob-

lems [16]. This allows them to be accurate instruments for dealing with optimisation-

driven FEMU. As stated in [28], the most prominent and employed EA technique

is the genetic algorithm (GA) [29], which, however, was shown to have a major

drawback for model updating [30]: the number of iterations needed is relatively

high, when compared to other techniques. This poses a problem when employ-

ing this methodology with complex or very large structures. Nevertheless, many

applications of FEMU with EAs exist, such as the work of [31], which employed

GAs to tune a FEM from modal data.

Lastly, the RSM is a statistical driven approach where a correlation is built be-

tween the input variables and response. The response is driven by a predefined

goal or penalty function. While simple methods like polynomial functions can be

used to draw the RSM, more advanced techniques are available, such as Krig-

ing [2] and its RSM implementation, the Efficient Global Optimisation (EGO) [1].

A slightly modified version of EGO is used in [30] for FEMU, while [7] usees clas-

sical polynomial regression for the same scope. The main drawback of RSM

for FEM is the application of statistical approximations with unknown parameters

which may result in the ill-conditioning of the final model [25].

The reader interested in a more comprehensive review can refer to the book

by [32] and the work by [6]. The reader particularly interested in indirect methods

can refer to works of [25] and [16].
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6.2.2 Kriging and the Efficient Global Optimisation

The idea behind meta-modelling is to create a response surface which mimics the

relationship between a function, or problem, input variables and its output. RSMs

obtain this goal by replacing the underlying implicit function of the original problem

with an approximation model, traditionally a polynomial; hence, a computationally

inexpensive function to evaluate [25]. However, more involved approaches exist

which offer models with higher fidelity. One of these approaches, Kriging, is used

in this work. The reader interested in a review and implementation of classical

techniques is referred to the book in [25] and the work in [7].

Kriging originated in geostatistics, in the 1950s [2]; however, more recently it

has seen multiple applications within engineering, particularly in design [33, 34].

Nevertheless, applications for FEM model updating are scarce [30, 35–37] and

mostly do not take full advantage of surrogate-based optimisation, being mostly

limited to response surface fitting. The main reason for the lack of applications

in FEMU is because there is no real proof of convergence, in the sense that the

obtained minimum could be far from the actual minimum [38]. However, this has

longly [1] been deemed to be irrelevant when the meta-model is built strategically,

such as for EGO. EGO can be defined as the strategic RSM implementation of

Kriging. EGO can be outlined as follows:

1. The design of experiment (DoE) is drawn to collect a number of samples

from the goal, or penalty, function in a strategic manner (usually LH);

2. Kriging is fitted to the data obtained through the DoE and a predictor is

established;

3. The RSM can be updated with new results strategically, such as computing

the value of the expected minimum;

4. Iterating between points 2 and 3 until convergence is reached.
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In fairness, the procedure could stop after point 2 is cleared. However, the ap-

proximated response at that stage is most likely not going to be accurate enough

for exploiting it, which is what EGO aims to do. The procedure starts with the DoE,

which aims to evaluate the original function, or problem, at well-distributed points

in the search space. The most prominent technique to obtain this is the Mor-

ris–Mitchell optimal Latin Hypercube (LH) [39, 40], which minimises the largest

distance between any pair of points within the sample through an iterative pro-

cedure. This technique is considered to create the initial population, the DoE,

within this work. General consensus [41] is that the initial sample should contain

a number of points ten times the number of variables in the problem. The inter-

ested reader can refer to the work by [42] for a more broader review of sampling

strategies.

As a stochastic-based meta-modelling technique, Kriging is based on the re-

lationship between the sample data (input) XXX and the observed response (output)

YYY which is defined as follows:

yi(xxx) = fff T (xxxi)βββ + z(xxxi), for i = 1,2, ...,n

with

XXX = {xxx1,xxx2, ...,xxxn}T , YYY = {y1,y2, ...,yn}T

(6.1)

where fff (xxx) is the polynomial vector of xxx, βββ is the linear regression vector of the

coefficients to be estimated and z(xxx) represents the error as a stochastic process

following a normal distribution, such as N(0,σ2) with a zero mean (µ) and stan-

dard deviation (σ ). In order to estimate z(xxx), a correlation model needs to be set.

The most common model is Gaussian correlation [30]; hence the entries of the

correlation matrix RRR can be built accordingly:

RRRi j(z(xxxi),z(xxx j)) = exp

(
−

m

∑
k=1

θk

∣∣∣∣xk
i − xk

j

∣∣∣∣2
)

(6.2)
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where xk
i are xk

j the ith and jth elements of, respectively, xxxi and xxx j, m is the number

of variables and θk is the decay rate of correlation between the different variables.

At this point the likelihood function can be defined as:

L =
1

(2πσ2)m/2|RRR|1/2)
exp

[
− (YYY −FFFβββ )T RRR−1(YYY −FFFβββ )

2σ2

]
(6.3)

where FFF represents the matrix of fff (xxx) for each point. If the maximum likelihood

is considered [33], the following are defined:

β̂ββ = (FFFT RRR−1FFF)−1FFFT RRR−1YYY

σ̂
2 =

(YYY −FFFβββ )T RRR−1(YYY −FFFβββ )

n

(6.4)

The maximum likelihood can be expressed in a logarithmic way:

ln(L)≈−m
2

ln(σ̂2)− 1
2

ln|RRR| (6.5)

At this stage, Equation (6.5) is maximised via a GA to obtain the value of θk for

the different variables.

The Kriging model is now built and the predictor for any point xxx0 can be defined

as follows:

ŷ(xxx0) = fff T (xxx0)β̂ββ + rrrT (xxx0)RRR−1(YYY −FFF β̂ββ ) (6.6)

with rrr denoting the n-vector of correlations between the error term, z(xxx0), at xxx0

and the error terms z(xxx0−n) at the previously sampled points.

After generating the initial model, an updating strategy has to be considered to

increase the model’s precision. Traditionally, the quantities such as the minimum

of the model error are infilled (data points added to model); however, EGO [1]

introduced the expected improvement (EI), which can be intuitively defined as the

measure of how much the minimum of the goal function can be improved if a point

at a given location is infilled. Also, it is, graphically, defined as the first moment of
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the area under the Gaussian distribution of the best-observed value [33]:

EI = E[I(x)] = (ymin − ŷ(xxx))

[
1
2
+

1
2

erf

(
ymin − ŷ(xxx)

ŝ
√

2

)]
+

+ ŝ
1√
2π

exp

[
−(ymin − ŷ(xxx))2

2ŝ2

] (6.7)

where ŷ(xxx) is the model predicted value at xxx, erf is the error function and ŝ is the

standard deviation.

For deeper insight into the EI the interested reader is referred to [1, 33]. The

graphical definition of EI in Equation (6.7) is considered within this work.

Summarising, direct methods for FEMU are not feasible in real operations;

hence, resorting to indirect methods is imperative. Within this realm, drawbacks

exist for all four subcategories. Moreover, the good track record of RSM in engi-

neering design [34, 43] makes them a suitable candidate to solve, with a novel

implementation, its modest drawbacks. Given the aforementioned introduction of

FEMU methods, SHM and meta-modelling, the aim of this work is to exploit the

capabilities of RSM FEMU by introducing a new RSM, based on Kriging and EI,

to improve the search performance in a global-local, or hybrid, sense for FEMU

and damage detection applications.

6.3 The refined Efficient Global Optimisation

This section deals with the introduction of the newly developed meta-modelling

technique, the rEGO, and with its numerical validation. First, the rEGO workflow

and foundations are described, then a numerical study, of four test functions, has

the goal of establishing a general rule for the quantification of the first stopping

criterion (ε1) and comparing rEGO to the well-established EGO and GA for opti-

misation purposes.
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6.3.1 Workflow

The main goal of rEGO is to enhance the search capability given by the stan-

dard EGO by implementing a global-local search capability,a partly successful

attempt is found in [44]. The enhancement is achieved in two ways: refinement

and selection. First of all, refinement is achieved at a global scale, by halving the

search space, when good knowledge of the response surface is achieved. Then,

at a local level, with a local convergence criterion, the second stopping criterion

(ε2), which is based on the Euclidean distance between the variables of proposed

minima (xdist). The former is inspired by the design domain reduction method in

[45, 46], which aims to halve the search space near the known minimum after

some condition is met, in a similar fashion to multi-objective optimisation [47] and

Pareto fronts dominance [48]. In the application under scrutiny, the condition is

related to the exploration of the response surface and, hence, to the ε1 and the

EI. Moreover, the latter is a common feature of optimisation algorithms and it is

set as 10−4, such that ε2 =10−4.

The refinement technique can be split in two separate tasks: exclusion and

de-clustering. Exclusion is a direct consequence of the search space halving and

consists in eliminating from the data pool the points which do not lie in the new

search space. However, this is not sufficient in ensuring an efficient computation,

as a cluster of points might have formed within the data pool. At this stage,

de-clustering enters into action by ensuring points within the same cluster are

excluded and only the middle point, in terms of variables’ position in space, is

left. This ensures the most efficient possible computation of the updated Kriging

meta-model.

In order to avoid convergence to local minima with few data points, a mini-

mum requirement for the size of the data pool is created, in such a way that the

ε1 cannot be satisfied if the number of points is less than ten times the number

of variables, which is the same principle driving initial sampling. In addition, two
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stopping criteria are defined. The first prescribes a refinement if, after 100 times

the number of variables (m× 100) iterations, there has not been another refine-

ment (ε1 not reached), while the second criterion stops the optimisation when the

minimum of the function has not improved (stall) after 100 times the number of

variables (m×100) iterations.

The above-mentioned techniques allow rEGo to become a global-local optimi-

sation technique and improve the global-only capability of EGO. Now, the running

algorithm if rEGO is outlined:

1. The initial population of size 10 ×m, m is the number of variables, is com-

puted using an LH for ;

2. The initial Kriging model is built as per Equation (6.6);

3. The point where the maximum EI is found is computed and the Kriging

model is updated. This process is known as infill;

4. The ε1 is verified. If the condition is not met the process goes back to step

2;

5. The minimum location, with a GA, found from the predictor is computed;

6. If ε2 is verified the algorithm terminates. Otherwise, the number of points is

evaluated and if less than 10 ×m, the process goes back to point 2.

7. The search space is refined and the dominant points are selected, de-

clustering, and the algorithm iterates from step 2.

Steps 1 to 3 represent the left column of the rEGO diagram in Figure 6.1 and

frame the EGO algorithm first introduced in [1].

The critical part of the workflow is the definition of ε1, linked to the EI. In theory,

perfect convergence can be reached when ŝ = 0 of Equation (6.7); nevertheless,

when dealing with real data this is highly impracticable. However, in practice [1]
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Figure 6.1: rEGO workflow. m stands for the number of variables.

suggests that a good convergence condition can be achieved for EI = 1% of the

minimum of the function that is searched. If the condition is not satisfied, then

the point with the maximum EI is infilled and the process iterates until conver-

gence. The impracticability of the ŝ = 0 condition makes EGO less reliable in

global search because an amount of uncertainty is postulated with the stopping

criterion. In fact, in rEGO ε1, as per EGO, is the measure of the global exploration

of the response surface and, since a new method is proposed, it is improper to

retain the value suggested in [1]. Hence, a numerical study, in the following sub-

section, investigates the relationship between EI and the algorithm’s precision.

Within this work, the Design and Analysis of Computer Experiments (DACE)

toolbox [49] is used to create the Kriging model and for de-clustering the data

pool, with the dsmerge function, and the EI function is retrieved from [50, 51], while

the optimal LH code is native of MATLAB, the lhdesign function. The authors’
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complete implementation and an introductory tutorial of rEGO can be found in a

Cranfield Online Research Data entry.

6.3.2 Numerical Validation

In order to investigate the relationship between the EI and the precision of the

algorithm, four optimisation test functions, presented in Table 6.1, have been

selected and their inputs and outputs scaled between 0 and 1. The functions

implementations are adapted from [52].

Table 6.1: Test functions.

Function Number of Variables

Modified Branin [33] 2
Hartmann 4-D Function [53] 4
Rastrigin [54] 6
Styblinski–Tang [55] 8

The ε1 taken into consideration within this numerical study are EI = [1 %,

0.1 %, 0.01 %, 0.001 %]. Since the original EGO implementation considered

1 % to be a suitable stopping criterion, only smaller values are considered. This

study’s main goal is to select a suitable EI value to be used as ε1 within rEGO. The

decision is based on the compromise between precision and computational effort,

the number of functions evaluations to convergence. The results of this survey

for the functions in Table 6.1 are presented in Figure 6.2. The plots’ ellipses

represent the 95 % Confidence Interval (CI) and the markers show the mean

values, both over 100 realisations.

The statistical study is necessary for the random nature of the Kriging mod-

elling. In all cases, the largest intervals for CI are observed for the highest EI

value, 1 %. This is somewhat expected as for a higher EI the knowledge of the

response surface is more uncertain than smaller EIs. Nevertheless, this general

rule does not apply for the number of evaluations. In fact, as clearly shown in Fig-
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(a) (b)

(c) (d)

Figure 6.2: Results of the numerical study concerning ε1 and computational ef-
ficiency. The ellipses represent the uncertainty in therms of 95 % Confidence
Interval (CI) over 100 realisations.

ures 6.2b to 6.2d, for the smallest EI value (EI=0.001%) the largest uncertainty,

in terms of computational effort, is found.

The highest and lowest proposed EI have two major drawbacks: the former’s

precision is notably worse than the others and the latter is the worst computa-

tionally; hence, they are excluded, leaving two potentially suitable values. Apart

from the Modified Branin, the 0.01 % value always offer a steep improvement in

precision, in terms of both the average value and smaller CI, than its larger coun-

terpart. Even if the computational effort is larger for EI = 0.01 %, when compared

to EI = 0.1 %, the difference is small, always within 10 %. Finally, from a graphical
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consideration, only the EI = 0.01 % value lies in what is called the knee of the

Pareto front, which, for a two-objective problem like this, indicates a good com-

promise between the two objectives. Hence, the value of EI = 0.01 % is selected

as the ε1 within this work and as the standard value for the rEGO algorithm. For

the EI=0.001% the 95% CI of f (x) is very small. Hence the ellipse looks more like

a horizontal line.

After having established the two stopping criteria driving the rEGO search, it is

pivotal to validate the new algorithm against existing techniques. The same test

functions are evaluated by rEGO, EGO and GA 100 times for statistical relevance.

For rEGO, ε1 is 0.01 % and ε1 is 10−4, while for EGO two implementations are

considered. One takes into consideration EI = 0.01 % as the stopping criterion

(EGO EI) and the other with a maximum number of function evaluations equal

to the average of rEGO’s evaluations to convergence (EGO n). This means that

the evaluation budget for the four functions is set, respectively to 39, 75, 176,

and 265. With respect to GAs, two sets of GAs are considered. One with a

number of generations of 10 (GA 10) and the other of 100 (GA 100). All the other

parameters are standard as per its MATLAB implementation in the ga function.

For all strategies, the starting population is defined by an LH generating a number

of points ten times the number of variables.

In Figure 6.3 the results of this numerical study are presented. Figure 6.3a

compared the mean of the minima of the functions, and their 95 % CI, found

over 100 realisations with the said techniques. As expected, GA 100 generally

identified the lowest values. However, as shown in Figure 6.3b, which deals with

the number of evaluations to convergence, the price is that many more iterations,

two orders of magnitudes more, are needed. The CI is not represented due to

its negligible magnitude when compared to the number of evaluations. In terms

of precision, rEGO outperformed EGO EI, GA 10, and GA 100 for the Modified

Branin Function, same for the Hartman-4D. However, for the Rastrigin function
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(a)

(b)

Figure 6.3: Results of the numerical study concerning the objective, f(x), and
computational efficiency, number of evaluations. The plots’ error bars are repre-
sent the 95 % Confidence Interval (CI) over 100 realisations.

rEGO outperformed all the surrogate-based techniques, but not the two GAs. Fi-

nally, for the Styblinkski-Tang function rEGO outperforms EGO EI, lays in the CI of

EGO n and falls short of the two GAs. Unsurprisingly, the GAs are able to obtain

better minimums as they use many more function evaluations when compared

to rEGO and EGO. On the other hand, the baseline EGO is less precise for all

functions, while the iteration-limited implementation reaches better performance,

due to having more function evaluations. This proves that the preliminary study

for the ε1 is justified as the baseline EI value of 1 % would have brought much

worse results. The performance of rEGO and EGO n are comparable, with the

latter, resulting slightly worse for the Modified Branin function and the Rastrigin.

rEGO is more computationally efficient.

In Figure 6.4 the elapsed time for each iteration of 100 realisations of rEGO
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Figure 6.4: Elapsed time for each iteration of rEGO and EGO n for the Styblinkski-
Tang function. The scatter represents the actual measurements and solid lines
are the regression lines (reg line).

and EGO n for the Styblinkski-Tang function is presented. The scatter represents

the time measured for each iteration and the solid lines are the regression lines,

respectively rEGO(reg line) and EGO n(reg line) for rEGO and EGO n. Clearly,

the slope of EGO n(reg line) is much steeper than its rEGO counterpart. This

is only presented for one function as results are similar for any possible function

since the speed of the computation depends mainly on the amount of data. This

has to do with the way EGO, and Kriging, work. In fact, if refinement and selection

are not implemented the data matrix of the model keeps growing and slows down

the computation. However, if the refinement and selection are implemented, the

computational time remains more stable. Consequently, it can be said that rEGO’s

computational performance is more efficient than EGO n. Hence, justifying its

implementation.

6.4 Model updating via rEGO

After having benchmarked rEGO against existing methods, practical implemen-

tation is taken under scrutiny. Within this section, rEGO is used for the FEMU of

numerical and experimental systems. However, prior to diving into the FEM appli-

cation, a suitable goal function needs to be defined. In fact, rEGO clearly works

as an optimisation technique and it needs a function to search. Most commonly
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in FEMU, modal parameters are sought as the driving force of model updating.

Hence, a set of five functions are selected for the preliminary study and are shown

in Table 6.2.

Table 6.2: Preliminary study: Potential goal functions for FEMU.

Function Formula

Residuals of the mean of the MAC diagonal 1−µ(MAC(φφφ E
i ,φφφ

N
i ))

Total modal assurance citerion (TMAC) [56] 1- ∏
m
i=1 MAC(φφφ E

i ,φφφ
N
i )

Modified total modal assurance criterion
(MTMAC) [31]

1−∏
n
i=1

MAC(φφφ E
i ,φφφ

N
i )(

1+ |ωN
i −ωE

i |
|ωN

i +ωE
i |

)

Root mean square error (RMSE) of the nat-
ural frequencies

RMSE( f iEi , f iNi )

RMSE of the natural frequencies and mode
shapes

RMSE( f iEi , f iNi )+RMSE(φφφ E
i ,φφφ

N
i )

The five functions are used to update the FEM of a numerical case study: a

5-element Euler-Bernoulli cantilever beam, as shown in Figure 6.5.

1 2 3 4 5

E, I,A,ρF(t)

x2(t) x3(t) x4(t) x5(t) x6(t)x y

L

θ
xy
2 (t) θ

xy
3 (t) θ

xy
4 (t) θ

xy
5 (t) θ

xy
6 (t)

Figure 6.5: Preliminary study: 5-element Euler-Bernoulli encastre beam

The beam is made of Aluminium, resulting in the following properties: Young

modulus, E, is 70 GPa and the density, ρ, is 2700 kg/m−3. The beam is 1 m

long, L, and its cross-section is a square with 20 mm sides, resulting in a second

moment of area, I, of 1.33×10−8 mm4 and an area, A, of 4×10−4 mm2. The beam

mass and stiffness matrices are modelled as per theory with vertical displacement

and curvature degrees of freedom (DoF). The said properties define the beam’s
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baseline scenario, while a 10% reduction of stiffness in elements 2 and 3 and a

5% reduction of stiffness in elements 4 and 5 characterise the second scenario.

For the purpose of this study, the former is known as baseline, and the latter

as pseudo-experimental. Table 6.3 summarises the beam model scenarios and

Table 6.4 shows the first five, for conciseness, natural frequencies of the baseline

and pseudo-experimental system.

Table 6.3: Preliminary study: Beam model scenarios.

Scenarios Description

Baseline baseline configuration as described above
Pseudo-experimental 10% reduction of stiffness in elements 2 and 3 and a

5% reduction of stiffness in elements 4 and 5

Table 6.4: Preliminary study: First five natural frequencies of the baseline and
pseudo-experimental beam model.

Natural frequency [Hz]
Mode # Baseline Experimental

1 16.443 16.098
2 103.098 99.928
3 289.570 280.946
4 572.042 553.945
5 949.446 920.842

This example mimics the mismatch between real structures and preliminary

FEMs. In order to tune the beam model from the baseline to the pseudo-experimental

results, a GA, such as the one previously defined as GA 100, is used in 100 in-

dependent realisations. The objective of this analysis is to find the function which

offers the best compromise in terms of computational effort, number of evalua-

tions, and precision, which is a two-fold objective as it considers both objective

minimisation and parameters evaluation, the latter being critical for SHM applica-

tions.

In order to tune the model, a parameter, xi, is used to scale a beam’s element
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stiffness,ke
i in such a fashion:

ke
n(xi) = ke

i × xi (6.8)

The beam stiffness elements are then assembled as usual and the system’s

modal properties are obtained through eigenanalysis. Hence, the optimisation

problem is to minimise the functions in Table 6.2 by changing the ratios xi and so

tweaking the model’s stiffness. The parameters search bound is set between 0.7

and 1.

The results of this study are reported in Figure 6.6, where Figure 6.6a com-

pares the numbers of average evaluations to convergence and the mean values of

the minimised objectives ( f (x)). In Figure 6.6b the evaluations are compared with

the mean euclidean distance between the parameters ( 5
√

x, because the num-

ber of variables is five). Only the mean values (µ) are reported as the standard

deviation (σ ) is found to be of at least two order of magnitude less than the µ.

(a) (b)

Figure 6.6: Preliminary study: Results of the numerical study concerning the goal
function selection. Figure 6.6a shows the average objective over 100 realisations
for the five functions, while Figure 6.6b shows the precision of the estimation of
the parameters as the average Euclidean distance between the expected and the
computed value.
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Figure 6.6a shows that the MAC-based functions obtain the smallest f (x) val-

ues and the RMSE based ones the highest values. This is somewhat expected

as the RMSE-based functions are not scaled between 0 and 1 as the other three.

Nevertheless, this outcome is reverted in Figure 6.6b, which shows that the pa-

rameters are massively misidentified by the MAC-based goal functions. The best

goal function for parameters identification is the MTMAC. In fact, it has better

results, both in terms of objective and parameters, than the RMSE techniques

for a comparable number of iterations. The MAC-only techniques are discarded

because they do not offer a real correlation between the minimised model and

the real structure, as shown by the parameters mismatch. Hence, the MTMAC is

selected as the objective function for the FEMU via rEGO.

6.5 Numerical and Experimental Case Study

After having established the rEGO theoretical and practical backbone for FEMU,

a hybrid, numerical and experimental, case study is selected. The system is a

three-storey frame structure, as shown in Figure 6.7 developed at the Engineering

Institute at LANL as a benchmark for SHM [3].

Figure 6.7: Three-storey frame structure: Experimental test set-up and schematic
diagrams of the three-storey frame structure. (Adapted from [3, 57]).
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The three-storey frame structure is made of four Aluminium plates (30.5 ×

30.5 × 2.5 cm) stacked over four, twelve total, Aluminium columns (17.7 × 2.5

× 0.6 cm) at each floor. The columns connect the adjacent corners of the plate

to constitute a frame-like structure. An additional Aluminium column (15.0 × 2.5

× 2.5 cm) hangs from the top plate and it is used to simulate the nonlinear be-

haviour induced by its interaction with a bumper placed on the second floor (see

the zoomed-in particular in Figure 6.7), which can be considered as a breathing

crack mechanism [58]. The frame is excited in the transverse direction at the

base plate, which is also constrained on rails to allow displacements only in that

direction. The data collected refer to four accelerometers, respectively placed at

the centerline of each floor and to a load cell attached between the base and the

stinger. The accelerometers have a nominal sensitivity of 1,000 mVg-1 and the

load cell of 2.2 mVN-1. The structure is excited with a 2.6 V RMS in the Dactron

system, which equals to approximately 20 N RMS measured at the input load

cell. The selected excitation signal is a band-limited random excitation between

20 and 150 Hz, where the lower bound is selected to avoid a rigid body mode,

and lasting 25.6 s. The testbed includes 17 independent cases; however, for

the scope of this work, only cases # 1-5 are considered. These cases include

damage and changes in environmental conditions by the means of mass addition

scenarios. Respectively, case 1 is treated as the baseline, used for the prelimi-

nary model updating, as a benchmark for cases # 2-5, and as a starting point for

the numerical study. Table 6.5 summarises the pertinent cases.

Table 6.5: Three-storey frame structure: damage and nonlinear scenarios.

Case # Description

1 Linear, baseline
2 Linear, added mass of 1.2 kg at the base
3 Linear, added mass of 1.2 kg at the first floor
4 Linear, 87.5% stiffness reduction in one column of the first inter-storey
5 Linear, 87.5% stiffness reduction in two columns of the first inter-

storey
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Fifty realisations for each case exist, with each instance including time his-

tories recording for the input force, in N, and accelerations, in g. The focus of

this work is model updating via modal parameters. Benchmark data for the sys-

tem under scrutiny is only available in terms of ωn and ζn, since φφφ n values are

not quantitatively given in [3]. Hence, ωn and ζn are retrieved from the bench-

mark data, while φφφ n are retrieved from [59], where they are identified with the

Loewner Framework, a modal parameters extraction method introduced by the

authors [59–61]. These data are considered as the average over fifty realisations

of the same case. The reader interested in a more detailed description of the

experimental system is referred to [3].

6.5.1 Model Updating

According to [3], the frame can be represented as a 4 DoF system, with each DoF

corresponding to a floor, or plate. These take the form of a classic mass-spring-

damper system:

MMMẍxx+CCCẋxx+KKKx = FFF(t) (6.9)

where MMM, CCC, and KKK are respectively the mass, damping, and stiffness matrices,

FFF(t) is the input force vector and x is the displacements vector. MMM and KKK are built

accordingly to usual practice for such systems, while CCC is built by considering the

uncoupled modal damping assumption in [62]:

CCC = φφφ
−TCCCnφφφ

−1 for CCCn = 2ζnωnMn (6.10)

φφφ are the eigenvectors from the eigenanalysis involving MMM and KKK, CCCnnn is the un-

coupled modal damping matrix, ζn is the nth damping ratio, ωn is the nth natural

frequency and Mn is the uncoupled modal mass matrix.
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MMM can be assembled considering the structure mass:

MMM = diag{m1, m2, m3, m4} (6.11)

where mn corresponds to the mass of the corresponding floor. Since real mass

values are not specified in [3], by assuming the density of Aluminium to be 2700

kgm-3 and considering the above-mentioned dimensions for the plates and columns

it can be estimated that:
m1 = 6.442 kg

m2 = m3 = 6.565 kg

m4 = 6.750 kg

(6.12)

Also for KKK, no information about the actual stiffness is supplied in [3]. However,

given the material properties of Aluminium and the geometric dimensions of the

columns the stiffness of a single column, kc can be derived [63]:

kc =
12EIzz

h3 (6.13)

where E is the Young’s modulus, Izz is the second moment of area of the column,

and h is the column height. For this formulation, the discretisation in a mass-

spring-damper system means that the stiffness of the equivalent spring is equal

to the sum of the columns’ stiffness on that floor. Given these information, it is

possible to compute the stiffness of the three inter-storey column arrangements:

k2−4 = 68.167× 103 Nm-1. In accordance with [3], k1 is modelled to simulate the

friction between the rails and the structure and for this use is set 1 Nm-1. For the

same argument, also ζ1 is set to zero. For modelling the shear frame structure

under scrutiny several implications and simplifications are made. In particular,

axial deformation of columns and floors is neglected and so it’s the effect of axial

forces.

Having defined MMM and KKK, and using the benchmark values for ζ2−4 it is pos-
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sible to extract the modal parameters of the system via eigenanalysis of Equa-

tion (6.9) (by setting FFF to zero). This allows to update the developed model using

the benchmark and experimental data described above. The updating is carried

out as described for the beam model, with the difference that this time rEGO’s

performance is going to be compared with EGO EI, EGO with a number of func-

tion evaluations equals to the mean over 100 iterations of rEGO (EGO n) and

three GAs with, respectively, 10 (GA 10), 100 (GA 100), and 1000 (GA 1000)

generations. For all scenarios and methods, the FEMU is run 100 times to obtain

statistically significant results. The optimisation techniques are summarised in

Table 6.6.

Table 6.6: Optimisation techniques summary.

Optimisation technique Description
EGO EI Standard EGO
EGO n Iterations-limited EGO. The limit comes from the

average number of iterations for 100 realisations of
rEGO

GA 10 GA with 10 generations
GA 100 GA with 100 generations
GA 1000 GA with 1000 generation

Results of the updating procedures are presented in Table 6.7. Experimental

refers to the data reported in [3] (for ωn) and those from LF (for φφφ n), FEM model

identifies the data, only ωn is quantitatively available, from the FEM developed

in [3], FEM base indicates the results from the baseline model developed in this

section and the others identify the results, obtained from the input parameters

average over 100 realisations, for rEGO and the comparative techniques. Also,

Table 6.8 reports the number of required functions evaluations, in terms of mean

(to the nearest integer), minimum and maximum over 100 realisations.

The model developed for the frame structure in this section (FEM base) clearly

underestimates ω2−4 of the real frame, but it still coherently matches φφφ 2−4. How-

ever, a ω2−4 relative error exceeding 15% is not acceptable in a FEM model, so
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Table 6.7: Three-storey frame structure: Natural frequencies, in Hz, and MAC
values between the experimental φφφ n and those derived from the models.

Natural frequency [Hz]
Model Mode # 2 Mode # 3 Mode # 4

(%) (%) (%)

Experimental 30.7 54.2 70.7
FEM model [3] 29.8 54.0 71.6

(-2.9) (-0.4) (1.3)
FEM base 24.852 45.813 59.947

(-19.050) (-15.475) (-15.210)
EGO EI 30.537 54.132 71.234

(-0.531) (-0.125) (0.756)
EGO n 30.639 54.181 70.916

(-0.198) (-0.035) (0.306)
GA 10 30.586 54.165 71.073

(-0.370) (-0.064) (0.527)
GA 100 30.699 54.001 70.729

(-0.004) (0.002) (0.041)
GA 1000 30.700 54.200 70.718

(-0.002) (0.001) (0.026)
rEGO 30.696 54.200 70.751

(-0.012) (0) (0.072)
MAC Value [-] wrt Experimental

Model Mode # 2 Mode # 3 Mode # 4

FEM model [3] NA NA NA
FEM base 0.983 0.999 0.997
EGO EI 0.991 0.997 0.997
EGO n 0.990 0.997 0.997
GA 10 0.991 0.997 0.997
GA 100 0.990 0.996 0.996
GA 1000 0.990 0.996 0.996
rEGO 0.990 0.996 0.996

tuning is required. This is carried out via rEGO and can be compared with the

said comparative techniques results. The rEGO updated FEM has ω2−4 closer

to the experimental value than those obtained from EGO EI, EGO n and GA 10

models, while GA 100 results are on par with rEGO. Only GA 1000 derived mod-

els outperform rEGO in terms of identified ωn. On the φφφ n side, the identified φφφ n are

all very consistent with those from experimental data and their MAC values are at

least 0.99, showing almost perfect correlation. The only exception is FEM base,
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where the MAC value is slightly lower for φφφ 1, being 0.983, which however still

shows great coherence.

Table 6.8: Three-storey frame structure: Functions evaluations needed for con-
vergence for the model updating case. Mean (to the nearest integer), maximum
(Max), and minimum (Min) values of 100 realisations are presented.

Evaluations [-]
Model Mean Max Min

EGO EI 128 233 83
EGO n 427 427 427
GA 10 2110 2110 2110
GA 100 19210 19210 19210
GA 1000 116669 190210 22630
rEGO 427 655 280

In terms of evaluations, as shown in Table 6.8, EGO EI needs the least func-

tion evaluations to converge and GA 1000 the most. rEGO, on average, requires

3.3 times the number of iterations than EGO EI, but the relative difference, be-

tween experimental and identified, of ω2−4 obtained through rEGO is at least an

order of magnitude less than EGO EI. Hence, rEGO offers performance on par

with the more computationally intensive GAs, but requires a number of function

evaluations orders of magnitude less than them. On the other hand, it requires

more evaluations than EGO EI, but it offers a more coherent model, particularly

in terms of ω2−4.

For validation purposes, the Experimental, FEM base, and rEGO φφφ 2−4 are

plotted for comparison in Figure 6.8.

Notably, the φφφ 2−4 computed from the FEM model have, graphically, a very

similar trajectory than those, model-derived, presented in [3].

From now on the FEM updated via rEGO is known as FEM rEGO and it rep-

resents the baseline condition for the numerical and experimental study. The new
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Figure 6.8: Three-storey frame structure: Comparison of the φφφ 2−4 identified from
Experimental data and computed from FEM base and rEGO.

parameters, in terms of mn and kn, of the new model are:

m1 = 6.202 kg k1 = 1 Nm-1

m2 = 7.504 kg k2 = 398.93 kNm-1

m3 = 8.225 kg k3 = 464.36 kNm-1

m4 = 7.656 kg k4 = 457.67 kNm-1

6.5.2 Numerical Case Study

After having successfully updated FEM base to FEM rEGO improving the model’s

fidelity to experimental data, a numerical study is defined. The main goal of the

numerical study is to preliminarily assess the capability of rEGO-based model

updating to detect damage, modelled as a decrease in stiffness, in optimal sce-

narios and in environmentally challenging scenarios, simulated by the addition of

masses. For these reasons four damage scenarios are postulated: two in opti-

mal conditions and two featuring the addition of masses. Table 6.9 defines the

damage scenarios characteristics.

The assumption at the base of this approach is that the change in the up-

dated parameters matches the change in the conditions, mass or stiffness, of the

structure. This allows the detection of a stiffness decrease and, hence, damage.
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Table 6.9: Three-storey frame structure: Numerically damaged scenarios.

Scenario # Description

1 Baseline scenario. Mass and stiffness properties as defined for
FEM rEGO.

2 15% stiffness reduction in the first inter-storey and 10% in the third
inter-storey.

3 15% stiffness reduction in the first inter-storey and 20% in the third
inter-storey.

4 15% stiffness reduction in the second inter-storey and 10% in the
third inter-storey and 1.2 kg mass addition on the first floor.

5 15% stiffness reduction in the second inter-storey and 20% in the
third inter-storey and 1.2 kg mass addition on the first floor.

As previously for the model updating, rEGO is compared with the other meth-

ods to assess its precision and performance over 100 realisations, for statistical

significance. For the scope of this study ζn stay constant for all scenarios, such

that ζ2−4 = [0.06. 0.02, 0.008]. In scenarios # 2 and 3 only the stiffness values

are updated, giving three variables, while for the remaining seven, four masses

and three stiffness, are considered variables. The search bounds for the stiffness

values are [0.7, 1.02] and for the mass values [0.98, 1.3].

The results, in terms of identified change in the parameters, are presented

in Figure 6.9, where a boxplot is used to condense the results for the 100 real-

isations. The central mark in the boxes indicates the median, while the bottom

and top edges of the box, respectively, indicate the 25th and 75th percentiles.

The most extreme data points not considered outliers are comprised within the

whiskers. Figures 6.9a and 6.9b, respectively showing the results for scenarios

# 2 and 3, only present the results for the three variables updated, while Fig-

ures 6.9c and 6.9d show results for all the seven variables.

Table 6.10 shows the required number of function evaluations for convergence

for all scenarios and models used within the numerical case study. The results

are presented in terms of mean (to the nearest integer), minimum and maximum

over 100 realisations.
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(a) (b)

(c)

(d)

Figure 6.9: Three-storey frame structure: Results, in terms of identified change
in the parameters, of the numerical study for the four damaged scenarios. Sce-
nario # 2 is shown in Figure 6.9a, Scenario # 3 in Figure 6.9b, Scenario # 4 in
Figure 6.9c, and Scenario # 5 in Figure 6.9d.

Table 6.10: Three-storey frame structure: Functions evaluations needed for con-
vergence for the numerical case study. Mean (to the nearest integer), maximum
(Max), and minimum (Min) values of 100 realisations are presented.

Numerical Case Study - Evaluations [-]
Scenario # 2 # 3 # 4 # 5
Model Mean Max Min Mean Max Min Mean Max Min Mean Max Min

EGO EI 37 69 32 37 68 32 90 163 75 92 127 76
EGO n 112 112 112 111 111 111 314 314 314 329 329 329
GA 10 523 523 523 523 523 523 2110 2110 2110 2110 2110 2110
GA 100 4753 4753 4753 4751 4753 4565 19210 19210 19210 19210 19210 19210
GA 1000 13515 34316 5270 12601 32013 4565 66302 190210 22630 69676 176910 22630
rEGO 112 159 60 111 172 67 314 461 172 329 523 188
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For all scenarios analysed, Figure 6.9 shows that all methods, apart from

EGO EI, give somewhat satisfactory results. However, rEGO outperforms, for

nearly all variables in all scenarios and for all comparative methods. In Fig-

ure 6.9a, for scenario # 2 the higher generations GA and rEGO perform very

similarly, while EGO n performs slightly worse. EGO EI and GA 10 are well be-

hind. Nevertheless, all the methods are somewhat consistent such that their me-

dian line overlaps, or it is close to overlap, the numerical damage line. The same

can be said for scenario # 3 in Figure 6.9b. Things start to change for the more

complex scenarios, # 4 and 5, where also the mass values are considered. In

Figure 6.9c, the results for the variable changes for scenario # 4 are presented

and rEGO-derived parameters are the most accurate, in terms of median and 23th

to 75th percentile. However, for one instance, k4, rEGO slightly overestimates the

stiffness value. EGO n’s median line seems to perfectly match the numerical

value, but at the cost of more uncertainty, a bigger box. Hence, rEGO is still the

best compromise, precision-wise, even for its least-performing value. An identical

occurrence is identified in Figure 6.9d, but the same conclusion can be drawn

in favour of rEGO. Notably, the maximum difference from the numerical value for

rEGO computed variables never exceeds 1%, for all cases and for both mass and

stiffness values.

Concerning the required number of function evaluations for convergence, a

similar situation to the one presented in Section 6.5.1 is found. From Table 6.10 it

is clear that GA 10 and GA 100 struggle to converge before the maximum number

of evaluations is reached. This is clear from the fact that the values presented for

them are all equal to the maximum values. Once again, EGO EI requires the least

number of evaluations to converge, but, as aforementioned, it is less precise than

all methods, and particularly much worse than rEGO. On the other hand, rEGO

takes two orders of magnitude fewer evaluations to converge when compared

with GA 1000, one to two when compared with GA 100 and at least two-thirds
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less than GA 10.

Given these results, it can be asserted that rEGO is suitable for the model

updating for damage detection in numerical systems, particularly rEGO is able to

both damage localisation and severity assessments.

6.5.3 Experimental Case Study

After having updated the baseline FEM and verified the feasibility of damage de-

tection on a numerically damaged system, model updating for damage detection

via rEGO is tested on the experimental case study from Engineering Institute at

LANL: the three-storey frame structure. As aforementioned, for the sake of model

updating, cases # 2-5 from Table 6.5 are considered. Table 6.11 shows the char-

acteristics of cases # 1-5 in terms of decrease, or increase, of parameters relative

to the updated baseline model in Section 6.5.1.

Table 6.11: Three-storey frame structure: cases under scrutiny.

Case # Description

1 Baseline
2 19.35 % mass addition at the base
3 15.99 % mass addition at the first floor
4 21.88% stiffness reduction in the first inter-storey
5 43.75% stiffness reduction in the first inter-storey

Notably, cases # 2-3 deal with a mass addition and # 4-5 with a stiffness re-

duction in the first inter-storey. There are no experimental cases where mass and

stiffness values are changed at the same time. Hence, for cases # 2-3 only the

mass values are tuned, and, likewise, for cases # 4-5, only the stiffness values

are. The procedure is the same as followed for the previous case study: rEGO

and the comparative methods are used to match FEM rEGO to experimental data

for detecting damage, or changes, in the structure via its modal parameters. The

procedure is repeated 100 times for each method and case for statistical signifi-

cance. The search bounds for the mass values are [0.98, 1.5] and for the stiffness
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values are [0.5, 1.02].

In Figure 6.10, the results for the changes in parameters are presented in a

boxplot, as in the numerical case study, that allows understanding the stability, as

in the 25th and 75th percentiles, and precision, median value, of each method.

(a) (b)

(c) (d)

Figure 6.10: Three-storey frame structure: Results, in terms of identified change
in the parameters, for the experimental case study. Case # 2 is shown in Fig-
ure 6.10a, case # 3 in Figure 6.10b, case # 4 in Figure 6.10c, and case # 5 in
Figure 6.10d.

Table 6.12: Three-storey frame structure: Functions evaluations needed for con-
vergence for the experimental case study. Mean (to the nearest integer), maxi-
mum (Max), and minimum (Min) values of 100 realisations are presented.

Experimental Case Study - Evaluations [-]
Case # 2 3 4 5
Model Mean Max Min Mean Max Min Mean Max Min Mean Max Min

EGO EI 46 51 44 46 54 43 36 42 33 37 49 33
EGO n 185 185 185 174 174 174 133 133 133 132 132 132
GA 10 523 523 523 523 523 523 523 523 523 523 523 523
GA 100 4753 4753 4753 4753 4753 4753 4725 4753 4142 4746 4753 4048
GA 1000 28952 47053 5646 12727 39110 4753 8865 27689 4142 23938 47053 4048
rEGO 185 247 131 174 277 105 133 195 88 132 204 84

For case #2 (Figure 6.10a) m2 amd m3 are well identified by all methods apart

EGO EI and GA 10, particularly for m2. On the other hand, m4 is slightly overes-



CHAPTER 6. A GLOBAL-LOCAL META-MODEL. TECH. 4 MOD. UPD. 206

timated by the more precise methods, GA 1000 and rEGO, and unstable results,

in terms of 25th and 75th percentiles, are reported for the remaining. However,

all methods clearly identify a prominent mass change in the base floor with rEGO

and GA 1000 showing the best compromise between stability and precision. In

fact, GA 10 upper whisker is closer to the expected value, but its lower bound falls

much lower, between 5 and 10 % when the expected value is 19.35 %. A similar

situation can be seen for case # 3 in Figure 6.10b, where, however, the slightly

overestimated mass is m3 and m2, the increased mass, is actually overestimated

rather than underestimated. Notably, the absolute maximum difference between

the rEGO-identified parameters and the actual values never exceeds 4.3 % for

the mass values of case # 2 and 2.2 % for those of case # 3.

Cases # 4 and 5 deal with the damage, by stiffness reduction, cases. In Fig-

ure 6.10c the results for the computed parameters of k2−4 are reported. In case #

4 the damage is localised in the first inter-storey for a stiffness reduction of 21.88

% over FEM rEGO. Damage is successfully localised, but its severity is slightly

underestimated, at k2, by all methods; however, rEGO is the best performing in

terms of precision and stability. The maximum absolute difference between the

computed and the expected value is 3.4 % and it is located in the damaged inter-

storey. For the remaining stiffness values, k3 is slightly overestimated (< 1 %)

and k4 is underestimated (2 %). A similar situation is found for case # 5, where

the damage located in the first inter-storey is modelled with a stiffness reduction

of 43.75 %. Again, the damage is localised accordingly, but it is underestimated

(7.2 %). On the other hand, k3 is perfectly identified and k4, once again, is under-

estimated (2.6 %).

In terms of computational performance, rEGO, as per other cases, takes many

fewer function evaluations, e.g. 2 orders of magnitude less than GA 1000, for

convergence. The only method taking less function evaluations for convergence

is EGO EI, but at the price of precision.
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rEGO outperforms all other methods in terms of stability, precision and com-

putational performance. However, all methods seem to be influenced by some

sort of bias resulting in over-, or under-, estimation of some values. Since dam-

age is correctly localised and severity reasonably assessed, these differences are

to be traced back to the assumptions made in Section 6.5.1 to characterise the

three-storey frame structure with a mass-spring-damper model.

6.6 Conclusions

In this work, an enhanced version of the well-known Efficient Global Optimiza-

tion method is proposed. The optimisation technique is named as rEGO, refined

Efficient Global Optimisation, and it extends the global capability of the original

method to a global-local, or hybrid, search. This is achieved with the introduc-

tion of a refinement and selection technique, implemented in two steps: search

domain reduction and sample points de-clustering. The capability and perfor-

mance of the new method are tested successfully on four test functions, where

the method outperforms its predecessor and performs accordingly to genetic al-

gorithms, in terms of precision, but shows a lower computational burden. This

successful implementation is then followed by the introduction of a model updat-

ing technique based on rEGO. The technique uses modal parameters, extracted

from experimental data, to tune a finite element model via a penalty function, the

modified total modal assurance criterion. After validation on a numerical system,

a five degrees of freedom cantilever beam, the technique is employed on a well-

known experimental dataset from the Engineering Institute at the Los Alamos

National Laboratory: the three-storey frame structure. First, a baseline model is

developed, and then it is tuned to the real experimental case. The tuned model is

then numerically damaged, by stiffness reduction in four cases, two considering

damage-only and the other damage and mass addition. Finally, rEGO is imple-
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mented in four experimental cases for the detection of damage, or mass addition.

rEGO is able to detect, localise and quantify damage and mass addition satisfac-

torily in all cases, numerical and experimental, examined. For these reasons, the

authors highly recommend the use of model updating via rEGO for the detection

of damage in mechanical and civil structures and the implementation of rEGO as

a single-objective optimisation technique over existing ones, such as very com-

putationally heavy genetic algorithms. Also, the authors’ implementation of rEGO

is made available in an open repository.
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Chapter 7

An Iterative Approach for the Model

Updating of Flexible Wings1

Abstract

In general, there is a mismatch between a finite element model of a structure

and its real behaviour. In aeronautics, this mismatch must be small as finite

element models are a fundamental part of the development of an aircraft. With the

advent of flexible wings as the new state-of-the-art, the need for precise modelling

to avoid unexpected behaviour is even higher. Finite element model updating

can be computationally expensive for complex structures and surrogate models

can be employed to reduce the computational burden. In this work, a recently

introduced surrogate-based technique, the refined Efficient Global Optimisation,

is used for the model updating of a flexible wing. Two approaches, a global and

a component-based one, are compared and their merits validated. Good results

are achieved in terms of model errors and computational efficiency.

1This is an adapted version of the following preprint in preparation for submission to Chinese
Journal of Aeronautics: Dessena, G., Pontillo A., Ignatyev, D. I., Whidborne, J.F., Zanotti Frago-
nara, L. (2023). An iterative approach for the model updating of flexible wings.
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7.1 Introduction

Over the last three decades, increasing computational power has allowed for the

rapid development of finite element model updating (FEMU) methods [1]. This is

because a general mismatch between the finite element models (FEMs) and the

real systems they are meant to describe usually exists.

In [2], FEMU techniques are divided in two categories: direct and indirect

methods. The former is not suitable for practical engineering applications as (i)

they require very precise measurements of the structural vibration response, (ii)

have a high sensitivity to noise, (iii) cannot be used with truncated data and (iv)

are prone to lose symmetry in the FEM matrix. However, indirect, or iterative,

methods accommodate these drawbacks. Moreover, iterative methods, driven by

the minimisation of penalty functions, can require a heavy computational burden.

This happens for evolutionary techniques, such as genetic algorithms (GAs) [3].

Surrogate-based techniques hence can be employed for more efficient use of

computational power. This is done in [4] for the FEMU of numerical and bench-

mark structures using the well-known Efficient Global Optimization (EGO) on fre-

quency domain data. In order to improve the local capabilities of a global algo-

rithm like EGO, an enhanced version of EGO, the refined Efficient Global Op-

timisation (rEGO) [3, 5] has been proposed. rEGO was successfully applied to

numerical and experimental systems for damage detection via FEMU. The reader

interested in a more comprehensive review on FEMU can refer to [6] and [7], while

for thorough reviews of indirect methods, [2, 8] are suggested.

The FEMU task is fundamental across all fields of engineering, but even more

so in aeronautics, where having a reliable FEM is pivotal in meeting certifica-

tion requirements [9]. Further challenges have recently arisen for FEMU in aero-

nautics, in particular for aircraft wings, because the design paradigm is shifting

towards lightweight materials and slenderer wings, in order to improve their aero-
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dynamic efficiency [10]. Hence, developing accurate models is not only neces-

sary for analysing aeroelastic effects, but also for design and controls. In [11] a

FEMU technique is implemented for positioning a wing box’s composite material

layers for passive aeroelastic suppression, while in [12] model updating is used

for enhancing the handling qualities of an aircraft with flexible wings. FEMU has

also been implemented for other applications, such as reverse engineering of a

fighter aircraft internal structure [13]. Nevertheless, FEMU, in aeronautics, is not

only carried out in wings but also full aircraft, e.g. [14], and components, e.g. [15].

Experimental data is required to update a FEM and in most cases, results

from vibration data are used. The most prominent product of vibration data are

modal parameters [16], which can be obtained by experiment, the so-called Ex-

perimental Modal Analysis (EMA) [17], and during normal operation, known as

Operational Modal Analysis [18]. In fact, modal parameters, in particular, natu-

ral frequencies (ωn) and mode shapes (φφφ n) are a common metric for FEMU [19].

Notably, [20] used mode shapes, via the Modal Assurance Criterion (MAC) [21],

from operational data for the FEMU of a wing section. Nevertheless, approaches

based on the direct use of experimental data are still common, such as in [22]

where a flexible wing spar FEM is updated using the near resonance region of

the Frequency Response Function (FRF). A particular type of EMA, used in aero-

nautics, is ground vibration testing (GVT) and in this work, the two terms are used

interchangeably as it deals with aeronautical structures.

In [23] a sub-component-based FEMU strategy is applied to a composite wing.

Instead of updating the complete structure, the updating is carried out for indi-

vidual components and assemblies; however, no comparison is given to direct

approaches. In this work, the goodness of component-based approaches is as-

sessed against the direct approach on a flexible wing model and the experimental

testing in [24], which not only involved the full wing but also its parts and sub-

assemblies. The hypothesis is that there could be an improvement in model ac-
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curacy and computational performance. Hence, the aim of this work is threefold:

(i) assess the merits of the component-based approach, (ii) employ the rEGO-

based FEMU technique on a real structure and (iii) obtain a precise FEM of the

flexible wing model.

The remainder of this work is organised as follows. In Section 7.2, rEGO for

model updating is introduced, Section 7.3 deals with the flexible wing specimen

and its preliminary FEMs and Section 7.4 treats the FEMU process of the flexible

wing. The article is closed by concluding remarks in Section 7.6.

7.2 The refined Efficient Global Optimisation for Model

Updating

The rEGO is introduced to broaden the search capability of the Efficient Global

Optimization (EGO) [25, 26]. The main aim was to establish rEGO as a global-

local, in a hybrid sense [27], a technique able to both navigate search spaces

globally (avoiding local minima) and landing, not only, in the area of the global

minimum but as close as possible to it. The main novelties of EGO were the use

of a Kriging surrogate model and the implementation of a new infill metric, the

Expected Improvement (EI). The EI can be defined as a measure of how much

could the known minimum improve if a given point is added to the data pool. The

EGO workflow is similar to other surrogate-based techniques: (i) the design space

is searched strategically, usually with Latin Hypercube Sampling (LHS) [28], (ii)

the absolute value of the EI is maximised to find the suitable infill point and (iii) the

point is infilled. The process is iterated between (ii) and (iii) until convergence is

reached. For rEGO, usually, this happens when EI is less than 1% of the objective

function minimum [25].

In order to improve this process, rEGO retains the same global structure but

introduces two important principles: refinement and selection. In Figure 7.1 the
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rEGO workflow is outlined. Notably, the left column reflects the original EGO and

the right column the improvements brought by rEGO.

Figure 7.1: rEGO workflow. m stands for the number of variables (retrieved from
[5]).

Refinement is first triggered by the first stopping criterion (ε1), which is directly

linked with EI. In this work ε1 is set to 0.1%. The selection allows for the halv-

ing of the search domain and for the de-clustering of points in the search. The

two processes are, respectively, inspired by the design domain reduction method

in [29, 30] for multi-objective optimisation [31] and Pareto fronts dominance [32].

The main assumption is that given a lower EI value than that originally prescribed

in [25] (1%) and ensuring enough data points (10 times the number of variables)

[28], the search space can be halved without losing global minima in favour of

local minima. Hence, the selection comes into play. The data points outside the

newly defined search space are eliminated from the data pool and the remaining

are de-clustered, resulting in a better use of computational power as possibly re-
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dundant points are excluded. However, refinement is also active on a local scale,

linked to the second stopping criterion (ε2), based on the Euclidean distance be-

tween the variables of proposed minima (xdist). ε2 is a local convergence criterion,

which paired with EI makes rEGO, locally, a derivative-free optimiser.

For the scope of this work, the preliminary sampling is carried out via LHS with

the number of points ten times the number of variables and the remainder of the

process is as outlined in Figure 7.1.

Having outlined the optimisation routine, a suitable goal function for FEMU via

rEGO needs to be defined. In [3, 5], the use of the Modified Total Modal Assur-

ance Criterion (MTMAC) [33] is proposed paired with rEGO for FEMU. The MT-

MAC is found in [5] to perform better than other common choices, such as MAC

[21], when used with rEGO. For the sake of minimising the function, the residuals’

product of the MTMAC is used in this work and its formulation is presented as:

MTMAC = 1−
n

∏
i=1

MAC(φφφ E
i ,φφφ

N
i )(

1+ |ωN
i −ωE

i |
|ωN

i +ωE
i |

) (7.1)

where n denotes for the number of modes, superscript E for experimental data

and superscript N for numerical data.

In order to minimise the MTMAC, rEGO is meant to tune parameters, which

for a complex FEM, can involve materials, such as density and Young Modulus,

and geometry, such as moments of inertia, and properties. This will be discussed

in depth when dealing with the implementation of the technique on the flexible

wing.

The reader interested in a more thorough review of EGO is referred to [25, 26,

28] and to [3, 5] for the introductory work on rEGO. A MATLAB tutorial for rEGO

can be found in [34].



CHAPTER 7. AN ITER. APP. FOR THE MODEL UPD. OF FLEX. WINGS 224

7.3 The Flexible Wing Model

The wing model chosen to validate the FEMU technique is a High Aspect Ratio

(HAR) flexible wing model developed at Cranfield University for the Beam Reduc-

tion Dynamic Scaling (BeaRDS) project [35–38]. The main aim of BeaRDS was

to establish a workflow for the design, manufacture and testing of dynamically

scaled HAR wings for use in Cranfield University’s 8’×6’ wind tunnel. Specifically,

the wing under scrutiny is the eXperimental BeaRDS-2 (XB-2) model; a dynami-

cally scaled model for an optimised (drag reduction) wing to be used in an A320-

like aircraft. The scaled model is made up of four main components: the spar, the

stiffening tube, the additional brass ballasts and the skin (Figure 7.2b). The spar

and stiffening tube serve as the wing’s torque box (Figure 7.2a), the brass bal-

lasts were added for dynamic scaling purposes [39] and the skin was designed in

such a way so as to minimise its effect on the wing stiffness [36]. Since dynamic

scaling is not the focus of this work, the brass ballasts are removed for the current

study.

The spar is machined from two 6082-T6 Aluminium Alloy blocks and joined

at mid-span with a weld and reinforced by four bolted L-section plates, as shown

in Figure 7.3. Geometrically the spar can be divided into three main sections,

according to its profile. The clamping section is rectangular and serves as a

clamping point for the wing to the shaker table, the suspended part of the wing

sees three different Saint George’s cross-shaped cross sections as shown in Fig-

ure 7.2a. The spar’s section changes linearly across the span following the three

profiles. The spar mass is 1.225 kg.

In order to aid the execution of the original experimental campaign, a stiffen-

ing tube was introduced aft of the spar. This was done to prevent flutter onset

during the wind tunnel test of the BeaRDS project [39]. The tube is linked to the

main spar at three points (near each end and in the middle) all within the wing’s
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Figure 7.2: XB-2: Top views of the torque box (Figure 7.2a) and the full wing
(Figure 7.2b). Figure 7.2a also features the spar cross-sections and information
about their span-wise position. Not in scale.

Figure 7.3: XB-2: Reinforcement plates of the wing spar.

inboard half (with regards to the two original material blocks). The tube is made

of stainless steel and features an outer diameter of 10 mm, with a thickness of 1

mm and a length of 600 mm. The torque box, the spar and tube assembly, have

a combined mass of 1.362 kg.

The outer surface of the wing is defined by the skin. The skin (Figure 7.2b) is

made up of 47 different subsections, which are 3D printed in Digital ABS (white)
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and Agilus 30 (black), a rubber-like material. Despite the use of different materi-

als for the adjacent strips, the skin is made only of three separate parts, thanks to

the PolyJet technology, which allows to 3D print subsequent layers with different

materials [40]. This, and the use of a rubber-like material, gives enhanced flexi-

bility to the wing’s skin, allowing for large tip displacements. The assembly of the

torque box and the skin constitutes the full wing. Table 7.1 introduces the wing’s

material and physical properties, including aerofoil, aspect ratio (AR), mean aero-

dynamic chord (c̄), taper ratio (λ ), Leading Edge sweep (ΛLE) and quarter-chord

sweep (Λc/4). Please note, the wing has a neutral twist and dihedral angles.

Table 7.1: Materials and physical properties.

Material Young Modulus [GPa] Poisson Ratio [-] Density [kgm−3]

6082-T6 Aluminium 70 0.33 2700
Stainless Steel 193 0.33 8000
Digital ABS 2.6–3.0 0.33 [41] 1170–1180
Agilus 30 NA NA 1140

Property Details Unit
Semi span 1.5 m
AR 18.8 -
c̄ 172 mm
λ 0.35 -
ΛLE 14.9 ◦

Λc/4 0 ◦

Aerofoil NACA 23015 -
Mass 3.024 kg

The reader interested a more profound review of the BeaRDS project is re-

ferred to [35–39] and further information on the XB-2 wing can be found in [24,

36, 38, 42, 43].

7.3.1 Preliminary Finite Element Models

Having outlined the general geometry, components and properties of the XB-2,

three preliminary FEMs are built in ANSYS Mechanical APDL 2021. Respectively,

a spar, torque box and full wing are built following an assembly-like approach.
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First, the spar model is built, then the tube is added for the torque box model and

finally, the wing skin is modelled. This approach is followed because experimental

data of each scenario is available in [24].

The first FEM developed is the spar model. The spar is easily discretised

as a multi-element beam with 3 different sections. The first section is rectan-

gular and represents the clamped root. Then three sections are defined along

the spar to represent the three different section changes and two tapered sec-

tions are defined along the span. The reinforcements plates are modelled as a

63 g lumped mass at mid-span. BEAM188 and MASS21 elements are used to, re-

spectively, model the spar and the reinforcement plates. 6082-T6 Aluminium is

assigned to the three sections. In Figure 7.4a the FEM of the spar is shown with

its boundary conditions (BCs). The constrained end of the spar is identified by

the yellow arrows and the plates, discretised as a lumped mass, are shown as a

cyan asterisk.

Building on the spar model, the torque box FEM is constructed by adding the

stiffening tube aft of the existing spar. The tube is discretised with a BEAM188

element and it is linked to the spar with 3 rigid link constraints (CERIG) (near the

tube ends and in the middle) for all degrees of freedom (DOF). Stainless steel

material properties are assigned to the tube. Figure 7.4b displays the FEM for

the torque box. The baseline spar remains unchanged and the tube is added aft

of the spar and connected with rigid links, shownin magenta.

The last step is to build the full wing model by adding the skin. According to

[36], the skin’s only structural contribution is to transmit the aerodynamic load to

the torque box, without any further stiffness contribution, as the Agilus 30 strips

do not allow the skin to stiffen the structure. Hence, the skin can be suitably

discretised as lumped masses, modelling each strip as a separate mass. Fifty-six

lumped masses are added to the model as MASS21 elements with CERIG links to

the spar. In Figure 7.4c the FEM of the flexible wing is shown. The torque box
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FEM is used as a baseline for the addition of the skin as mass elements (MASS21)

along the span. The lumped masses are linked to the spar with rigid links.

(a)

(b)

(c)

Figure 7.4: FEM of the spar (Figure 7.4a), torque box (Figure 7.4b) and full wing
(Figure 7.4c).

For the modelling aspect, five sections of interest can be identified: four related

to the spar and one to the tube. The relevant properties used for the creation of

the model are listed in Table 7.2. They include moments of inertia (Ixx and Iyy) in

m4, areas (A) in m2 and torsion constants (J) in m4. Please note that for the three

spar’s suspended sections (these values are marked with * in Table 7.2) the J

could not be computed analytically and was derived with a numerical experiment

in ANSYS Workbench using SOLID186 elements. The profile was extruded for 1

m (L), clamped at one end and a remote displacement (θ ) of 1o applied to the



CHAPTER 7. AN ITER. APP. FOR THE MODEL UPD. OF FLEX. WINGS 229

other end, resulting in a reaction torque (T). Hence, by considering the following

formulation:

θ =
TL
GJ

(7.2)

where G is the shear modulus (G= 26.31 GPa for 6082-T6 Aluminium), J can be

derived.

Table 7.2: Sections properties.

Section

Ixx [m4] 5×10-8 6.50×10-8 3.46×10-8 1.29×10-8 1.68×10-10

Iyy [m4] 6.50×10-7 2.30×10-9 1.90×10-9 1.24×10-9 1.68×10-10

A [m2] 14.60×10-4 2.07×10-4 1.69×10-4 1.98×10-4 1.49×10-11

J [m4] 7×10-7 *4.5×10-10 *3.1×10-10 *3×10-9 3.38×10-10

The 44 skin sections are modelled as 47 independent masses. Properties for

the masses can be found in Table C.1.

The modal parameters are obtained from the FEMs by clamping the root of

the specimens and running a damped modal analysis for extracting the modes

between 0 and 150 Hz. Rayleigh damping is used for the definition of the damping

coefficients, which were derived from the experimental results in [24]. Details are

provided in the following sections. An element size of 0.001 is set, as it is found

not to condition results.

7.3.2 Experimental Setup

In order to validate and, if needed, update the models, experimental data is

needed. A previous testing campaign on the above-mentioned wings and sub-

assemblies is carried out in [24] and the results are used in this work.

A bandwidth limited, between 2 and 400 Hz, random verification at 0.305 g

RMS (root mean square) input is carried out for the spar, torque box, and full

wing assemblies. The input excitation is obtained with a Data Physics® Signal
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Force™ modal shaker controlled by DP760™ closed-loop control software run-

ning on a consumer-grade laptop and lasts 20 min. However, for consistency

and to avoid transients, only 18 min are used in the identification process. The

acceleration input (from the shaker table) and output (along) of the specimens

are collected with nine accelerometers. One is positioned on the wing’s clamp for

the input acceleration and the remaining eight are positioned along the span in

four rows. The acceleration data is then transmitted to a desktop machine which

saves the data through an in-house LABVIEW routine. According to the available

measurement equipment, only vertical accelerations are recorded, so only verti-

cal displacements and rotation can be inspected. Table 7.3 and Figure 7.5 show,

respectively, the characteristics and positions of the accelerometers.

Table 7.3: Accelerometers specifications.

ID # Accelerometers Model Sensitivity [mVg−1] Mass [g]

0 PCB Piezotronics® model: 352C23 4.88 0.2
1R PCB Piezotronics® model: 356A16 96.50 7.4
1L Isotron® accelerometer model 7251A 10.30 10.5
2R PCB Piezotronics® model: 356A16 97.20 7.4
2L Isotron® accelerometer model 7251A 10.08 10.5
3R PCB Piezotronics® model: 356A45 100.20 4.2
3L Isotron® accelerometer model 7251A 10.34 10.5
4R Brüel & Kjær® accelerometer type

4507-002
94.12 4.8

4L Brüel & Kjær® accelerometer type
4507-002

95.52 4.8

The accelerometers’ rows position is selected with a sensor placement tech-

nique based on autoMAC (Modal Assurance Criterion between the modes them-

selves) and GA [44]. A preliminary FEM is used to minimise the cross-correlation

between adjacent modes by moving the probe points (accelerometers row posi-

tions) along the span.

The first step in post-processing the data is to convert the acceleration from g

to ms-2 and to resample the signal from 5120 to 256 Hz. The signal is then band
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Figure 7.5: Accelerometers locations. The accelerometers do not appear aligned
only for the optical effect of the camera lens (retrieved from [24]).

limited between 2.5 and 98 Hz, excluding any drifts at high and low frequencies.

Following, the FRFs are computed in the usual fashion. A Fast Fourier Transform

(FFT) of the input and output acceleration is taken and FRFs are obtained by the

element-wise division between output and input FFTs. Finally, a Savitzky-Golay

filter of order 3 and length 601 is applied to the FRF.

The modal parameters of the first three vertically dominant modes are then ob-

tained via the industry-standard method [45] Least Squares Complex Exponential

[46, 47]. The identification is obtained by the means of stabilisation diagrams with

orders between 3 and 32.

The reader interested in the full experimental work is referred to [24] and to

[42, 43, 48] for further experimental work on XB-2.

7.3.3 Experimental Campaign and Preliminary Finite Element

Models Results

This subsection reports on the modal parameters extracted from the preliminary

FEMs and compares them with those from the GVT campaign in [24]. In partic-

ular, the experimental results for the so-called low input scenarios are used. In

Table 7.4 the ωn of the first three vertically dominant modes from the experimen-
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tal campaign are compared with those found from the damped modal analysis in

Ansys Mechanical APDL 2021 R1.

Table 7.4: Natural frequencies identified from the experimental data and the pre-
liminary FEMs.

Natural Frequencies [Hz]
Spar Torque box XB-2 wing

Mode Exp. FEM (%) Mode Exp. FEM (%) Mode Exp. FEM (%)

1st Bending 4.855 5.447 1st Bending 5.252 5.887 1st Bending 3.187 3.539
(12.19) (12.10) (11.03)

1st Lagging - 26.917 2nd Bending 25.933 30.617 1st Coupled 11.752 -
(18.07)

2nd Bending 26.966 30.597 1st Lagging - 35.080 2nd Coupled 17.447 17.774
(13.46) (1.88)

1st Torsion 68.049 - 1st Coupled 76.242 85.162 - - -
(11.70)

3rd Bending 76.851 88.757 - - - - - -
(15.49)

In Table 7.5 the correlation between the experimental and FEM φφφ n is investi-

gated using the MAC value. The values for the spar and torque box are shown for

the three modes that have a similar one in the FEM results. For the XB-2 wing,

only two modes are shown.

Table 7.5: MAC values (of the diagonal) between the mode shapes identified from
the experimental data and the preliminary FEMs.

MAC Value [-]
Spar Torque box XB-2 wing

Mode MAC Mode MAC Mode MAC

1st Bending 0.98 1st Bending 0.99 1st Bending 0.98
2nd Bending 0.94 2nd Bending 0.95 1st Coupled -
3rd Bending 0.90 1st Coupled 0.80 2nd Coupled 0.75

In Table 7.6 the MTMAC residuals values, as in Equation (7.1), between the

ωn and φφφ n from the experimental and the preliminary FEMs.

In Table 7.4 the ωn identified from the experimental data are compared to

those from the preliminary FEMs. Notably, more modes are, generally, identified

in the same frequency interval in the FEMs. Table 7.4 shows only the results for

the modes identified between the first and last modes that can be found in both
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Table 7.6: Residuals of the MTMAC computed between the mode shapes identi-
fied from the experimental data and the preliminary FEMs.

MTMAC Value [-]
Spar Torque box XB-2 wing

0.30 0.39 0.30

the experimental and FEMs data. At least three coincident modes are found for

the spar and torque box; however, this is not the case for the full wing. Only two

coherent modes are identified and, thus, they will be used for the FEMU process.

However, three modes are going to be considered for the spar and torque box.

Namely, the three bending modes for the spar, the first two bending modes and

the first coupled for the torque box. In terms of comparison, the FEM modes

always overestimate the ωn identified from the experimental data. In particular,

the second bending mode for the torque box is overestimated by over 15%, while

the first coupled mode of the XB-2 wing is overestimated by just under 2%.

Table 7.5 reports on the φφφ n correlation between experimental and FEM data.

Notably, most modes are well correlated, showing a MAC value over 0.9. Never-

theless, two problematic modes can be identified: the 1st coupled mode for the

torque box and the 2nd coupled mode for the XB-2 wing. In particular, the latter is

under the minimum of what can be considered sufficient correlation, a MAC value

of 0.8 [49].

Table 7.6 shows the values of the MTMAC residuals, the goal function selected

for the FEMU process. All three residuals are around 0.3, which, considering

that the MTMAC residuals are scaled between 0 and 1, may seem a high value.

Nevertheless, by experience [3, 5], it is seen that at residual values around 0.3 the

model starts to have a significant correlation with the experimental systems. In

simple terms, the FEMU process, using the MTMAC residuals, is feasible for this

system as its initial guesses, the preliminary FEMs, have a sufficient correlation

with the experimental results.
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Given the results outlined for the preliminary FEMs, the FEMU task is fun-

damental to guarantee a model that represents as closely as possible the real

system. Particular attention should be paid to the parameters that are furthest

from the experimental values, such as the above-mentioned φφφ n and most of the

ωn.

Damping ratios (ζn) are not shown in the results above as the FEMs are built

based on those values. The ζn from the experimental data are presented in Ta-

ble 7.7.

Table 7.7: Damping ratios identified from the experimental data.

Damping ratio [-]
Spar Torque box XB-2 wing

Mode ζn Mode ζn Mode ζn

1st Bending 0.033 1st Bending 0.022 1st Bending 0.024
2nd Bending 0.010 2nd Bending 0.014 1st Coupled 0.047
3rd Bending 0.014 1st Coupled 0.017 2nd Coupled 0.0375

In order to obtain a damped FEM, the ζn from the GVT results is assumed to

obey the classical Rayleigh damping formulation, such as:

ζ =
1
2

(
α

ω
+βω

)
(7.3)

where ζ is the damping ratio, ω is the frequency in rads-1, α is the mass propor-

tional Rayleigh damping coefficient and β is the stiffness proportional Rayleigh

damping coefficient.

In order to obtain the relative α and β values, the curve-fitting to the experi-

mental values is done by minimising the difference at the query points, the three

modes, between ζn and ζ . Please note, for the XB-2 case only the 1st bending

and 2nd coupled modes are used, since no counterpart is found in the respective

FEM for the 1st coupled mode. In Figure 7.6 and Table 7.8, the results of the fit-

ting process are shown. Please note, ζ (ω) refers as Equation (7.3) with the fitted
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values of α and β . Rayleigh damping is chosen as the damping model as it has

a good agreement with the experimental data, as shown in Figure 7.6. Note that

only the 1st bending and the 2nd coupled modes are considered for the full wing.
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Figure 7.6: Damping ratios from the experimental data and as fitted by the
Rayleigh damping.

Table 7.8: Rayleigh damping coefficients.

α & β

Spar Torque box XB-2 wing

α 0.312 0.228 0.114
β 3.21e-4 4.44e-4 3.8e-3

The raw identified data from the preliminary FEMs are available in Table C.2.

7.4 Finite Element Model Updating of the Flexible

Wing

In this section, the FEMU process and its results are introduced. The preliminary

FEMs presented in Section 7.3 are tuned to match the modal response of the
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experimental campaign in [24]. Finally, the results of the component-based and

direct approaches are presented and discussed.

7.4.1 Finite Element Model Updating Implementation

The FEMU implementation follows a standard implementation for surrogate-based

iterative FEMU methods. In this section, what happens inside the box ”Add infill

point with max(EI)” in Figure 7.1 is explained in terms of the practical implemen-

tation of the MATLAB-based rEGO and the Ansys Mechanical APDL model.

First, a baseline FEM is defined as an input file for Ansys Mechanical APDL.

The input file takes some parameters, linked to the model’s properties. The MAT-

LAB implementation finds the set of parameters from rEGO and modifies the input

file accordingly, then, still within MATLAB, ANSYS Mechanical APDL is called for

running the input file. After this is complete, another file, with the modal parame-

ters results from the FEM, is generated from ANSYS and imported into MATLAB

to calculate the MTMAC and recompute the surrogate model.

7.4.2 Updating Parameters and the Component-based Approach

A set of parameters needs to be defined in order to carry out the FEMU process.

It is clear that an idealised model, like those presented in Section 7.3 is influ-

enced by material and geometric properties. In fact, stiffness in these models

is a function of geometry and material properties, such as the Young Modulus,

E. Hence, materials and geometric properties are considered in this work. In

addition, the experimental results can identify both vertical and rotational dis-

placements. Hence, two dimensions of displacement have to be considered. The

ρ of all materials, as per Table 7.1, is selected as an updating parameter. The

same is done for the E of all materials, apart from the Agilus 30 and the Digital

ABS, because the skin is modelled as lumped masses (no stiffness). In addition,
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the geometric properties, such as Iyy and J are selected as model parameters.

The lumped mass used to model the reinforcement plates at the spar’s mid-span

is employed as updating parameters. Lastly, a conceptual FEMU on the spar

showed that the FEM would not converge adequately to the experimental results.

Hence, the suspended sections are defined with two different material entries with

base values for 6082-T6 aluminium.

A total of fifteen parameters, as shown in Table 7.9, is identified across all

the specimens for the FEMU process. For the component-based approach, the

parameters are assigned to a given part or sub-assembly. For the spar FEMU,

eight parameters are updated, while for the torque box thirteen and for the XB-2

all fifteen are tuned. The parameters specific to the spar model include the two

6082-T6 Aluminium densities and E, the reinforcement plates lumped mass, and

the Iyy of the three spar sections (x1−4,7−10,12,14). The torque box includes all of

those from the spar and adds, the ρ and E for the stainless steel tube and the

J of the three spar sections (x7,8,11,13,15). Finally, the XB-2 wing inherits all the

parameters from the torque box plus those relative to the modelling of the skin as

lumped masses ((x4,5)): the densities of Agilus 30 and Digital ABS. The updating

parameters lower and bounds are set at 0.6 and 1.4 and they actively scale the

baseline value to match the FEM response to the experimental one.

Since the main aim of this work is to investigate the goodness and feasibility of

the component-based approach for the FEMU of flexible wings, different updating

scenarios have to be defined. Two approaches are determined. The first consid-

ers the spar FEM as the base for the component-based approach and the torque

box and XB-2 wing models are built from there. This, known as the bottom-up

approach, means that the spar model is first updated, then FEMU is carried out

on the torque box and the wing, by carrying over the parameters updated in the

previous component. A second component-based approach works the other way

around, as a top-down approach. First the XB-2 wing model is updated taking
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Table 7.9: Properties updated for the FEMU processes.

Poperty Description Model

x1 6082-T6 aluminium ρ ρ of the inboard half of the spar. Spar
x2 6082-T6 aluminium E E of the inboard half of the spar. Spar
x3 6082-T6 aluminium ρ ρ of the outboard half of the spar. Spar
x4 6082-T6 aluminium E E of the outboard half of the spar. Spar
x5 Digital ABS ρ ρ of the Digital ABS sections. XB-2 wing
x6 Agilus 30 ρ ρ of the Agilus 30 sections. XB-2 wing
x7 Stainless steel ρ ρ of the stainless steel tube. Torque box
x8 Stainless steel E E of the stainless steel tube. Torque box
x9 Reinforcement plates Lumped mass value for the rein-

forcement plates discretisation.
Spar

x10 Iyy spar (inboard) Spar inboard cross-section Iyy Spar
x11 J spar (inboard) Spar inboard cross-section J Torque box
x12 Iyy spar (inboard) Spar mid-span cross-section Iyy Spar
x13 J spar (inboard) Spar mid-span cross-section J Torque box
x14 Iyy spar (inboard) Spar outboard cross-section Iyy Spar
x15 J spar (inboard) Spar outboard cross-section J Torque box

into consideration all fifteen parameters and the torque box and spar model are

built with the parameters identified in that study. Table 7.10 recaps the phases of

the component-based approach.

Table 7.10: Component-based approach schematic.

Component-based Approach

Bottom-up Top-down
Spar FEMU - 8 parameters Fetching 8 parameters
Torque box FEMU - 5 parameters Fetching 13 parameters
XB-2 wing FEMU - 2 parameters FEMU - 15 parameters

7.4.3 The Spar

As outlined above, two FEMU updating strategies using rEGO are compared. The

bottom-up and top-down approach results are presented in this subsection. The

results are evaluated in terms of ωn, φφφ n, MTMAC and model evaluations.

First, let us consider the results in terms of ωn for the spar. In Table 7.11

and Figure 7.7 the ωn obtained from the experimental campaign (Exp.), prelimi-
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nary FEM (FEM), FEM updated via bottom-up (FEMU 1) and FEM updated via

top-down (FEMU 2) are compared.

Table 7.11: Natural frequencies identified from the experimental data, the prelim-
inary FEM and the updated FEMs for the spar.

Natural Frequencies [Hz]
Mode Exp. FEM (%) FEMU - Bottom-up (%) FEMU - Top-down (%)

1st Bending 4.885 5.447 (12.19) 4.855 (-) 5.062 (4.26)
2nd Bending 26.966 30.597 (13.46) 26.864 (-0.38) 31.775 (17.83)
3rd Bending 76.851 88.757 (15.49) 80.624 (4.91) 95.269 (23.97)
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Figure 7.7: Natural frequencies identified from the experimental data (Exp.), the
preliminary FEM (FEM) and the updated FEMs (FEMU 1-2) for the spar.

Apart from ωn, another modal parameter is taken into consideration. The φφφ n

identified from the experimental campaign, preliminary FEM, FEM updated via

bottom-up and FEM updated via top-down are shown in Figure 7.8. Table 7.12 re-

ports on the MAC values computed between the preliminary and updated FEMs.

Table 7.12: MAC values (of the diagonal) between the spar’s mode shapes iden-
tified from the experimental data and the preliminary and updated FEMs.

MAC Values (of the diagonal) [-]
Mode FEM (%) FEMU - Bottom-up (%) FEMU - Top-down (%)

1st Bending 0.98 0.99 0.99
2nd Bending 0.94 0.98 0.97
3rd Bending 0.90 0.98 0.94
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Figure 7.8: Mode shapes identified from the experimental data (Exp.), the prelim-
inary FEM (FEM) and the updated FEMs (FEMU 1-2) for the spar.

In Table 7.11 and Figure 7.7, the results of the top-down (FEMU 2) and bottom-

up (FEMU 1) approaches are compared to the preliminary FEM and experimental

results. The results for the bottom-up approach are very good, in terms of identi-

fying ωn. They are better than the preliminary model and the top-down approach,

which is the worst. The top-down approach ωn are higher than those identified by

the preliminary FEM, apart from the first bending mode.

The analysis on the identified φφφ n is carried out in Figure 7.8 and Table 7.12.

The φφφ n from the experimental data, preliminary FEM and updated FEMs are

superimposed for comparison in Figure 7.8, which is further investigated in Ta-

ble 7.12. There, the diagonal values of the MAC matrix are presented. Please

note, the off-diagonal terms are not presented due to their negligible magnitude.

Globally, all FEMs offer a good approximation of the spar’s φφφ n showing numer-

ical correlation with values above 0.94 in Table 7.12 and graphical correlation

in Figure 7.8. Nevertheless, the bottom-up approach performs better than the

top-down approach and it is a clear improvement over the preliminary FEM. No-

tably, all the modes identified from the top-down approach are well correlated to

the experimental case; however, they show less improvement than the bottom-up

approach.

In order to globally compare the ωn and φφφ n together, the penalty function of the

optimisation routine can be considered, the MTMAC. The MTMAC for the prelimi-
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nary FEM is 0.30, for bottom-up is 0.07 and for top-down is 0.26. Clearly, bottom-

up, globally, shows an improvement over the preliminary FEM. This means that

the small deterioration in the ωn is counterbalanced by a greater precision in the

φφφ n identification, as reported in Table 7.12. In terms of computational power, the

preliminary FEM is built just by exploiting engineering practice and knowledge of

the structure, while top-down takes the parameters from the FEMU of the XB-2

wing. However, bottom-up FEMU is carried out on the spar itself. The rEGO

needs 327 model evaluations to have the solution converge to the presented re-

sults.

7.4.4 The Torque Box

The ωn identified for the torque box from the updated FEMs are compared to those

from experimental data and the preliminary FEM in Table 7.13 and Figure 7.9.

Table 7.13: Natural frequencies identified from the experimental data, the prelim-
inary FEM and the updated FEMs for the torque box.

Natural Frequencies [Hz]
Mode Exp. FEM (%) FEMU - Bottom-up (%) FEMU - Top-down (%)

1st Bending 5.252 5.887 (2.76) 5.658 (7.734) 5.354 (1.94)
2nd Bending 25.933 31.452 (21.18) 32.663 (25.95) 31.092 (19.89)
1st Coupled 76.242 86.344 (13.25) 82.992 (8.85) 68.926 (-9.60)

In Figure 7.10 the φφφ n of the torque box identified by the FEMs and the experi-

mental data are superimposed for graphical comparison. A quantitative compar-

ison between the identified φφφ n is found in Table 7.14, where the MAC (diagonal)

values with respect to the experimental data are reported.

The ωn identified from the preliminary FEM seems to be more closely related

to those from experimental data. Their maximum error, in Table 7.13, is 21.18%,

which is less than the maximum errors for the updated FEMs. Notably, the max-

imum errors are always found for the second bending mode. On the other hand,

the FEM from top-down has the lowest error (1.94%) for ω1. This is a small im-
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Figure 7.9: Natural frequencies identified from the experimental data (Exp.), the
preliminary FEM (FEM) and the updated FEMs (FEMU 1-2) for the torque box.

Figure 7.10: Mode shapes identified from the experimental data (Exp.), the pre-
liminary FEM (FEM) and the updated FEMs (FEMU 1-2) for the torque box.

Table 7.14: MAC values (of the diagonal) between the torque box’s mode shapes
identified from the experimental data and the preliminary and updated FEMs.

MAC Values (of the diagonal) [-]
Mode FEM (%) FEMU - Bottom-up (%) FEMU - Top-down (%)

1st Bending 0.99 0.99 0.99
2nd Bending 0.96 0.95 0.96
1st Coupled 0.83 0.84 0.76

provement over the preliminary FEM, but it is much better than the bottom-up

FEM (7.734). Until now, all the FEMs have overestimated the ωn values. How-

ever, this changes with the first coupled mode identified by the top-down approach

for the torque box, which underestimates the experimental value by 9.6%. Con-

cerning ω3, the bottom-up FEM shows an improvement over the preliminary FEM
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value, but the values for the other modes are overestimated. As it is clear from

Figure 7.9, no model can be clearly set as the best, in terms of ωn identification

for the torque box.

The φφφ n extracted from the updated FEMs are compared to those from experi-

mental data and preliminary FEM graphically, in Figure 7.10, and quantitatively in

Table 7.14. Already from Figure 7.10, it is clear that the most problematic φφφ n is

the first coupled mode. In particular, it seems that the FEMs struggle to mimic the

amplitude of the torsional rotation. This impinges on the MAC values. As shown

in Table 7.14, the lowest values are found for the first coupled mode, where the

highest recorded value is 0.84 for the bottom-up updated FEM. In terms of MAC

values, the preliminary FEM and the bottom-up FEM perform similarly. The same

could be said about the top-down FEM, but the last mode results are not satisfac-

tory.

In order to consider ωn and φφφ n simultaneously, the MTMAC values with respect

to the experimental data should be examined. The preliminary FEM MTMAC

value is 0.34, that of bottom-up FEM is 0.35 and for top-down FEM is 0.37. Now,

why are the values of the updated FEM higher than the preliminary FEM? This

question should be addressed by examining the nature of these models. First,

they are in a way constrained, such that they derive from the FEMU of a previous

model (the spar and the XB-2 wing). Here, the bottom-up has an advantage over

the top-down model since it is allowed to optimise some relevant parameters.

This does not happen for the top-down FEM which has all the parameters pre-set

by the FEMU for the XB-2 wing. In fact, the bottom-up model performs better

than the top-down model, but still not as well as the preliminary model. In terms

of model evaluations to convergence, the bottom-up model took 780 evaluations

to be updated starting from the spar model. Notably, the algorithm did not fully

converge via the usual route, but stopped at reaching the maximum number of

stall iterations.
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7.4.5 The XB-2 wing

In Table 7.15 a quantitative report of the ωn extracted from the updated FEM is

given and the values from experimental data and the preliminary FEM are recalled

for comparison. A qualitative comparison is given in Figure 7.11.

Table 7.15: Natural frequencies identified from the experimental data, the prelim-
inary FEMs and the updated FEM for the XB-2 wing.

Natural Frequencies [Hz]
Mode Exp. FEM (%) FEMU - Bottom-up (%) FEMU - Top-down (%)

1st Bending 3.187 3.5397 (11.03) 3.187 (-) 3.187 (-)
2nd Coupled 17.447 17.774 (1.88) 17.448 (0.01) 17.447 (-)

!n - XB-2

1st Bending 2nd Coupled

Mode

0

5

10

15

20

F
re

q
u
en

cy
[H

z]

Exp.
FEM
FEMU 1
FEMU 2

Figure 7.11: Natural frequencies identified from the experimental data (Exp.), the
preliminary FEM (FEM) and the updated FEMs (FEMU 1-2) for the XB-2 wing.

In Figure 7.12 and Table 7.16 the φφφ n extracted from the updated FEM are

compared to those from the experimental data and the preliminary FEM. Notably,

Figure 7.12 shows the φφφ n superimposed for comparison and Table 7.16 gives a

quantitative comparison by reporting the MAC values between the FEMs and the

experimental data.

Figure 7.11 gives a qualitative overview of the precision, relative to the ex-

perimental data, of the parameters extracted via the FEMs. All FEM-extracted

parameters are very close to the experimental data. In fact, Table 7.15 shows

that the maximum error, relative to the experimental ωn, for the updated FEMs
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Figure 7.12: Mode shapes identified from the experimental data (Exp.), the pre-
liminary FEM (FEM) and the updated FEMs (FEMU 1-2) for the XB-2 wing.

Table 7.16: MAC values (of the diagonal) between the XB-2 wing’s mode shapes
identified from the experimental data and the preliminary and updated FEMs.

MAC Values (of the diagonal) [-]
Mode FEM (%) FEMU - Bottom-up (%) FEMU - Top-down (%)

1st Bending 0.98 0.99 0.99
2nd Coupled 0.75 0.77 0.78

is 0.01% in the bottom-up FEMU. The updated FEMs show a large if considered

error percentage, improvement, in terms of ωn, over the preliminary FEM.

Figure 7.12 and Table 7.16 report on the identified φφφ n from the updated FEMs

and compare them with the experimental and the preliminary FEM data. In Fig-

ure 7.12 the first φφφ n is almost a perfect overlap for all FEMs. However, this does

not happen for the second coupled mode, where, despite following the vertical

deflection, the torsional magnitude is much smaller. These are confirmed in the

quantitative analysis in Table 7.16, where the MAC values for the first bending

mode are close to 1 for the updated FEMs and 0.98 for the preliminary model,

but those for the second coupled mode do not go over 0.78, stopping at 0.75 for

the preliminary FEM and 0.77 for the bottom-up FEM. In order to give equal con-

sideration to ωn and φφφ n the MTMAC is addressed. The starting MTMAC for the

XB-2 wing is 0.30, but the updated models are able to reduce to 0.24 (bottom-up)

and 0.23 (top-down). Similar results in terms of precision are delivered by the
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bottom-up and 2 updated FEMs; however, the use of computational power needs

to be taken into account. The top-down optimisation over 15 parameters took

1462 evaluations.

On the other hand to obtain a relevant number the evaluations of all preced-

ing models need to be accounted for. The spar model took 327 evaluations to

converge, the torque box model converged after 780 evaluations and, lastly, the

final update took 57 evaluations, totalling 1164. Hence making the bottom-up

approach more computationally efficient than the bottom-down approach when

using rEGO.

The raw identified data from the FEMs updated with both approaches are

available in Tables C.3 and C.4, while Table C.5 shows the optimisation parame-

ters (as scaling values from Table 7.9).

7.5 Discussion

In Section 7.2 the surrogate-based optimisation technique, the rEGO, and its

FEMU implementation are described. Following, Section 7.4 introduces the flex-

ible wing specimen, the XB-2 wing, the experimental campaign and the prelim-

inary FEM. Then, in Section 7.4 the implementation of the Ansys Mechanical

APDL FEM within the rEGO MATLAB program is explained, before introducing

the two FEMU processes and the chosen updating parameters, or optimisation

variables. The two FEMU processes, bottom-up and top-down, are characterised,

respectively, by a bottom-up and a top-down approach. This means that the for-

mer updates the FEM’s wing’s components as they are assembled, while the

latter updates the flexible wing model and the parameters are passed to the com-

ponents.

The top-down approach is found to struggle to identify modes beyond the first

bending mode for the wing’s component, while the gradual approach of bottom-up
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allows for more precise tuning, particularly for φφφ n, such as for the torque box. In

terms of the main metric used in this work, the MTMAC residual, the bottom-up

approach outperforms top-down in all models, apart from the XB-2 wing where

top-down performs slightly better. Both methods however struggle to obtain a

representation for the torque box better than the preliminary FEM. In fact, they

are slightly worse.

Nevertheless, both XB-2 wing models are much better than the preliminary

one. However, the top-down model used more total model evaluations than the

bottom-up approach, which also computed smaller models. Only 57 evaluations

of the full wing model, after 327 of the spar model and 780 of the torque box

model, are necessary to obtain an MTMAC residual within 5% that obtained from

more, 1462, evaluations of the more computationally expensive model, the XB-2

wing.

7.6 Conclusions

In this work, a flexible wing finite element model is characterised and updated us-

ing modal data from an experimental campaign following two component-based,

bottom-up and top-down, approaches. The first updates the wing’s components

models as they are assembled, while the latter updates the final wings and the

parameters are passed down to the other components models. It is found that

the bottom-up approach works better on the components, while the top-down ap-

proach is slightly better for the modelling of the wing. However, it is, considering

the modified total modal assurance criterion, only 5% better than the bottom-up,

which takes fewer total model evaluations and does so by mainly evaluating the,

smaller and computationally cheaper, components models. Notably, this is the

first time that the refined Efficient Global Optimisation is used for the model up-

dating of a real, non-benchmark, structure. The authors suggest the use of the
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bottom-up approach, in similar problems, when there is a constraint on compu-

tational power or the need to develop interim models of the sub-components;

otherwise, the top-down, or direct approach, is recommended.
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[26] A. I. J. Forrester, A. Sóbester, and A. J. Keane, Engineering Design via

Surrogate Modelling. Wiley, 2008, ISBN: 9780470060681, DOI: 10.1002/

9780470770801 (cit. on pp. 221, 223).

[27] A. Keane and J. Scanlan, “Design search and optimization in aerospace

engineering,” Philosophical Transactions of the Royal Society A: Mathe-

matical, Physical and Engineering Sciences, vol. 365, no. 1859, pp. 2501–

2529, 2007, ISSN: 1364-503X, DOI: 10.1098/rsta.2007.2019 (cit. on

p. 221).
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[41] A. J. Keane, A. Sóbester, and J. P. Scanlan, Small Unmanned Fixed-

wing Aircraft Design. Chichester, UK: John Wiley & Sons, 2017, ISBN:

9781119406303, DOI: 10.1002/9781119406303 (cit. on p. 226).

[42] G. Dessena, D. I. Ignatyev, J. F. Whidborne, A. Pontillo, and L. Zanotti

Fragonara, “Ground vibration testing of a high aspect ratio wing with re-

volving clamp,” in 33rd Congress of the International Council of the Aero-

nautical Sciences, Stockholm, Sweden, 2022, DOI: 10.17862/cranfield.

rd.20486229 (cit. on pp. 226, 231).

[43] G. Dessena, M. Civera, A. Pontillo, D. I. Ignatyev, J. F. Whidborne, and L.

Zanotti Fragonara, “Comparative Study on Novel Modal Parameters Ex-

traction Methods for Aeronautical Structures,” in preparation, 2023 (cit. on

pp. 226, 231).

[44] A. Schulze, J. Zierath, S.-E. Rosenow, R. Bockhahn, R. Rachholz, and C.

Woernle, “Optimal sensor placement for modal testing on wind turbines,”

Journal of Physics: Conference Series, vol. 753, no. 7, p. 072 031, 2016,

ISSN: 1742-6588, DOI: 10.1088/1742-6596/753/7/072031 (cit. on p. 230).

[45] F. Dezi, F. Gara, and D. Roia, “Dynamic Characterization of Open-ended

Pipe Piles in Marine Environment,” in Applied Studies of Coastal and Ma-

rine Environments, InTech, 2016, pp. 169–204, DOI: 10.5772/62055 (cit.

on p. 231).

[46] F. R. Spitznogle and A. H. Quazi, “Representation and analysis of time-

limited signals using a Complex Exponential algorithm,” The Journal of

https://doi.org/10.1021/acs.analchem.7b00136
https://doi.org/10.1002/9781119406303
https://doi.org/10.17862/cranfield.rd.20486229
https://doi.org/10.17862/cranfield.rd.20486229
https://doi.org/10.1088/1742-6596/753/7/072031
https://doi.org/10.5772/62055


CHAPTER 7. AN ITER. APP. FOR THE MODEL UPD. OF FLEX. WINGS 255

The Acoustical Society of America, vol. 47, no. 5 (Part I), pp. 1150–1155,

1970 (cit. on p. 231).

[47] F. R. Spitznogle, J. M. Barrett, C. I. Black, T. W. Ellis, and W. L. LaFuze,

“Representation and analysis of sonar signals. Volume I. Improvements in

the Complex Exponential signal analysis computational algorithm.,” Office

of Naval Research- Contract No. NOOO14-69-C0315,1971, Tech. Rep.,

1971, p. 47 (cit. on p. 231).

[48] G. Dessena, A. Pontillo, D. I. Ignatyev, J. F. Whidborne, and L. Zanotti

Fragonara, “Identification of Nonlinearity Sources in a Flexible Wing: a

Case Study,” in preparation, 2023 (cit. on p. 231).

[49] D. J. Ewins, Modal Testing Theory, Practice and Application, 2nd. Baldock,

UK: Research Studies Press, 2000, p. 562, ISBN: 978-0-863-80218-4 (cit.

on p. 233).



Chapter 8

Conclusions and Suggestions for

Future Work

In this chapter, the concluding remarks and future works related to the scientific

aim, objectives and content of this thesis are presented. First, in Section 8.1 a

brief summary of the research is given, outlining the main findings and contribu-

tions of the thesis. Then, the objectives (O1-3) presented in Chapter 1 provide

the basis for the discussion of the research’s results in terms of academic contri-

butions, in Section 8.2, and potential impact, in Section 8.3. The thesis is closed

by the potential extensions of this research in Section 8.4.

8.1 Conclusions

In this thesis, the structural behaviour of a flexible wing model is identified by em-

ploying advanced methods and introducing new, computationally efficient, ones.

A System Identification (SI) technique, the Loewner Framework (LF), first intro-

duced in electronics, is pioneeringly used for the extraction of modal parameters

in mechanical, numerical and experimental, systems for the scope of Structural

Health Monitoring (SHM). The LF introduction as a SI method for mechanical sys-
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tems is justified by the ill-conditioning of the fitting process, that occurs for other

popular frequency domain techniques incur. In addition, the LF shows a higher

resilience to noise than other newly proposed SI methods, such as the Fast Re-

laxed Vector Fitting (FRVF). Lastly, the LF is successfully applied to the flexible

wing model to characterise aeroelastic phenomena. The main limitation of the

method is the single-input-multi-output capability, rather than a multi-input-multi-

output (MIMO) one. This can be a limitation, particularly for the implementation of

the technique for full-scale structures Experimental Modal Analysis (EMA). How-

ever, this is not further explored in the work due to the fact that the testing setup

does not involve multiple inputs. These are discussed in details in Chapters 2

and 4.

An extensive experimental campaign on the flexible wing model generated

two distinct, but linked, case studies. The first deals with extensive ground vibra-

tion testing with random excitation at different amplitudes that involved the flexible

wing and its sub-assembly and components. In this campaign, a slight nonlinear-

ity is detected in the wing’s dynamics. The nonlinearity is then investigated in the

second case study. Nonlinear modal analysis (NLMA) is used to determine the

source of the nonlinearity on the wing. The backbone curve is extracted from the

free-decay from the resonance of the first mode and the signal is then analysed

in the time-frequency domain with the superlets, employed for the first time in a

mechanical system. Nonlinear softening is identified and, after visual inspections

and further testing on the wing’s parts, its source is assessed to be a combina-

tion of inertia effects and load misalignment with respect to the shear centre. This

induces a torsion moment that weakens the bending stiffness. Even if the meth-

ods employed are applicable to different systems, the results are representative

only of the flexible wing model thoroughly examined in this study and cannot be

generalised. Data from all tests are made available to serve as a benchmark to

the structural dynamics community. The complete discussions and findings of the
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case studies are found in Chapters 4 and 5.

A novel surrogate-based technique, the refined Efficient Global Optimisation

(rEGO), is introduced as an improved version of the well-known Efficient Global

Optimization (EGO) method. rEGO’s main achievements are to complete the

global search capabilities of EGO with a local search capability, in a hybrid opti-

miser fashion, and to give, in the optimisation task, a precision comparable to ge-

netic algorithms (GAs), but with less computational burden. These are achieved

with the principles of refinement and selection. rEGO is first introduced, success-

fully, for damage detection via finite element model updating (FEMU) in numer-

ical and experimental systems. Then, rEGO is applied for the FEMU of flexible

wings to validate component-by-component approaches. rEGO successfully up-

dated the flexible wing finite element model (FEM) and it has demonstrated that

a bottom-up component-based approach to FEMU can be more computationally

efficient than direct methods. The FEM of the flexible is solely updated for the

linear regime and has no extension to nonlinear properties. From a technical

standpoint, the ANSYS Mechanical ADPL model can be easily adapted for large

deflections. However, a change in goal function and metric for the FEMU strat-

egy might be needed to account for nonlinear effects. rEGO is introduced and

employed for FEMU in Chapters 6 and 7.

8.2 Academic Contributions

The academic contributions are determined by relating the thesis outcomes with

the objectives list in Chapter 1.

A1. Development of a computationally efficient technique for system iden-

tification in structural dynamics:

O1a. The LF algorithm is developed in MATLAB to solve the ill-conditioning

of current frequency domain methods. (Chapter 2)
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O1b. Robustness of the method to noise, while maintaining the required pre-

cision, is shown through the numerical and experimental examples.;

(Chapters 2 and 4)

O1c. The proposed technique was validated against state-of-the-art SI meth-

ods for SHM. The capabilities of prediction of an aeroelastic phenom-

ena onset speed on the flexible wing are demonstrated. The LF is

compared to the FRVF against expected results on a numerical sys-

tem, which are also used for studying the methods’ robustness to noise.

In addition, experimental data are retrieved for a flexible wing and a 2

degrees-of-freedom (DoF) is built from their identified modal parame-

ters for aeroelastic onset speed prediction. The speeds obtained from

LF and FRVF are compared to benchmark values, those identified from

N4SID. (Chapter 4)

A2. Generation of an experimental data set of the flexible wing model via

vibration testing for experimental validation:

O2a. Linear and nonlinear vibration testing is carried out on the flexible wing.

Linear testing is achieved with ground vibration testing on a shaker ta-

ble at three different input amplitudes of random vibration, while nonlin-

ear testing is executed with the free-decay from resonance of the first

mode; (Chapters 3 and 5 and Appendix E)

O2b. EMA of the flexible wing is used to extract modal parameters from the

wing and its sub-assembly and parts. Vibration testing with a band-

limited random excitation at three increasing amplitudes is carried out

on the parts, sub-assembly, and wing, totalling 12 cases. The modal

parameters identified via LSCE showed a slight softening nonlinearity

for the wing. The study was published as a benchmark and case study;

(Chapter 3 and Appendix E)
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O2c. Nonlinear characterisation of the flexible wing is carried out with a com-

bination of visual and vibration testing techniques. The characterisa-

tion of the nonlinearity is obtained by extracting the backbone curve of

the first mode and carrying out the respective time-frequency analysis.

This confirms the nonlinearity, but its origin was still uncertain. A duff-

ing oscillator with quadratic damping is used to identify the equivalent 1

DoF system. The nonlinearity origin is investigated by further studying

the wing’s part via time-frequency analysis and by assessing the mass

and stiffness distributions. (Chapters 3 and 5)

O3. Developing a computationally efficient technique for the model updat-

ing of flexible wings:

O3a. A novel optimisation algorithm, rEGO, based on EGO, is introduced,

giving an enhanced performance, in terms of precision, over EGO and,

in terms of computational power required, GAs. The algorithm is im-

plemented in MATLAB; (Chapter 6 and Appendix D);

O2b. A novel FEMU technique is proposed for the damage detection of nu-

merical and experimental systems. A numerical study is carried out

to fix the rEGO hyperparameters and a further study to pick the met-

ric used for the model updating process. Finally, rEGO is validated for

model updating on a hybrid, numerical and experimental, system from

a well-known benchmark; (Chapter 6 and Appendix D);

O2c. The new technique is used to validate the effects of component-to-

component FEMU for flexible wings. The model updating via rEGO is

used to update the FEM model of the flexible wing with two strategies.

The top-down and bottom-up approaches. The latter only updates the

full wing and in the former, the spar is updated, then the torque box

and finally the wing, in a progressive manner. (Chapter 7).
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8.3 Potential Impact

The LF has the potential to establish itself as a reliable and consistent SI input-

output frequency-domain technique for mechanical systems. The main merit is

the overcoming of the ill-conditioning of the fitting process that happens with the

pre-existing methods.

The testing techniques used for the characterisation are, even if some meth-

ods can be classified as advanced, standard procedures in experimental dynam-

ics. Nevertheless, the source of the potential impact may lie in the process of

implementation rather than in the tests themselves. The workflow followed in the

tests of first assessing the structure with random vibration at different inputs and,

then, if trends arise, going forward with more specific testing.

rEGO is a suitable alternative to established optimisation routines and can

become a staple itself thanks to its enhanced computational efficiency and its

global-local capability. Its application to FEMU has proved successful in simulated

and experimental systems, which is promising for other domains, such as design.

The important aspects relating to potential impact are accessibility and ease

of use. The former is obtained with the open distribution of related programs. The

idea is to publish all programmes and datasets in an open repository, such the

Cranfield Online Research Data (CORD), all the codes, programmes and dataset

developed for the LF, testing and rEGO. To help in the ease of use, the programs

are developed in MATLAB, a widely used tool in academia and industry, and the

dataset is available in MATLAB’s native .mat format, which can also be imported

in Python through the scipy.io library.

https://cord.cranfield.ac.uk/
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8.4 Future Work

In terms of future works, the main aim for the LF should be to expand the identifi-

cation capability to multi-input-multi-output systems for EMA. This can be achieved

by changing the way the state-space matrices are formulated in the MATLAB

implementation to allow for the extraction of modal parameters for multi-input-

multi-output systems. A further improvement, could be identified in extending the

method for operational modal analysis. This can be obtained using the Natural

Excitation Technique (NExT), which has already been used successfully in pair

with the Eigensystem Realization Algorithm (ERA) in the so-called NExT-ERA.

Finally, a further extension to the modelling of nonlinear systems, beyond lineari-

sation, could be attempted as some advancements for the model order reduction

of simple nonlinear systems via the LF have already been proposed.

Further experimental work concerning the flexible wing can include the use

of the designed and manufactured clamp, which allows different setting angles of

the specimen, to simulate MIMO testing from a single excitation point by vector

decomposition (horizontal and vertical) of the shaker input. In addition, NLMA can

be carried out on the wing set at different setting angles to investigate their effects

on nonlinearity, both in terms of direction (hardening or softening) and damping.

For the latter, comparisons can be carried out with the recent advancements in

the single degree of freedom analytical formulation of flexible slender structures.

Concerning the identification of the wing’s properties, a nonlinear reduced order

model of the flexible wing, which takes into consideration also the data from dif-

ferent setting angles, can be generated to be implemented in real-time or quasi-

real-time for SHM and aeroelastic modelling purposes. Also, a second flexible

wing specimen, with different characteristics, could be used to validate the spe-

cific findings from the first wing and, so, generalise some results.

Lastly, rEGO can be implemented in different areas of engineering, such as
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design or manufacturing, for the optimisation of different problems. The main can-

didate would be topology optimisation for aerodynamic efficiency. However, the

application could be even broader, such as multi-objective. In fact, Topology opti-

misation could be carried out for both minimising the drag and weight of a wing.

Hence, a suitable multi-objective implementation of rEGO can also help in its dis-

semination and impact. The main tasks for the implementation of multi-objective

Kriging are to define a suitable surrogate, either multi-dimensional Kriging or mul-

tiple models, and the choice of suitable test improvement metrics that take into

consideration the Pareto fronts.

A general goal can be to import the MATLAB script for the LF and rEGO into

Python to give full open access also on the software side and aid the dissemina-

tion of the work.
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Appendix B

Ground Vibration Testing of a

Flexible Wing: A Benchmark and

Case Study1

Table B.1: Twin spar: identified modal parameters.

Low Input Medium Input High Input
Mode 1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd

ωn 4.731 24.733 75.939 4.742 25.029 75.124 4.738 25.087 75.106
ζn 0.013 0.010 0.017 0.027 0.021 0.021 0.029 0.016 0.022
φφφ n(1R) 0.137 0.531 0.626 0.138 0.525 0.580 0.149 0.550 0.268
φφφ n(1L) 0.131 0.497 0.614 0.132 0.521 0.624 0.141 0.553 0.267
φφφ n(2R) 0.303 0.744 0.056 0.303 0.746 0.074 0.309 0.809 0.069
φφφ n(2L) 0.303 0.706 0.111 0.300 0.743 0.098 0.306 0.806 0.069
φφφ n(3R) 0.662 0.152 −0.765 0.664 0.142 −0.693 0.664 0.123 −0.449
φφφ n(3L) 0.640 0.117 −0.649 0.642 0.137 −0.656 0.669 0.126 −0.423
φφφ n(4R) 0.995 −0.967 0.911 0.996 −0.997 0.977 0.9986 −1 0.965
φφφ n(4L) 1 −1 1 1 −1 1 1 −0.997 1

1This is an adapted version of the Appendix for the following Open Access journal article:
Dessena, G., Ignatyev, D. I., Whidborne, J. F., Pontillo, A., Zanotti Fragonara, L. (2022). Ground
vibration testing of a flexible wing: A benchmark and case study. Aerospace, 9(8), 438. The final
authenticated version is available at: https://doi.org/10.3390/aerospace9080438
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Table B.2: Main spar: identified modal parameters.

Low Input Medium Input High Input
Mode 1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd

ωn 4.855 26.966 76.851 4.866 27.050 76.195 4.876 27.057 75.805
ζn 0.033 0.010 0.014 0.029 0.016 0.020 0.029 0.014 0.022
φφφ n(1R) 0.159 0.484 0.650 0.157 0.481 0.607 0.126 0.442 0.784
φφφ n(1L) 0.171 0.500 0.708 0.160 0.487 0.641 0.116 0.435 0.918
φφφ n(2R) 0.317 0.639 0.028 0.325 0.637 0.025 0.297 0.587 0.397
φφφ n(2L) 0.302 0.680 0.104 0.306 0.656 0.071 0.277 0.603 0.438
φφφ n(3R) 0.660 0.131 −0.755 0.679 0.133 −0.722 0.728 0.148 −0.834
φφφ n(3L) 0.646 0.156 −0.656 0.663 0.144 −0.686 0.702 0.153 −0.749
φφφ n(4R) 1 −1 0.942 1 −1 0.999 1 −1 0.951
φφφ n(4L) 0.999 −0.977 1 0.999 −0.988 1 0.995 −0.992 1

Table B.3: Spar and tube: identified modal parameters.

Low Input Medium Input High Input
Mode 1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd

ωn 5.252 25.933 76.242 5.151 25.958 75.770 5.163 25.941 75.135
ζn 0.022 0.014 0.017 0.030 0.011 0.034 0.036 0.010 0.034
φφφ n(1R) 0.165 0.486 0.337 0.161 0.494 0.286 0.163 0.494 0.515
φφφ n(1L) 0.158 0.439 0.658 0.153 0.441 0.595 0.156 0.440 0.798
φφφ n(2R) 0.323 0.621 −0.185 0.318 0.631 −0.205 0.322 0.630 −0.173
φφφ n(2L) 0.307 0.584 0.199 0.301 0.587 0.257 0.306 0.585 0.232
φφφ n(3R) 0.672 0.107 −0.849 0.662 0.116 −0.823 0.672 0.112 −0.918
φφφ n(3L) 0.646 0.0645 −0.320 0.663 0.072 −0.322 0.655 −0.068 −0.460
φφφ n(4R) 1 −0.975 0.576 0.997 −0.967 0.595 0.999 −0.967 0.647
φφφ n(4L) 0.999 −1 1 1 −1 1 1 −1 1

Table B.4: Full wing: identified modal parameters.

Low Input Medium Input High Input
Mode 1st 2nd 4th 1st 2nd 4th 1st 2nd 4th

ωn 3.187 11.752 17.447 3.164 11.267 17.070 3.139 11.196 16.988
ζn 0.024 0.047 0.037 0.018 0.060 0.041 0.018 0.065 0.042
φφφ n(1R) 0.187 1 0.090 0.187 1 0.089 0.192 1 0.086
φφφ n(1L) 0.168 0.047 −0.474 0.174 0.047 −0.454 0.180 0.049 −0.420
φφφ n(2R) 0.328 0.879 −0.204 0.329 0.895 −0.234 0.338 0.892 −0.241
φφφ n(2L) 0.289 0.040 −0.682 0.278 0.041 −0.636 0.285 0.033 −0.572
φφφ n(3R) 0.673 0.409 0.181 0.674 0.407 0.185 0.626 −0.204 −0.217
φφφ n(3L) 0.624 −0.172 −0.288 0.620 −0.179 −0.250 0.655 −0.068 −0.460
φφφ n(4R) 1 −0.195 1 1 −0.189 1 1 −0.297 1
φφφ n(4L) 0.981 −0.640 0.610 0.986 −0.639 0.642 0.988 −0.712 0.663



Appendix C

An Iterative Approach for the Model

Updating of Flexible Wings

Table C.1: Lumped masses position for the modelling of the XB-2 wing

Position [cm] Position [cm]
Mass # X Y Z Mass [g] Mass # X Y Z Mass [g]

1 13.987 0.297 5.139 74.108 25 68.500 -0.107 3.781 8.647
2 17.000 -0.044 3.756 12.836 26 69.998 -0.108 3.748 17.597
3 18.499 -0.045 3.729 26.185 27 71.499 -0.110 3.713 8.499
4 20.000 -0.047 3.701 12.677 28 72.998 -0.111 3.678 17.293
5 21.499 -0.049 3.672 25.845 29 74.500 -0.113 3.646 8.351
6 23.000 -0.050 3.646 12.517 30 75.998 -0.115 3.611 16.988
7 19.499 -0.052 3.618 25.518 31 77.998 -0.117 3.565 16.778
8 26.000 -0.053 3.589 12.346 32 80.052 -0.132 4.292 19.305
9 27.499 -0.055 3.563 25.190 33 86.933 0.326 3.954 79.010
10 29.000 -0.056 3.535 12.187 34 93.941 -0.146 3.929 17.831
11 32.484 0.269 4.841 79.642 35 95.499 -0.135 3.167 7.303
12 36.247 -0.109 6.483 33.263 36 96.992 -0.137 3.228 14.602
13 37.752 -0.110 6.422 33.111 37 98.499 -0.139 3.291 6.930
14 39.000 -0.066 3.350 11.639 38 99.998 -0.140 3.257 14.075
15 40.498 -0.068 3.324 23.739 39 101.499 -0.142 3.221 6.784
16 42.000 -0.069 3.296 11.480 40 102.998 -0.144 3.184 13.069
17 43.492 -0.073 3.398 22.955 41 104.499 -0.145 3.151 66.382
18 45.000 -0.075 3.508 10.895 42 105.997 -0.147 3.115 13.467
19 46.249 -0.076 3.483 16.673 43 107.997 -0.149 3.055 13.244
20 47.998 -0.079 3.447 22.031 44 109.746 -0.166 4.174 18.825
21 50.042 -0.096 4.294 24.582 45 111.505 -0.167 4.090 25.015
22 56.191 0.263 4.721 153.036 46 126.925 0.040 3.987 188.721
23 64.993 -0.132 5.668 39.078 47 146.455 -0.112 1.977 66.795
24 67.004 -0.134 5.578 38.809

269
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Table C.2: Modal parameters, ωn and φφφ n, extracted from the preliminary FEMs.

Spar Torque box XB-2 Wing
Mode 1st 2nd 3rd 1st 2nd 3rd 1st 3rd
ωn 5.447 30.597 88.757 5.397 31.425 86.344 3.539 17.774
φφφ n(1R) 0.0793 -0.329 0.545 0.099 -0.366 -0.498 0.080 -0.289
φφφ n(1L) 0.079 -0.329 0.545 0.099 -0.366 -0.484 0.080 -0.286
φφφ n(2R) 0.218 -0.623 0.470 0.247 -0.614 -0.259 0.215 -0.536
φφφ n(2L) 0.218 -0.623 0.470 0.247 -0.614 -0.243 0.215 -0.534
φφφ n(3R) 0.540 -0.396 -0.644 0.562 -0.329 0.634 0.532 -0.328
φφφ n(3L) 0.540 -0.396 -0.644 0.562 -0.329 0.653 0.532 -0.326
φφφ n(4R) 1 1 1 1 1 -1 1 1
φφφ n(4L) 1 1 1 1 1 -0.983 1 1

Table C.3: Modal parameters, ωn and φφφ n, extracted from the FEMs with the
bottom-up approach.

Spar Torque box XB-2 Wing
Mode 1st 2nd 3rd 1st 2nd 3rd 1st 3rd
ωn 4.855 26.864 80.624 5.658 32.663 82.992 3.187 17.448
φφφ n(1R) 0.096 -0.346 0.5666 0.093 -0.360 -0.422 0.092 -0.312
φφφ n(1L) 0.096 -0.346 0.566 0.093 -0.360 -0.422 0.092 -0.309
φφφ n(2R) 0.248 -0.555 0.211 0.239 -0.620 -0.194 0.238 -0.524
φφφ n(2L) 0.248 -0.555 0.211 0.239 -0.620 -0.194 0.238 -0.521
φφφ n(3R) 0.569 -0.184 -0.620 0.556 -0.358 0.629 0.555 -0.265
φφφ n(3L) 0.569 -0.184 -0.620 0.556 -0.358 0.629 0.555 -0.263
φφφ n(4R) 1 1 1 1 1 -1 1 0.999
φφφ n(4L) 1 1 1 1 1 -1 1 1

Table C.4: Modal parameters, ωn and φφφ n, extracted from the FEMs with the top-
down approach.

Spar Torque box XB-2 Wing
Mode 1st 2nd 3rd 1st 2nd 3rd 1st 3rd
ωn 5.062 31.775 95.269 5.354 31.092 68.926 3.187 17.447
φφφ n(1R) 0.096 -0.387 0.632 0.096 -0.373 -0.178 0.096 -0.311
φφφ n(1L) 0.096 -0.387 0.632 0.096 -0.373 -0.178 0.095 -0.305
φφφ n(2R) 0.247 -0.653 0.407 0.246 -0.623 0.189 0.244 -0.496
φφφ n(2L) 0.247 -0.653 0.407 0.246 -0.623 0.189 0.244 -0.491
φφφ n(3R) 0.566 -0.332 -0.658 0.564 -0.307 0.647 0.562 -0.184
φφφ n(3L) 0.566 -0.332 -0.658 0.564 -0.307 0.647 0.562 -0.180
φφφ n(4R) 1 1 1 1 1 -1 1 0.998
φφφ n(4L) 1 1 1 1 1 -1 1 1
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Table C.5: Optimisation parameters results for phase 1 (bottom-up) and phase 2
(top-down) FEMU.

Parameters
Phase 1 Phase 2

x1 0.629 0.678
x2 1.370 1.337
x3 0.834 0.974
x4 0.683 1.007
x5 1.190 1.056
x6 1.400 0.919
x7 0.798 0.605
x8 1.400 1.400
x9 0.601 1.147
x10 0.753 0.670
x11 1.373 0.674
x12 1.400 1.400
x13 0.863 0.600
x14 0.694 1.400
x15 1.065 1.167



Appendix D

A Kriging Approach to Model

Updating for Damage Detection1

Abstract

For complex or large structures, the model updating process can be long and

tedious and numerical methods can be computationally expensive. Hence, prac-

titioners and researchers often resort to meta-modelling techniques when large

problems are met. Even so, traditional methodologies, such as the Efficient

Global Optimisation, can be slow and give sub-optimal results. This work pro-

poses a new methodology for the model updating of numerical systems based on

a novel Kriging approach for the scope of damage detection and quantification.

The framework proposed is based on a global-local optimisation strategy recently

developed by the authors, the refined Efficient Global Optimisation, herein used to

tweak finite element models’ parameters to match the modal data extracted from

a numerical system by using the residuals of the modified total modal assurance

1This Appendix chapter is an adapted version of the preprint of the following work: Dessena,
G., Ignatyev, D.I., Whidborne, J.F., Zanotti Fragonara, L. (2023). A Kriging Approach to Model
Updating for Damage Detection. In: Rizzo, P., Milazzo, A. (eds) European Workshop on Structural
Health Monitoring. EWSHM 2022. Lecture Notes in Civil Engineering, vol 254. Springer, Cham
reproduced with permission of Springer Nature. The final authenticated version is available online
at: http://dx.doi.org/10.1007/978-3-031-07258-1_26
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criterion. The main advantage to existing direct optimisation and meta-modelling

frameworks is the more efficient use of computational effort for higher dimensional

problems, which is verified with the use of a numerical system.

D.1 Introduction

Damage is considered a change in a system, or structure, which compromises or

influences its operational capability [1] and as such is a key driver, being strictly

related to reliability and safety [2], in engineering design and operations. Hence, a

plethora of methods for damage detection, commonly referred as structural health

monitoring (SHM), have been proposed and implemented [3]. Nevertheless, the

most prominent techniques are vibration-based approaches [4], which can be

direct such as, [5, 6], or indirect, such as [7, 8]. The latter approach, known as

model-based SHM, is the focus of this work, which ultimate goal is to present

a new method based on an enhanced surrogate modelling technique developed

by the authors, the refined Efficient Global Optimisation (rEGO). For this aim,

a numerical 9-DoF mass-spring-damper system is generated with four damage

scenarios. The task for the new method is to tune, or update, a finite element

model (FEM) of the undamaged scenario to a damaged scenario and by matching

the modal response, intended as natural frequencies and mode shapes, using the

residuals of the modified total modal assurance criterion (MTMAC) [9], to localise

and quantify the damage.

The remainder of this section is focused on the background related to FEM

updating, surrogate modelling, and their combined implementation. On the other

hand, the remainder of this work is structured as follows. Appendix D.2 intro-

duces rEGO, the FEM updating workflow, the numerical system, and the damage

detection capabilities, while Appendix D.3 shows the obtained results, discusses

its merits and delivers the closing remarks by introducing the future opportunities
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for this technique.

D.1.1 Background

FEM updating is defined as the mathematical process by which a baseline FEM

of the previously undamaged structure is tuned to achieve a good agreement with

the damaged structure [10]. According to [11, 12], model updating can be split

in two categories: direct and indirect. Direct techniques, such as matrix update,

optimal matrix, and eigenstructure assignment, use modal characteristics to up-

date the FEM and are regarded as efficient and accurate methods; however, the

requirement for precise measurements, the sensitivity to noise, the impossibility

of using truncated data and the possibility of losing symmetry in the FEM ma-

trix do not make them suitable candidates for damage detection applications via

FEM updating. On the other hand, indirect, or iterative, methods can overcome

the aforementioned problems [13]. Iterative methods can be divided in four main

categories [13]: (i) sensitivity-based, (ii) computational intelligence-based, (iii) re-

sponse surface method (RSM), and (iv) Bayesian or Monte-Carlo approaches.

Only RSM methods for are discussed beyond this point as they are the focus

of this work. Nevertheless, the interested reader is referred to [10] for a more

profound review of the remaining approaches.

In damage detection, RSMs are used to achieve an approximation of the struc-

tural response to a given objective function [14]; generally, the objective functions

target modal data or time or frequency response. RSMs are widely used in many

fields of engineering and, most notably, in computational design, as their approx-

imations can be used successfully for the research of an optimal design [15]. A

general RSM procedure is defined:

1. The design of experiment (DoE) is drawn to collect a number of samples

from the goal function with strategic sampling;
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2. The chosen RSM is fitted to the data obtained through the DoE and a pre-

dictor is established

3. The RSM can be updated with new results strategically, such as computing

the actual value of the expected minimum.

4. Iterating between points 2 and 3 until convergence is reached

It goes without saying that a minimal implementation could stop after point 2, but

usually such minimal implementation does not meet the set standards. While it

is not the purpose of this work to give a thorough review on meta-modelling, or

RSM, the interested reader is referred to [16] for a complete scrutiny on the sub-

ject with a focus on Gaussian processes, also the core of this work. Within the

realm of meta-modelling, Gaussian processes have received great attention in

the two decades or so [14, 16, 17]; however, one of the most used techniques,

Kriging, originated outside engineering, in geostatistics, in the 1950s [18]. As a

stochastic-based meta-modelling technique, it is based on the relationship be-

tween the sample data (input) XXX and the observed response (output) YYY . For the

sake of brevity, the full mathematical background on Kriging is not presented here,

but the interested reader can consult [16, 17] for a more comprehensive review.

Returning to the RSM procedure, after outlining the concept of Kriging, the

second point of the list is clear. However, points 1, 3, and 4 are still to be ex-

plored. The DoE is usually carried out by selecting strategically a number of

points equal to ten times the number of variables [15]. One of the most efficient

strategies[16] is the Morris–Mitchell optimal latin hypercube (LH) [19, 20], which

ensures uniform spreading of the sample points and is used throughout this work.

The reader interested in a more broad review of sampling strategies is directed

to [21]. The Efficient Global Optimization (EGO) [17] is the cornerstone of the

meta-modelling via Kriging. Particularly, [17] introduced a new quantity, the Ex-

pected Improvement (EI), to aid the updating of the RSM generated with Kriging.
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Simply speaking, the EI is the measure of how much the minimum of a function

can be improved if a point at a given location is searched. In fact, the maximum

absolute value of EI, along the function, is used to identify the infill point for the

Kriging model. For the mathematical formulation of the EI reference is made to

[16, 17]. The EI is treated in this work as the informing parameter for updating the

RSM model. While EGO was a pioneering strategy when released, the aforemen-

tioned classical structure was followed. The main drawback of EGO is its global

only optimisation capability, which does not allow for the full convergence of the

optimisation process, resulting in sub-optimal results. The authors propose to

solve this constraint with a modified EGO [22], which offers a global-local search

capability, allowing its application to damage detection. The modified EGO, or

refined Efficient Global Optimisation (rEGO), is introduced in Appendix D.2.

D.2 Methods

In this Section the rEGO workflow is introduced alongside its implementation for

damage detection and, finally, the numerical system and the computational ex-

periment setup are described.

D.2.1 The refined Efficient Global Optimisation

In order to enhance the capability of EGO to a global-local optimisation technique,

rEGO introduces a refinement and selection technique. The refinement technique

deals with an active reduction of the search domain, which is halved each time

the main stopping criterion (ε1), linked to EI, is achieved and the number of sam-

ple points is more that ten times the variables. The selection, inspired by multi-

objective optimisation [15] and the Pareto fronts dominance [23], is chained to the

refinement and promotes the selection of single points from clusters within the

new refined search space. This retains only dominant points, keeps the number
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of sample points down and, hence, maintains the search to be computationally

efficient.

Figure D.1: rEGO workflow. m stands for the number of variables.(retrieved from
[22])

The workflow in Figure D.1 outlines the general working principles of rEGO.

The left column of the workflow represents a typical EGO algorithm, while the

right column highlights the aforementioned improvements implemented by the

authors. The second stopping criterion, ε2, is a measure of local convergence, as

it is based on the Euclidean distance between the variables of proposed minima

(xdist ), in an hill climbing fashion. If the ε2 condition is satisfied the algorithm

terminates; otherwise, the number of sample points is taken under consideration

and if its number is ten times the number of variables the search space is refined.

Ensuring a set number of points within the search space is pivotal to guarantee

the exploration of the search space. In fact, while [17] states that obtaining at least

max(|(EI)|)< 1% is a sign of good exploration, sometimes issues might arise with
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a low number of samples. Hence, drawing from the experience of sampling [16],

the minimum size requirement for the data pool was established to be ten times

the number of variables. The two requirements, EI and data pool size, ensure

a good exploration of the design space and the viability of the refinement and

selection technique.

D.2.2 Damage Detection via Model Updating

Having outlined the principles behind rEGO, the model updating and, so, the dam-

age detection routine are described. As a model-based technique a baseline, or

undamaged, FEM is generated and then the data obtained from damage scenar-

ios are used to update the model and identify the changes in parameters which

identify the damage. Modal data, natural frequencies (ωn) and mode shapes(φφφ n),

are taken into consideration within this work as the MTMAC residual is used. The

MTMAC residuals is presented below.

MTMACres = 1−
n

∏
i=1

MAC(φφφ E
i ,φφφ

N
i )(

1+ |ωN
i −ωE

i |
|ωN

i +ωE
i |

) (D.1)

MAC, stands for the usual modal assurance criterion [24], n is the total number

of modes under consideration, superscript E denotes for experimental results

and superscript N for numerical. For the purpose of this work, N stands for the

updated model and E for the damaged data. The MTMACres can return results

only between 0 and 1, with 0 being the value that represents full agreement. The

task of the rEGO is to tune the parameters of a given model to minimise the

MTMACres response and extract the damage extend and location.

The system selected for the numerical verification of rEGO as a damage de-

tection technique is the 9 DoF mass-spring-damper system shown in Figure D.2.

In the undamaged system, all masses (m1−9) are set to 1 kg and the springs’ stiff-
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Figure D.2: 9 DoF mass-spring damper system.(retrieved from [5])

ness is k1−9 = 10 kNm−1. The damping is defined as the damping ratio (ζn) and

it is set to 1%. Changes in damping are not considered within this study and the

given value stays constant for all scenarios. The modal parameters are extracted

through eigenanalysis and ζn is used for adjusting the values of ωn of the damped

system. The mass and stiffness matrices are built according to usual practice for

such systems.

This work considers 4 damage scenarios, listed in Table D.1. For all the

damaged cases only the stiffness properties, as the scope of this work is solely

damage detection, are tuned by the ratio of the optimisation variables (xxx) to the

baseline stiffness values, e.g. for a 10% damage at the second element k2 is

given by x2×k2, where x2 should be 0.9 at convergence. The optimisation search

bounds are set between [0.7,1] and 9 variables are searched to match the modal

response. The MTMAC takes into considerations only ωn and φφφ n, so it is ben-

Table D.1: Damage scenarios of the 9 DoF system.

Scenario # Damage
1 Undamaged
2 10% stiffness reduction in the fourth element.
3 25% stiffness reduction in the fourth element.
4 25% stiffness reduction in the fourth element and 10% stiffness

reduction in the seventh element.
5 25% stiffness reduction in the second element, 10% stiffness re-

duction in the fourth element and 10% stiffness reduction in the
seventh element.

eficial to report in Table D.2 the computed ωn and in Figure D.3 the φφφ n. From

Table D.2 and Figure D.3 the difference induced by damage are quite evident.
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These changes are detected via rEGO and, for comparison purposes, with ge-

netic algorithm (GA) and EGO. The rEGO stopping criteria were: ε1 = 0.1% (to

ensure further exploration of the design space) and ε2 = 10−4. The same value

of ε1 is also selected as the EGO stopping criterion, while for the GA a function

tolerance of 10−4 and a maximum generation number of 100 are selected. The

other properties of the GA are unchanged from the standard function ga offered

in MATLAB. GAs are not discussed in depth in this work as they are a well es-

tablished method and are only used for benchmarking purposes. For all methods

a Morris–Mitchell optimal LH with a number of samples ten times the number of

variables is selected to define the starting population. Each optimisation run, on

each scenario, for each method is run ten times for statistical significance.

Table D.2: Computed natural frequencies in Hz of 9 DoF mass-spring damper
system.

Natural Frequencies [Hz]
Scenario # 1 2 3 4 5
Mode #
1 2.629 2.349 2.371 2.686 2.422
2 7.814 7.226 7.355 7.875 7.485
3 12.786 12.179 11.980 12.656 12.196
4 17.409 17.091 16.962 17.052 16.323
5 21.558 20.957 20.945 20.986 20.399
6 25.118 24.152 23.903 24.332 23.972
7 27.993 27.416 27.306 27.250 26.260
8 30.105 29.285 28.886 29.674 28.526
9 31.395 30.788 30.760 31.274 30.898

D.3 Results and Conclusions

This section shows the results obtained for the numerical study on the 9 DoF

system by comparing the results obtained for the damage detection via model

updating using rEGO, EGO and GA. Particular attention is paid to the detection

of stiffness changes and to the number of function evaluations needed to reach a
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Figure D.3: 9 DoF mass-spring damper system mode shapes for all scenarios.
The legend refers to the scenario # and the label at the right of the plot to the
mode.

solution by each routine.

The results of the damage detection routine are presented in Figure D.4 as

bar plots, identified as the mean (µ) parameter xxx change, identified as damage,

over ten iterations for the rEGO, EGO , and GA implementation. Only the µ

values are reported for conciseness and clarity. Table D.3 presents the function

evaluations to convergence for each scenario. The values are presented taking

into consideration the minimum and maximum evaluations needed and the µ over

the ten iterations. Notably, GAs’ maxima are the same for all scenarios, meaning

that the hard limit for maximum generations was met in at least one realisation for

the given scenarios.

From Figure D.4 it is clear that rEGO has an advantage over EGO for dam-
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Figure D.4: The mean values, over 10 iterations, of the identified damage by
rEGO, EGO, and GA vs the exact value.

Table D.3: Number of function evaluations for convergence.

Scenario #2 #3 #4 #5
min µ max min µ max min µ max min µ max

rEGO 159 281 382 172 286 494 274 329 391 217 331 433
EGO 104 115 131 100 111 130 103 112 129 100 106 119
GA 15600 17899 19210 15410 17424 19210 15030 16778 19210 13700 16778 19210

age detection. For all instances the damage estimated via rEGO is closer to the

exact value than the one calculated via EGO. Also rEGO, detects damage as as

well as GA; however, rEGO had the tendency to detect a slight, even impercep-

tible, damage where there was none. This is most evident in the first element of

scenarios #2 and #4. Even EGO has this issue, but it is more evident and hap-

pens for all cases. Generally the GA is better at detecting undamaged locations,
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but at the price of a many more evaluations. As shown in Table D.3, the evalua-

tions for the GA driven search are of two order of magnitude higher than rEGO

and EGO. EGO, unsurprisingly, reaches convergence with the fewest evaluations,

while rEGO is able to do so with two or three times the evaluations, depending on

the scenario, but, as said above, with much more success than EGO.

Concluding, rEGO proved to be a clear enhancement over EGO and an excel-

lent compromise over the computationally expensive GA for model-based dam-

age detection. The future plan is to implement it on existing benchmarks and

experimental data to further validate its credibility for the employment in the mon-

itoring of real structures. rEGO itself can also be used in any other domain which

requires a RSM, such as computational engineering design.
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Appendix E

Ground Vibration Testing of a High

Aspect Ratio wing with Revolving

Clamp1

Abstract

The advancements in the aeronautical industry and research on materials and

manufacturing methods in the last 70 years have been shifting the paradigm of

wing design to high aspect ratio flexible wings. These wings can show a varying

behaviour in different operating conditions, as per the nature of their geometry

and materials. This work proposes a case study of a high aspect ratio flexible

wing in order to study the effect of operating conditions on its structural properties.

To test different operating conditions on the ground, a revolving clamp is designed

to attach the specimen to a clamp-on shaker. A clear relationship between the

wing’s modal properties, and so structural properties, and the angle the clamp

1This Appendix chapter is an adapted version of the following Conference Proceeding:
Dessena, G., Ignatyev, D.I., Whidborne, J.F., Pontillo, A., Zanotti Fragonara, L. (2022). In: 33rd

Congress of the International Council of the Aeronautical Sciences (ICAS) – Stockholm, 4–9
September 2022. The final authenticated version is available online at: http://www.doi.org/

10.17862/cranfield.rd.20486229
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sets is found.

E.1 Introduction

During flight operations an aircraft is subject to multiple external factors, from

loads to environmental conditions. Estimating the complete behaviour of a flexible

high aspect ratio (HAR) wing in such environment is not a trivial task and involves

careful modelling and testing to ensure compliance with regulations. This work

aims to discover the relationship between the change in environmental conditions

and structural properties by modal analysis, in particular by detecting the induced

change on the modal parameters. For this, a revolving clamp for a clamp-on

shaker was designed, the clamp allows to change the setting angle (αgvt) of a

HAR wing while on the shaker and to run ground vibration testing (GVT) of the

wing at different αgvts. In this sense, the change in the αgvt of the clamp is meant

to simulate, on the ground, the wing’s deflection by inducing different deforma-

tions on the specimen thanks to the altered influence of gravity. The specimen

used in this testing campaign is a wing from Cranfield University’s Beam Re-

duction and Dynamic Scaling (BeaRDS) project [1–4], which is a HAR flexible

wing, made of aluminium, stainless steel, and 3D printed plastics, developed as

a dynamically scaled model of a narrow body civil jet airliner and known as eX-

perimental BeaRDS 2 (XB-2). Within this work, only the vertical and torsional

displacements are considered and, particularly, the first three modes’ modal pa-

rameters, where vertical displacement is dominant, are extracted.

The experimental setup and its results are the focus of this work, which also

includes some reference to the future use of the generated data.

The increasing awareness for the need of a greener aviation and the promise

of lighter and more efficient structures is pushing a new paradigm in wing design:

flexible HAR wings. Not only is this revolution focusing on the design, but, as a
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process that started more than 70 years ago, also on materials. In fact, new ultra-

light and customisable composite materials are the enabling technology [5] of the

modern configurations. However, all these ingredients create a reduction in stiff-

ness and modal frequencies of the structure, causing a decrease in aeroelastic

phenomena onset speeds, which if overlooked, can create several, even catas-

trophic [6], problems. Nevertheless, the designers have two main instruments

in their hands to prevent these occurrences: GVT and finite element modelling

(FEM). The former is the main focus of this work.

In aeronautics, the term GVT replaces the term Experimental Modal Analy-

sis and the most common targets of GVT are the whole craft [7], wings [8] and

helicopter blades [9]. The main purposes of GVT in aeronautics is to update, or

validate, the specimen’s finite element model (FEM) [10, 11], which in turn can

be used to characterise the aeroelastic onset speeds [7]. These objectives are

usually obtained by extracting the modal parameters, namely natural frequencies

(ωn), damping ratios (ζn), and mode shapes (φφφ n), from the experimental data [7,

12, 13]. However, for flexible wings, sometimes, more involved testing techniques

have to be employed in order to characterise some particular response of the

wing, such as damping [14] or non-linearities [15]. Nevertheless, a band-limited

random verification is sufficient to achieve the goal of this work [16]. The mean for

extracting modal parameters are system identification (SI) techniques [17] which

create a model from the measured data, which can be in two domains: time

and frequency. Depending on the domain, some SI methods are preferred over

other, such as numerical algorithms for subspace state space system identifica-

tion in time domain and least-squares complex exponential, or rational fractional

polynomial, in the frequency domain. For the purpose of this work a frequency

domain technique, the Loewner Framework (LF), recently introduced by some of

the authors for mechanical systems [18–20] is the method of choice.

The remainder of this work is structured as follows. In Section 2, the specimen,
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the clamp, and the experimental setup are discussed in detail and in Section 3

The results are outlined and, finally, in Section 4 the conclusions and future works

are presented.

E.2 Methods

In this section the specimen tested, the XB-2 wing, and its motivation are intro-

duced. In addition, the revolving clamp design and mechanism are explained

prior to describing the experimental setup and the data collection and processing

procedure.

E.2.1 Beam Reduction and Dynamic Scaling High Aspect Ra-

tio Wing

(a) (b)

Figure E.1: BeaRDS work flow (retrieved from [1]) and XB-2 in the 8’x6’ Cranfield
University wind tunnel (retrieved from [4]).

The BeaRDS framework, Figure E.1a, was a project from Cranfield University

which aimed to create a work flow for the design, testing and modelling of flexible

wings based on dynamically scaled prototypes. For the scope of validating the

framework, the XB-2 HAR wing was designed and manufactured to be tested in

the Cranfield University’s 8’x6’ wind tunnel. The wing has 4 main parts: the main
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spar, the stiffening tube, the added masses and skin. Since the only purpose of

the masses was for the dynamic scaling of a narrow body civil airliner [2] and, so,

outside the scope of this study, they were removed for this round of testing.

XB-2’s spar is machined out of two 6082-T6 Aluminium blocks and the tube

and the linkages are made out of stainless steel, while the skin is made of strips of

3D printed Digital-ABS [21] and Agilus 30 [22], a rubber-like material. In the skin,

the Agilus 30 black strips, in Figure E.1b, alternate the white Digital ABS sections,

allowing the skin to flex considerably and retaining structural continuity. Notably

the wing’s skin is printed in only three sections thanks to Polyjet technology [23]

that allows for the use of different materials within the same print. Table E.1

recaps the materials properties of interest.

Table E.1: Materials’ properties.

Material Young Modulus [GPa] Poisson Ratio [-] Density [kgm−3]
6082-T6 Alu-
minium

70 0.33 2700

Stainless
Steel

193 0.33 8000

Digital ABS 2.6-3.0 0.33 [24] 1170-1180
Agilus 30 NA NA 1140

Figure E.2: The spar and tube assembly (retrieved from [8]).

The torque box of the wing is made of the spar and tube assembly, in Fig-

ure E.2, and it is responsible to carry the loads transferred from the skin. The

mass of the spar and tube assembly is 1.362 kg. The spar was machined from

two separate aluminium blocks, welded at mid-span and secured with a set of

four l-plates bolted to the two sub-parts to ensure continuity. The spar features a

Saint George’s cross-like cross section, which changes proportions linearly along

the span, and a rectangular cross section in the root section, which is used as a

clamping point by the revolving clamp. The overall length of the spar is 1.45 m,
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while the suspended span when clamped is 1.325 m.

Figure E.3: Spar’s CAD model with section view at the location of interest: (i) root,
(ii) mid-span, and (iii) tip (adapted from [2]).

Three positions within the clamp define the cross section, (i) the root, (ii) the

mid-span, and (iii) the tip, whose shapes are shown in Figure E.3. The tube,

having an outer diameter of 10 mm, a thickness of 1 mm and being 550 mm long

is connected to the spar at three points and is located aft of the spar and was

added to improve bending and torsional stiffness. The complete wing assembly

comprising spar, tube, and skin weights 3.024 kg and has a overall span of 1.5

m featuring a root chord of 236 mm and a tip chord of 83 mm with a leading

edge (LE) sweep of 14.9°. The reader interested in a more profound review of

BeaRDS and the specimen is referred to [1–4, 8, 20], while Table E.2 recaps

XB-2’s physical properties.

Table E.2: XB-2 wing properties

Property Details Unit
Semi span 1.5 m
Root chord 236 mm
Tip chord 83 mm
LE sweep 14.9 o

Mass 3.024 kg
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E.2.2 The Revolving Clamp

This work is based on the possibility of running GVT of the XB-2 wing at different

αgvts. Hence, a suitable device had to be designed and the revolving clamp, in

Figure E.4a, was conceived.

(a)

x

y

xgvt

ygvt

αgvt

g

ggvt

(b)

Figure E.4: Figure E.4a shows the rendering of the revolving clamp mounted on
the shaker with labelled parts: (i) the lower sock, (ii) the upper sock, (iii) the lower
end, (iv) the upper end, and (v) the base plate. A schematic demonstrating the
effect of αgvt over gravity loads on the specimen is shown in Figure E.4b.

The clamp consists of five parts: (i) the lower sock, (ii) the upper sock, (iii)

the lower end, (iv) the upper end, and (v) the base plate. The lower and upper

sock are clamped directly to the wing’s root using four M6 cap head socket bolts,

then the two socks and the specimen are secured between the lower and upper

end. The lower end is directly bolted to the base plate with three M8 socket

countersunk bolts and serves as an adaptor for the fixings on the shaker and is

secured to it with seven M8 socket countersunk bolts. The upper end clamps

the specimen to the lower end clamp with 8 M8 cap head socket bolts, the four

bolts at the corners are bolted to the lower end end clamp, while the four inboard

to directly to the base plate. Finally, three M10 hexagonal bolts are placed in

the upper clamp to further constrain the sock assembly from rotating or slipping.
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The specimen αgvt is adjusted by untightening the bolts on the upper end clamp

and setting the specimen to the required angle by placing an inclinometer over

the extruded tab of the lower sock. The clamp, excluding the base plate, was

machined from a single block of aluminium and its mass, excluding the fixings, is

3.583 kg. The fixings weight is 0.606 kg, giving a total mass of 4.189 kg.

The motivation behind the revolving clamp is to change the effect of gravity

on the static configuration of the wing. In fact, the effective downward, normal to

the wing inclination, effect of gravity decreases. This is clearly depicted in E.4b,

where the phenomenon is graphically described. The black axes are the global

axis, while the blue axes are the local axis relative to the inclined wing and the

red thick line identifies the wing’s profile. The actual gravity vector g is the green

arrow and the relative gravity on the inclined wing (gαgvt) is the pink arrow. From

simple trigonometry the relationship between the two is the following:

gαgvt
= g×cos(αgvt) (E.1)

Summarising, the increase in the wing’s inclination angle decreases ggvt and so

the wing’s deflection from it’s own weight.

E.2.3 Experimental Setup and Data Processing

The testing campaign involves the XB-2 wing at three different setting angles

(αgvts): 0, 5, and 10°. The specimen is excited with a random vibration excitation

at three different inputs for 20 min. However, only 18 min are considered while

post-processing the data to exclude any transients.

A Data Physics® Signal Force™ modal shaker controlled by its DP760™

close-loop control software, running on a consumer grade laptop, drives the spec-

imen. Eight accelerometers are attached to the specimen and another on the

clamp’s lower sock, for feedback purposes. The accelerometer at the clamp is
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Table E.3: Accelerometers specifications.

ID # AccelerometersModel Sensitivity [mVg−1] Mass [g]
0 PCB Piezotronics® model: 356B18 995 25
1R PCB Piezotronics® model: 356A16 96.50 7.4
1L Isotron® accelerometer model 7251A 10.30 10.5
2R PCB Piezotronics® model: 356A16 97.20 7.4
2L Isotron® accelerometer model 7251A 10.08 10.5
3R PCB Piezotronics® model: 356A45 100.20 4.2
3L Isotron® accelerometer model 7251A 10.34 10.5
4R Brüel & Kjær® accelerometer type 4507-002 94.12 4.8
4L Brüel & Kjær® accelerometer type 4507-002 95.52 4.8

Figure E.5: Accelerometers locations (retrieved from [8]). Note that the ac-
celerometers do not appear aligned due to the optical effect of the camera lens.

positioned in such a way to record the vertical acceleration normal to the wing

inclination, this ensures that even at different amplitudes the shaker delivers the

same output in the direction normal to the wing’s direction. The accelerometers’

span-wise locations are decided using a sensor placement routine based on a

genetic algorithm[25]: a FEM model was employed as a baseline and a genetic

algorithm minimised the sum of the off-diagonal terms of the Auto-Modal Assur-

ance Criterion (Auto-MAC) by changing the sensors position along the span. The

accelerometer positions are shown in Figure E.5 and their characteristics in Ta-

ble E.3. The experimental setup is completed by a desktop machine that collects

the data from a National Instruments cDAQ-9174, to which the accelerometers

are connected, via a LabVIEW program, as shown in Figure E.6.
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Figure E.6: Testing setup (retrieved from [8]).

The wing is excited with a random verification at different input amplitudes.

The amplitudes are considered normal to the wing’s inclination and are, from now

on, always referred as Low, Medium, and High. They, relatively, correspond to

0.649, 0.919, and 1.590 RMS (Root mean square) ms-2. To ensure the highest

precision and repeatability, the tests are repeated 5 times for each input scenario

at each αgvt totalling 45 cases. The nine input and αgvt cases are summarised in

Table E.4.

Table E.4: Test cases for the XB-2 wing considering input amplitude and αgvt.

Case Input αgvt [o]
1 Low 0
2 Medium 0
3 High 0
4 Low 5
5 Medium 5
6 High 5
7 Low 10
8 Medium 10
9 High 10

For all scenarios the random input signal is bandwidth limited between 2 and

100 Hz and lasts 20 min and was down-sampled to 256 Hz from the original

sampling frequency ( fs) of 5120 Hz. Then, the Frequency Response Functions



APPENDIX E. GVT OF A HAR WING WITH REV CLAMP 297

(FRFs) are generated by taking the Fast Fourier Transform of all time histories,

relative to channel #1-8 and dividing them by the input, channel # 0. Prior to iden-

tification, the FRFs are smoothed with the MATLAB built-in function smoothdata

by setting the moving average window length to 60.

E.3 Results and Discussion

In this section the results of the 45 independent cases are presented. First, a sin-

gle case is deeply investigated in detail then the remaining cases are presented

focusing in the relationship between αgvt, input amplitude and modal parameters.

In Figure E.7, the FRFs for Case 1 are shown. All channels are superimposed for

conciseness, showing the peaks of the first three vertical dominant modes. While

only three modes are detected, within this work they are going to be referred as

first, second, and fourth because it was found in a previous testing campaign [8]

that a horizontal dominant mode can be found around 14 Hz.

Figure E.7: Case 1: FRFs relative to channels #1-8 of of a single realisation of
the low input 0° αgvt case. All channels superimposed for conciseness.

The modal parameters are extracted via LF using a stabilisation diagram for

the 45 instances and then the results of the five instances within the same case

are averaged to obtain the modal parameters. Figure E.8 shows the stabilisation
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diagram of the first instance for Case 1 and clearly shows the first three vertical

dominant modes by superimposing the stable modes, between LF’s order 6 and

200, to the FRFs relative to channels # 2, 4, 6, and 8. The modes are regarded

as stable when the difference in ωn (∆ f ) is within 1%, that of ζn is 10% and Modal

Assurance Criterion (MAC) [26] value over 0.95 within the preceding ten.

Figure E.8: Case 1, first instance: stabilisation diagram computed with the follow-
ing parameters: ∆ f = 1%, ∆ζ = 10% and ∆MAC = 0.95.

In Table E.5 the identified modal parameters, ωn and ζn, of Cases 1, 2, and 3

are presented. As these cases refer to the same αgvt, the decrease in ωn over the

increase in input amplitude shows that the wing, contrary to usual expectations

for a beam-like structure, features a softening behaviour. On the other hand, ζn

remains roughly constant for all inputs, only ζ4 is considerably larger for Case 3.

Table E.5: Cases 1, 2, and 3: average value, over five instances, of natural fre-
quency and damping ratio parameters.

Case 1 2 3
Mode ωn ζn ωn ζn ωn ζn

1st Bending 3.21 0.035 3.20 0.023 3.17 0.018
2nd Coupled 12.50 0.053 11.92 0.053 11.76 0.055
4th Coupled 17.36 0.045 17.15 0.045 17.05 0.057

For the same Cases taken under consideration in Table E.5, Figure E.9 shows

φφφ 1,2,4, which are superimposed to the baseline shape for a clearer visualisation.
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Figure E.9: Case 1, 2, and 3: mode shapes of the first three vertically dominant
modes.

The result for first three cases, which take into consideration a αgvt = 0o and

the three input levels, show that the structure’s modal response is influenced by

the input amplitude. In particular, the behaviour detected for this particular wing

is softening, which means that as the input amplitude increases the ωn decrease.

This kind of behaviour is easily detectable [16] with the band-limited random veri-

fication of this series of test. As it is usually the case for lightly nonlinear structure,

the ζn and φφφ n are not massively influenced by the input amplitude. Nevertheless,

the only difference concerning φφφ n is found in the fourth mode, where the displace-

ment linked to channel #3L fluctuates.

Given the dependency of the modal response to input amplitude, the results

for the nine cases under scrutiny are presented in a way that takes into considera-

tion the different amplitudes. In Figure E.10, first, Figure E.10a, compares the ωn

for the low input amplitude, then, Figure E.10b, those for the medium input and,

finally, Figure E.10c reports on the ωn for the high input amplitude. The boxplots

used reports the results for all 45 instances. In fact, for each case the median

value is represented by a red line, the bottom and top blue edges of the box in-

dicate the 25th and 75th percentiles and the whiskers the largest and smallest

data points not considered outliers, while the red plus symbol indicates the outlier

values. These give a statistical significance to the results and gives an indication

of their trustworthiness. The boxplots are also accompanied by a regression line,
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in black, to highlight the ωn trend in relation to αgvt. For all the cases compared,

exception made for the first mode at αgvt = 5o and high input amplitude, the ωn de-

crease as αgvt increases. While the results only consider structural effects, they

follow the same trend of aero-structural theory [27]. In fact, an increase in natural

frequencies is expected when flight speed increases. In the same way, when the

setting angle is changed ggvt is always smaller than g, as per Equation E.1, and

hence a smaller a deflection and ωn are obtained.

The results for ζn are presented in the same way as per ωn in Figure E.11.

Generally, damping ratios can be said to decrease over αgvt, just as it is for ωn.

However, for a single instance, the second mode of the medium input scenario at

αgvt = 5o, this is not the case. Also, damping seems to be less influenced, without

a clear trend, by the input amplitude. With the same consideration on gravity-

induced deflection, the results are consistent from what is expected from theory

[27] and experimental surveys [28] for a full wing.

Lastly, the φφφ n are compared. Since a visual comparison of the all φφφ n for all

cases is not efficient nor concise. Hence, the MAC value, relative to Case 1, is

computed for the modes of all scenario. Only the diagonal terms of the MAC ma-

trices are reported in Table E.6, as the off-diagonal values are negligible. Since,

the minimum value is found to be 0.85, it can be said that a good correlation ex-

ists between all respective φn [12]. Notably, the third mode’s correlation slightly

diminishes for all cases. In fact this is true for Cases 1-3 as well. By inspection of

Figure E.9, it is trivial to detect a discrepancy at the channel #3L’s position. This

happens for the remaining cases as well and more notably for the highest input

amplitude. However, all the respective modes are sufficiently correlated and no

major variation is evident in their trajectories when compared.
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(a)

(b)

(c)

Figure E.10: Investigation on the effect of αgvt on the natural frequencies. Figure
E.10a refers to the low input scenario, Figure E.10b to the medium input and
Figure E.10c to the high input.

E.4 Conclusions and Future Works

In this work, a high aspect ratio flexible wing undergoes ground vibration testing

at three different inclination angles and input amplitudes on a revolving clamp to

asses the relationship between the setting angle and its modal properties. A total
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(a)

(b)

(c)

Figure E.11: Investigation on the effect of αgvt on the damping ratios. Figure
E.11a refers to the low input scenario, Figure E.11b to the medium input and
Figure E.11c to the high input.

of 45 test is run, which includes 5 instances for each setting angle and amplitude

scenario. The modal parameters are extracted with the Loewner Framework, a

technique recently introduced for mechanical systems by some of the authors,

via stabilisation diagrams up to order k = 200. The five instances available for

each case give a statistical significance to the results and ensure the meeting of
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Table E.6: Diagonal value of the MAC matrices between the computed mode
shapes of Case 1 and all other cases.

MAC Value [-]
Mode Mode

Case 1st 2nd 4th Case 1st 2nd 4th

2 1 1 0.98 6 1 1 0.85
3 1 1 0.91 7 1 1 0.99
4 1 1 1 8 1 1 .99
5 1 1 1 9 1 1 .91

repeatability requirements.

From the results, a clear relationship between the setting angle and modal

parameters, particularly natural frequencies and damping ratios emerges. This

has a direct link to the wing’s stationary deflection, linked to gravity, whose effect

decreases inversely to the setting angle. Both natural frequencies and damp-

ing ratios are found to decrease as the setting angle increases indicating that

a greater stationary deflection is proportional to an increase in those quantities.

Also, it was found that the wing shows a softening behaviour: the natural fre-

quencies decrease as the input amplitude increases. Moreover, it is shown that

the mode shapes are pretty much unchanged when the setting angle is changed,

but, particularly the fourth mode, it is influenced by input amplitude, . These rela-

tionships can be used to build a wing’s finite element model to study its aeroelas-

tic properties and also to assess the feasibility of this testing procedure to, or in

part, substitute, when paired with computational fluid dynamics techniques, wind

tunnel testing for flutter and divergence onset speeds characterisation.
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