
 
 

CRANFIELD UNIVERSITY 

 

 

 

 

Anastasios Danezis 

 

 

 

 

Heat transfer modelling, optimisation and monitoring of flashlamp-

assisted automated tape placement 

 

 

 

 

School of Aerospace, Transport and Manufacturing 

Composites and Advanced Materials Centre 

 

 

 

 

Engineering Doctorate (EngD) in Composites Manufacture 

Academic Years: 2018 – 2022 

 

 

 

 

Supervisor: Dr Alex Skordos 

Industrial Supervisor: Dr David Williams 

January 2023  

 
 

  



 
 

  



 
 

CRANFIELD UNIVERSITY 

 

 

 

 

Anastasios Danezis 

 

 

 

 

Heat transfer modelling, optimisation and monitoring of flashlamp-

assisted automated tape placement 

 

 

 

 

School of Aerospace, Transport and Manufacturing 

Composites and Advanced Materials Centre 

 

 

 

Engineering Doctorate (EngD) in Composites Manufacture 

Academic Years: 2018 – 2022 

 

 

Supervisor: Dr Alex Skordos 

Industrial Supervisor: Dr David Williams 

January 2023 
 

© Cranfield University 2022. All rights reserved. No part of this 

publication may be reproduced without the written permission of the 

copyright owner. 



 
 

 

 



i 
 

Abstract 

This study aims to develop tools for the design, optimisation and control of automated 

tape placement (ATP) that integrates flashlamp heating. A thermo-optical simulation of 

ATP is developed, combining a 2D finite element model of the heat conduction with 3D 

ray tracing analysis. The methodology is validated against measurements acquired during 

ATP trials of AS4 carbon/PEEK composites, presenting deviations up to 20°C. Flashlamp 

operation at low frequency and long pulses (25 Hz /4.75 ms) results in up to 150°C higher 

irradiation temperatures and increased thermal penetration depth, 100 over 50 μm, 

compared to high frequency and short pulses (100 Hz/1.1 ms) or continuous operation. 

Consolidation temperatures under the roller are identical for pulsing scenarios of 

equivalent average power, including continuous operation. To increase computational 

efficiency, an 1D simulation of ATP is put forward comprising distinct models 

representing the tow, deposited material, and consolidated stack with transfer of 

temperature information to ensure field continuity. The 1D solution requires only 1-2% 

of the computational effort of the 2D model with a minor trade-off in accuracy, up to 

14°C. Based on the efficient 1D solution, an optimisation scheme of ATP is developed 

by integrating models of material degradation, interfacial bonding and a Genetic 

Algorithm. The optimisation scheme identifies the Pareto front of the multi-objective 

problem accurately in 25% of the computational effort required for an exhaustive search. 

Strong trade-offs exist between bonding, thermal degradation and productivity, limiting 

the average bonding value in the stack to 0.35 before matrix degradation exceeds the 1% 

threshold typically set for aerospace applications. A monitoring strategy for ATP of 

thermoplastic prepregs is proposed combining 1D analytical solutions and temperature 

data acquired on the tool side of the deposited material, allowing estimation of nip point 

temperatures in real time. The method integrates an inverse solution to determine the 

heater power input from temperature data and enhance the nip point estimation accuracy. 

The monitoring scheme presents good accuracy for a wide range of velocities, substrate 

thickness and tooling materials, with an average error of 15°C even in the presence of 

significant measurement noise. 

Keywords: Tape placement; Thermoplastic composites; Simulation; Heat transfer; 

Multi-objective optimisation; Process Monitoring; Inverse solution; Pulsed heating. 
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1. Introduction  

1.1 Motivation 

Achieving Net Zero necessitates the decarbonisation of the transport sector which can be 

achieved through innovative propulsion technologies, environmentally friendly materials, 

and efficient production methods. Lightweighting is also a key aspect directly influencing 

vehicle fuel consumption and therefore emissions. For years, composite materials have 

been seen as an enabler of lightweight structures due to their exceptional strength-to-

weight ratio compared to metals. As a result, the utilisation of composites in aerospace 

applications has been increasing exponentially in the last 50 years, as shown in Figure 1.1 

[1]. The state-of-the-art Airbus A350 is the world’s first commercial aircraft with fuselage 

and wings made predominately from composites, exceeding 50% of their total weight. 

The A350 is 20 t lighter than the previous generation thanks to the extensive use of 

advanced materials and innovative designs, delivering 25% less fuel burn and CO2 

emissions per seat [2].   

 
Figure 1.1 Composites content in military and commercial aircrafts in recent years. Adapted 

with permission from [1]. 

Despite the breakthrough of composites in the aerospace sector, the number of in-service 

commercial aircrafts utilising composites at high levels remains low compared to the total 

market. Airbus only recently delivered the 500th aircraft of the A350 family since its 

0

10

20

30

40

50

60

1960 1970 1980 1990 2000 2010 2020

C
o

m
p

o
si

te
s 

 b
y 

w
ei

g
h

t 
(%

) 

Year of introduction

Military

Commercial

F-15

F-16A

F-18A

AV-8B

EF2000

F-35

A350787

A380

777

767

A320

F-18/F

B-2

V-22

F-22



2 
 

launch in 2014 [3], whilst its contender in the battle of composites utilisation - the Boeing 

787 Dreamliner - has reached only double this figure [4]. These rates appear insufficient 

when considering the market outlook of both major OEMs, forecasting the need for 

almost 40,000 new aircrafts by 2040 [5, 6]. This corresponds to the production of 100-

200 aircrafts per month, which is significantly higher than what is common today. While 

increasing production rates has been hindered by a combination of factors such as supply 

chain issues and financial barriers for both OEMs and airlines, the strong utilisation of 

composites is believed to have introduced new challenges in the production process. This 

is attributed to the increased cost of raw materials as well as the complex multi-stage 

manufacturing methods of composites. Full automation could enable the production of 

high-quality components at fast rates for the next generation aircrafts to meet the 

increasing market demand and reduce the costs involved. 

The ambitious production targets could be reached through the automated fibre and tape 

placement (AFP/ATP) manufacturing methods, which utilise robotic equipment to 

achieve robust, repeatable, fully automated production of large composite components. 

This method has gained significant industrial and research interest in recent years [7, 8], 

especially with the use of thermoplastic matrix composites. AFP/ATP processing of 

thermoplastic composites opens the way for the production of aircraft parts in a single-

step process, mitigating the time-consuming and costly autoclave cycles required for 

thermosetting composites. Out-of-autoclave processing is key for aerospace considering 

the large dimensions of aircraft parts and the associated challenges in terms of autoclave 

size and energy needed for the curing stage. In addition, thermoplastic composites enable 

the efficient assembly of aircraft structures through induction welding and overmoulding, 

reducing or eliminating the need for fasteners. However, the uptake of this technology 

has not been achieved yet due to the challenges of achieving quality on par with 

conventional processing at competitive production rates, as a result of the complex 

interdependencies introduced by the dynamic process character. AFP of thermosetting 

composites has been utilised to produce aircraft components, as shown in Figure 1.2 for 

the fuselage of the 787 Dreamliner, but automated deposition of thermoplastic composites 

at this level is still a target. Further advancements on the process design and optimisation, 

monitoring techniques, and industrial equipment fronts are necessary to enable the wide 

adoption of these automated methods in aerospace. 
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Figure 1.2 Manufacture of monolithic fuselage section for the 787 Dreamliner with AFP on a 

rotating mandrel. Reproduced with permission from CompositesWorld [9]. 

AFP/ATP processing of high-performance thermoplastic composites requires elevated 

temperatures above the matrix melting point, which commonly lies within the 250-350°C 

temperature range for aerospace-grade polymers. These temperature levels challenge 

productivity necessitating a heating technology capable of delivering high power at very 

short timings. Fast response is also critical for effective temperature control during 

deposition speed changes around complex geometrical features. A recent addition to the 

available heating solutions for AFP/ATP applications are flashlamp-based systems. In 

contrast to established lasers and IR heaters, flashlamps feature a pulsed operation 

delivering high-energy pulses of several milliseconds periodically on the target surface. 

The wide parameters space in conjunction with the fast response promise advanced 

process tailoring and on-line control capabilities. Despite being as powerful as lasers, 

flashlamp systems require less stringent safety measures and have lower capital costs. 

Especially with respect to health and safety, flashlamp systems can operate without the 

protection requirements closely linked to use of heating lasers. This is reflected both in 

lower costs of operation as well as in greater flexibility in setting operating systems in 

different environments directly integrated with other stages of processing. To make use 

of these potential advantages, a thorough understanding of the effect of pulsing conditions 
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on the temperature field is necessary, whilst establishing the process design and 

monitoring workflow is imperative. Previous research on AFP/ATP has advanced 

towards these frontiers for conventional heating technologies, but adoption from the 

industry has been low due to increased complexity and effort required for analysis and 

detailed understanding of process intricacies. Development of computation tools suitable 

for industrial applications can facilitate the integration of flashlamp systems into 

production lines, as well as mitigate the experimental design campaigns which are time 

consuming and costly, hindering the overall competitiveness of AFP/ATP against other 

processes. 

1.2 Aim and objectives 

The overall aim of this study is the development of tools for the design, optimisation and 

control of ATP processes that integrate flashlamp-based energy sources. To accomplish 

significant progress towards this aim, the following objectives are addressed: 

 Investigation of the effect of pulsed heating on the temperature field throughout 

the ATP process and identification of differences in behaviour over continuous 

heating. 

 Development of a methodology for design and optimisation of flashlamp-assisted 

ATP of thermoplastic composites and demonstration of its application. 

 Validation of the design tools based on instrumented manufacture of composites 

using ATP methods.  

 Simplification of modelling tools to minimise computational effort and provide 

fast estimations suitable for optimisation purposes. 

 Investigation of interdependencies and trade-offs involved in the flashlamp-

assisted ATP concerning processing conditions and resulting part quality in terms 

of bond strength and thermal degradation. 

 Development of on-line monitoring for ATP utilising remote temperature data, 

and methods for the determination of flashlamp energy input on the tape surface.  

1.3 Road map 

The present thesis is organised in 10 chapters. Chapter 2 summarises the state of the art 

on heat transfer modelling, optimisation and monitoring of continuous deposition 

processes such as ATP/AFP and filament winding. Chapter 3 details the experimental 
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methods used, including the characterisation of flashlamp systems, instrumented ATP 

trials and Thermogravimetric analysis (TGA). Chapter 3 also details the materials utilised 

and their thermal properties, as well as the numerical methods for process simulation and 

multi-objective optimisation. Chapter 4 presents the development of a 2D thermal-optical 

simulation for the flashlamp-assisted ATP process and its validation. Chapter 5 details 

the development of a simplified and efficient numerical solution of the heat conduction 

problem based on the decomposition of the domain into distinct one dimensional through-

thickness models. Chapter 6 focuses on the multi-objective optimisation of ATP 

integrating the 1D heat transfer simulation with interlaminar bonding and thermal 

degradation constitutive models and a Genetic Algorithm (GA) to obtain process 

parameters that result in a favourable process duration and product quality. Chapter 7 

describes the development of an in-process monitoring scheme of the nip point 

temperatures reached during ATP processing, by combining analytical heat transfer 

solutions and monitoring data from the lower surface of the deposited material based on 

an inverse solution. Chapter 8 presents an overall discussion of the findings of this work 

including overall impact and limitations. Chapters 9 and 10 summarise the main 

conclusions of the study and recommendations for further development. 
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2. Literature review 

2.1 Introduction 

This chapter presents the state of the art on heat transfer modelling, optimisation and 

monitoring applied to the ATP and AFP manufacturing methods. Studies on the filament 

winding (FW) process, which shares similar principles and therefore analysis, are 

included to provide a comprehensive review. The critical role of the developed 

temperature field on the final part quality has motivated the development of numerous 

heat transfer models. The approaches in terms of domain dimensions, boundary 

conditions, implementation, and numerical methods are discussed. Significant modelling 

and experimental efforts have been made to uncover the role of process parameters on the 

final part quality and tailor these to achieve optimised outcomes. On the other hand, the 

process complexity has necessitated the development of monitoring schemes which can 

provide useful information during processing, allowing the identification of changes in 

conditions and defects in real time. 

2.2 Heat transfer modelling of AFP/ATP/FW  

The AFP/ATP and FW are advanced manufacturing methods which deploy robotic 

equipment to deposit fibre-reinforced composite tapes onto a tool or mandrel and build 

the part in an additive fashion. A schematic of laser-assisted FW is given in Figure 2.1 

[10]. Similarly to AFP/ATP, a heating source is used to heat the new layer and the already 

deposited material before they come into contact underneath a compaction roller.  

Experimental design of the AFP/ATP and FW processes can be time-consuming due to 

the number of process variables influencing the process. Extensive experimental 

campaigns can be prohibitive given the high costs associated with aerospace-grade 

materials and the operation of advanced robotic equipment. Temperature measurements 

on the material surface can be obtained with thermal imaging for design purposes; 

however, the material is out of sight underneath the compaction roller and for the 

remaining processing cycle, during which temperature influences the final quality to a 

great extent. Embedding temperature sensors in, or in contact with, the moving material 

is possible for research/development purposes but not in a production environment. Large 

multi-layered parts are typically produced requiring a high number of sensors which 

interfere with the final component, whilst their setup slows down productivity. To address 
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these challenges, process design based on heat transfer modelling has received significant 

attention in recent years [11, 12]. Important aspects and results of existing methodologies 

are discussed in the next sections.  

 

Figure 2.1 Schematic of the laser-assisted FW process. Reproduced with permission from [10]. 

2.2.1 Governing equations and assumptions 

The AFP/ATP and FW processes are highly transient with the heat conduction problem 

in three dimensions expressed by the general energy balance [13]: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
) = �̇� +  𝛻 ∙ 𝑲 𝛻𝑇 (2.1) 

where 𝜌 is the density of the composite, 𝑐𝑝 the specific heat capacity, 𝑲 the thermal 

conductivity tensor and 𝑇 is the temperature.  

The term �̇� corresponds to the latent heat as a result of matrix chemical transformations 

or physical transitions. In the case of thermoplastic matrices, heat is released and absorbed 

during crystallisation and melting, respectively. These effects have been included in the 

analysis through crystallisation and melting models, which enable the estimation of the 

amount released/absorbed according to the material temperature and history [13-15]. 

However, their influence on the heat transfer is typically assumed to be negligible given 

the low crystallinity levels during in-situ consolidation and the polymer constituting only 

30-35% of tape mass [16-19]. For thermosetting materials, �̇� corresponds to the energy 
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released due to the curing reaction. These exothermic effects have a strong influence on 

the temperature field and can be included by coupling the heat transfer model with cure 

kinetics models [20-22]; however, they can be omitted if curing is not expected to 

progress significantly at the temperatures attained and/or for the short time window of the 

placement [23-25]. Nevertheless, the validity of this assumption depends on the 

temperatures reached and the type of thermosetting system. 

Table 2.1 Influence of modelling approaches and assumptions on computation time and 

accuracy for ATP. 

Approach/ Assumption Computation time Accuracy 

Full 3D problem (reference) − − 

Negligible latent heat ↓ − 

Uniform heating across material 

width (2D) 
↓ ↓  ↓  

Negligible heat conduction in 

placement direction (2D) 
↓ ↓  ↓  

Domain decomposition to 1D models ↓ ↓ ↓  ↓ ↓  

Roller at fixed temperature/ 

convective boundary (1D) 
↓ ↓ ↓  ↓ ↓ ↓  

Analytical solution (1D) ↓ ↓ ↓ ↓  ↓ ↓ ↓ ↓  

 

The 3D heat transfer problem has been addressed for both the AFP/ATP [16-17, 23- 24] 

and FW [18-20, 26-31] methods. Three-dimensional modelling offers a comprehensive 

description of the complex heat transfer phenomena [20]. However, the substantial 

computational effort renders these methodologies not suitable for optimisation purposes 

and iterative schemes, where a high number of solutions is needed. An overview of the 

main simplifications typically applied are summarised in Table 2.1, presenting the 

expected effect on computation time and accuracy. The domain is typically simplified to 

2D assuming the deposited material and tape are heated uniformly across the width and 
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the losses through the tape edges are negligible due to the small thickness compared to 

other dimensions, as well as the high tape length to width ratio [32-63]. Further 

simplifications can be applied by considering the ratio of the energy transfer due to 

material advection to energy transfer due to heat conduction, expressed by the non-

dimensionless Peclet number. For the AFP/ATP and FW processes, the Peclet number 

can be calculated as [36]: 

𝑃𝑒 =
𝑢𝑥 𝑙

𝑎𝑥
 (2.2) 

where 𝑎𝑥 denotes the thermal diffusivity of the composite in the longitudinal direction, 

𝑢𝑥 is the placement/ winding rate, and 𝑙 is a characteristic length of deposited tape. 

The high values of Peclet number under typical AFP/ATP and FW conditions indicate 

that the thermal field in the placement/winding direction is strongly governed by material 

advection, whereas the contribution of heat conduction in this direction is negligible [36, 

37]. Low velocities during the first moments of the process can result in Peclet numbers 

lower than unity. However, this condition is true for a short period compared to the 

duration of the process. Applying these assumptions, the two-dimensional form of Eq. 

(2.1), assuming the material thickness is in the y direction, can be simplified to: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
) =

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (2.3) 

One-dimensional simulation of AFP/ATP and FW based on Eq. (2.3) has been proposed 

[64, 65], in some cases by decomposing the domain into district 1D models representing 

the different composite parts and process stages [66-72], as shown in Figure 2.2. The 

temperatures of the deposited material and tow heating are transferred as initial values to 

a 1D model which represents the final stack. However, the heat exchange between the 

composite and compaction roller is simplified to a fixed temperature boundary [69-70], 

which introduces discontinuities in the profiles near the stack surface, or to a convective 

boundary of assumed heat transfer coefficient [66-68, 71-72]. In both approaches, the 

effect of the roller on the temperature field is oversimplified, especially for processes 

utilising rollers made from low conductivity materials. Strong temperature gradients are 

developed close to the roller-tow interface necessitating a more accurate description of 

the effects involved. In other simplified approaches, the through-thickness temperature 
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distribution of the tape has been assumed to be uniform whilst the heat exchange between 

the roller, deposited material and mandrel has been modelled as 1D in the radial direction 

[73]. In addition, the representation of the AFP/ATP process as three bodies of uniform 

temperature exchanging heat has led to simplified finite differences models [74, 75]. 

Nevertheless, such methodologies are intended for integration into feedback control 

systems, providing fast solutions but limited information for comprehensive design. 

Three dimensional heat conduction in FW has been simplified by combining submodels 

with different domains. The domain of the incoming tow has been reduced to 2D or 1D 

whilst maintaining a three-dimensional representation of the deposited material [19, 27-

29]. The 3D deposited material-mandrel assembly has been decomposed to multiple 

adjacent material slices across the width [10], or through-thickness models along the 

placement path [30], as shown in Figure 2.3, assuming negligible heat conduction across 

the width or in-plane direction, respectively. In some cases, the consolidation zone has 

not been part of the domain limiting predictions to the heating stage of the process [19, 

28]. The temperature distribution near the nip point during winding has been captured by 

a transient thermal model coupled with a 2D steady state model to extend predictions at 

component level [27]. The local model predictions function as input to the global model 

in every solution iteration [27]. 

 

Figure 2.2 Schematic of the decomposition to 1D through-thickness models corresponding to 

the different composite parts and the necessary transfer of temperature information. 
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Eq. (2.3) has facilitated the development of analytical models for fast approximations. 

Existing analytical solutions of a semi-infinite body under prescribed surface heat flux 

have been adapted to AFP/ATP and FW processes [76-79], assuming the deposited 

material is partially heated through its thickness, has constant thermophysical properties 

and uniform initial temperature. In addition, uniform heat flux on the tapes and simplified 

heat exchange between the composite and the roller are part of the assumptions. A 

solution corresponding to finite body heating has been developed and combined with the 

semi-infinite solution as indicated by the dimensionless Fourier number [76] to address 

the substantial bulk heating at low thicknesses and/or longer heating times. In addition, 

the heater power, velocity and resulting nip point temperature have been correlated 

through semi-empirical approaches based on the aforementioned semi-infinite solution 

[80]. A linear relationship between the nip point temperature and heater power has been 

assumed to facilitate fitting to experimental data [80]. The limitations of the semi-infinite 

assumption have been acknowledged, and application of the semi-empirical scheme has 

been limited to high thickness parts [80].  

 

Figure 2.3 Schematic of the kinematics during FW and the decomposition of 3D space into 1D 

through-thickness models along the winding path. Reproduced with permission from [30]. 

The finite element (FE) [20, 24, 34, 43, 55, 63] and finite differences (FD) [23, 26, 49, 

56, 65, 75] methods have been deployed for solving the boundary value problem in 
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AFP/ATP and FW processes. The Proper Generalized Decomposition technique has also 

been applied [17, 45].  

2.2.2 Material deposition 

The additive nature of the AFP/ATP and FW methods necessitates a modelling strategy 

to account for the material addition over time. Analyses based on Eqs. (2.1) and (2.3) use 

a Lagrangian reference system mounted on tool [48-63], where every material point is 

assigned coordinates that do not vary with time. Simulating the addition of new material 

and movement of the heating source requires constant adjustment of the boundary 

conditions. To simplify modelling, the deposition has been assumed to be instantaneous 

[34], or the tow has been excluded from the analysis, essentially transforming the problem 

to that of a moving heat source over a stationary surface [23-24]. However, such 

approaches do not allow the detailed description of the heat exchange effects between the 

incoming tow and the deposited material. Material addition has also been simulated by 

progressively activating elements at each iteration step according to the processing rate 

deploying a birth-death strategy [20, 54, 78], as illustrated in Figure 2.4. The elements 

are part of the analysis prior to their activation but feature null properties so that they do 

not influence the temperature field.  

A common approach that simplifies the modelling of material deposition involves 

solution using a coordinate system mounted on the moving placement head [32-47]. 

Material is advected across an Eulerian analysis frame with a velocity opposite to the 

placement direction. This is achieved mathematically by introducing additional velocity 

terms to Eq. (2.1). In the general transient case, the energy balance in a Eulerian frame is 

expressed as follows: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝒖 𝑻𝛻𝑇) = �̇� +  𝛻 ∙ 𝑲 𝛻𝑇 (2.4) 

where 𝒖 is the velocity vector of the material with the involved terms corresponding to 

heat transport due to material advection. Applying the assumptions of Eq. (2.3) to Eq. 

(2.4) yields: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢𝑥

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (2.5) 
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Figure 2.4 Simulation of material deposition using the birth and death technique. Reproduced 

with permission from [11].  

The smaller domain of the Eulerian approach provides efficient solutions in the vicinity 

of the nip point at the expense of analysing the temperature evolution outside this analysis 

frame. The analysis follows the deposition head, solving the boundary problem for a 

narrow time window spanning typically from the irradiation zone start to some point 

outside the roller contact patch. However, the temperature and material state are not 

computed outside the narrow analysis frame, necessitating assumptions for the initial 

conditions at the frame entry points. This imposes challenges when material 

transformations are considered, which normally progress throughout the process, 

requiring computation over the full temperature history. Solving for a large enough 

geometry to capture these effects impacts computational times severely. As a result, the 

Lagrangian approach has been the preferred method when considering material 

transformations [20, 52].  
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2.2.3 Thermal boundary conditions 

The boundary conditions in the AFP/ATP and FW processes are complex and in the case 

of a Lagrangian analysis constantly evolving to emulate the material addition and heating 

source movement. Boundary conditions apply to the free surfaces of the different bodies, 

whilst additional interfacial conditions can also apply to the interfaces between composite 

layers and the composite-roller interface depending on the modelling approach.  

A typical 2D heat transfer model of AFP/ATP based on a Eulerian system is presented in 

Figure 2.5. The compaction roller is typically omitted and the heat exchange with the 

composite in contact is described as a convective [15, 21, 42, 71] or fixed temperature 

boundary [69-70]. However, such an approach oversimplifies the heat transfer, especially 

when low-conductivity rollers are involved. Deformable rollers have been modelled as 

full [13, 55] or geometrically reduced bodies [16, 39-41, 49] which interact with the 

composite through conduction. The roller material and deformed shape have a major 

effect on prediction accuracy due to the influence on contact times with the composite 

[40]. Water-cooled rollers have been examined and modelled by assigning a constant 

temperature at the inner roller boundary (𝑆8) [13, 49].  

 

Figure 2.5 Schematic of boundaries for a thermal model of AFP/ATP on a Eulerian system.  

The initial temperature of all bodies at 𝑡=0 s is typically set equal to ambient. The outer 

surfaces of the composite (𝑆5,  𝑆10), the roller (𝑆6), and the tool (𝑆0) are subjected to free 

convection to ambient conditions, expressed as: 

Composite

Tool

Roller
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where ℎ denotes the convective heat transfer coefficient, which is typically set constant 

and equal for all surfaces, and 𝑇∞ the ambient temperature.  

The exit of the roller (𝑆9) and laminate-tool (𝑆11) are typically assumed to be insulated in 

the direction normal to the boundary, translated to a time derivative form due to the 

Eulerian coordinate system: 

𝑘𝑥

𝜕𝑇

𝜕𝑡
= 0 (2.7) 

The heat input 𝑞(𝑥) acts on the deposited material and tow surfaces, 𝑆2 and 𝑆3 

respectively. For IR and laser heating, a boundary of prescribed heat flux is applied on 

the composites surface: 

𝑘𝑦

𝜕𝑇

𝜕𝑡
= 𝑞(𝑥) (2.8) 

Hot gas torch heating is commonly modelled as a convective boundary of heat transfer 

coefficient ℎ𝑔 and gas temperature 𝑇𝑔𝑎𝑠: 

𝑘𝑦

𝜕𝑇

𝜕𝑡
= −ℎ𝑔(𝑇 − 𝑇𝑔𝑎𝑠) (2.9) 

An additional set of boundary conditions is set for Eulerian analyses to address the fact 

that computation of temperature is not performed outside the narrow analysis frame. The 

temperature across the material entry boundaries (𝑆1, 𝑆4) is typically fixed to a uniform 

value equal to ambient. The value can be adjusted accordingly when the composite is 

preheated. An initial temperature above ambient has been assigned to the roller entry (𝑆7)  

to account for the increased temperature under continuous processing [16, 39]. A simple 

relationship can be used to correlate the roller entry (𝑆7) and exit (𝑆9) temperatures to 

estimate its cooling during rotation outside the frame, applying a cooling factor estimated 

through thermal imaging [49]. 

𝑘𝑦

𝜕𝑇

𝜕𝑡
= ℎ(𝑇 − 𝑇∞) (2.6) 
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Figure 2.6 Effect of interlayer contact resistances on the through-thickness temperature field (z-

direction). Top left: negligible resistances; top right: constant value; bottom: evolving with 

temperature-time. Reproduced with permission from [45].  

Thermal contact resistances can have a strong influence on the heat transfer in ATP/AFP 

and FW processes. Interlaminar thermal resistance is highly dependent on the surface 

roughness and the degree of intimate contact developed between adjacent layers [81]. The 

presence of thermal resistance causes temperature discontinuities, acting as barriers to the 

through-thickness heat diffusion, as shown in Figure 2.6 [45]. Higher temperatures are 

developed near the stack surface as a result. However, these effects are typically assumed 

to be negligible [39, 53, 67]. A constant thermal resistance has been introduced between 

layers and at the composite-roller interface [17, 24, 37, 39, 45, 49], incorporated in models 

by defining the heat flux between two bodies or plies as: 

𝑞𝑖𝑗(𝑥, 𝑡) =
1

𝑅𝑐(𝑥)
(𝑇𝑖(𝑥, 𝑡) − 𝑇𝑗(𝑥, 𝑡)) (2.10) 

where 𝑅𝑐(𝑥) is the thermal resistance, and 𝑇𝑖 and 𝑇𝑗 the temperatures of the corresponding 

bodies or layers.  

In some cases, interlaminar resistance has been determined as a function of the degree of 

intimate contact during processing [37, 42], based on a relationship derived in [81]: 



17 
 

𝑅𝑐 (𝐷𝑖𝑐) = 𝐷𝑖𝑐(𝑡 = 0) 𝑎𝑜 (
1

𝑘𝑦𝐷𝑖𝑐
2 

+
1 − 𝐷𝑖𝑐

𝑘𝑎𝑖𝑟 𝐷𝑖𝑐 
) (2.11) 

where 𝐷𝑖𝑐 denotes the degree of intimate contact between adjacent layers, 𝑎𝑜 a 

geometrical factor characterising the tape surface roughness, and 𝑘𝑎𝑖𝑟 the thermal 

conductivity of air. 

2.2.4 Incorporation of heating sources 

Heat transfer analysis has been performed for ATP/AFP and FW processes involving a 

variety of heating systems. Early work on thermoplastics focused on hot gas torches 

which can achieve high temperature at low capital cost. Hot air torches have been 

examined [54, 63, 78, 79]; however, nitrogen-based torches are preferred to suppress the 

material oxidation at elevated temperatures [18, 38, 61]. Near-Infrared (NIR) lasers are 

the latest development of CO2 and Nd: YANG technologies which have been utilised for 

composites processing. This type of laser has become the preferred option for high 

temperature applications due to its increased efficiency, fast response, and high-intensity 

focused beams [40]. Advances in the Vertical Cavity Surface-Emitting Laser (VCSEL) 

technology have allowed the development of modules with power outputs on par with 

NIR lasers. Modules featuring multiple VCSEL chips can produce varying power 

distributions by controlling the power of each chip individually [82-84]. Ultrasonic 

heating has been studied extensively for the welding of thermoplastics [85-88], but only 

few studies have addressed AFP/ATP applications [57, 62, 77]. A recent addition to the 

available options for high-temperature materials are Xenon flashlamp heating systems, 

which deliver short high-energy pulses to heat up the target surface [89]. The semi-

empirical scheme developed for modelling lasers in [80] has been applied to flashlamp 

heating [90], treating the source as continuous and therefore neglecting the effects 

introduced by the pulsed operation. Regarding low temperature applications, IR heaters 

have been studied extensively for thermosetting composites. Heaters based on light-

emitting diodes (LED) has also been examined featuring improved response over IR 

heating, as well as the capability of tailoring the output radiation by controlling each of 

the LED arrays individually [23].  

In the case of gas torch heating, the heat transfer coefficient and gas temperature involved 

in the convective boundary expressed by Eq. (2.9) are typically considered constant and 
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uniform, estimated empirically [47, 50, 58, 61] or experimentally by minimising the error 

between thermal model predictions and temperature measurements using an iterative 

procedure [20, 31, 55]. However, calibrating against experimental data can yield invalid 

results if regularisation is not used for the inverse problem. In addition, the calculated 

coefficient compensates for any inaccuracies introduced due to modelling assumptions 

and material properties uncertainties. The distribution of the heat transfer coefficient on 

the tape has been assumed to be three-dimensional determined by four parameters, which 

have been estimated by fitting thermal modelling results to temperature sensor readings 

inside the laminate [31]. Jet impingement theory has been employed to predict the heat 

transfer coefficient in the cavity formed by the tow and deposited material, simplifying it 

as a 2D corner geometry [14]. A more advanced methodology of combined 3D flow and 

2D heat conduction analysis has been developed to determine the spatial distribution of 

the coefficient across the ATP cavity [38]. The coefficient is highly nonuniform, 

presenting significantly higher values near the nip point [38]. 

For IR heating, the heat flux term in Eq. (2.8) is typically estimated based on radiative 

heat transfer phenomena between two black body surfaces [21, 25, 73]. Similar methods 

have been applied for LED heaters [23]. The purely geometric quantity of view factor has 

been introduced to account for the relative orientation of two surfaces, the heater and 

deposited material in this case. The view factor is independent of material properties. The 

distribution of irradiance on the composite has been assumed to be uniform, simplifying 

the view factor analysis [52]. However, the spatial distribution has been estimated across 

the deposited material by discretising its surface into a grid and performing view factor 

analysis for each finite area [23-25]. The IR heater has been treated as a point source due 

to its small size compared to the process tool [24]; however, its dimensions have been 

considered in other analyses when a comparison to tape width makes the assumption of 

point source challenging to adhere to [25]. A comprehensive model of IR heater has been 

developed which accounts for the geometric characteristics and materials of the unit 

components as well as the relevant heat transfer and optical interactions [73].  
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Figure 2.7 Ray tracing predictions of absorbed laser power by the deposited material and tow at 

different locations across a pressure vessel dome. Reproduced with permission from [28]. 

The need for accurate representation of thermal boundary conditions has motivated the 

development of optical models for laser heating. The heat flux distribution on the tapes 

has been assumed to be uniform, idealising the surfaces as black bodies with total or 

partial light absorption [15, 34, 39, 41]. Analytical models have been developed assuming 

first-order specular reflections [49, 91]. More advanced 2D and 3D optical models have 

been developed based on ray tracing to determine the spatial irradiance on the tapes and 

subsequently use it as an input to heat transfer models [10, 28, 36, 40, 51]. The ray tracing 

models describe the interaction of the incoming laser beam with the ATP cavity 

considering the roller-tow complex geometry and material behaviour. The incoming laser 

beam has been assumed to be collimated or top-hat divergent [19, 27, 40], or having a 

two-dimensional super-Gaussian distribution [42]. The reflection from the composite tape 

has been assumed to be specular [36], or non-specular using either micro-half cylinders 

on the tape surface [40] or a bidirectional reflectance distribution function (BRDF) based 

on microfacet theory [91]. Ray tracing modelling has primarily addressed the deposition 

on flat surfaces but methodologies for curved components have been put forward 

targeting pressure vessel applications [27-28], as shown in Figure 2.7. 
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The energy delivered by IR heaters, LED and lasers sources has been primarily modelled 

as a heat flux acting on the tape surface. The radiation transmittance through carbon fibre 

composites has been found negligible in the 1-5 μm wavelength range based on modelling 

and experimental results [92-93]. A model of the radiative transfer through a high-density 

fibrous medium has been combined with spectrometer measurements [33, 92]. The 

optical depth has been estimated to be orders of magnitude lower than the ply thickness 

indicating that the incoming radiation is fully absorbed near the tape surface [92]. In 

addition, the transmittance of AS4/PEEK tapes has been measured to be below 0.1% in 

the 500-2000 nm range [93]. The absorption behaviour of carbon fibre composites has 

been studied using an optical model describing the interaction of incoming laser radiation 

and fibre-matrix microstructure [94]. The absorptivity of the composite is improved at 

micro level compared to homogeneous material due to the multiple reflections taking 

place between adjacent fibres near the surface [94]. Characterisation of the reflectivity of 

carbon-reinforced composites has revealed a strong dependence on angle of incidence 

and fibre orientation [92-96], as shown in Figure 2.8. The influence of material 

temperature has been found to be weak in the 20-450°C range [96], but material state in 

terms of crystallinity has a strong influence [93]. Radiation transmittance in glass-

reinforced composites has been found to be substantial [33]. This effect has been included 

in heat transfer modelling by introducing volumetric heating as a result of the absorbed 

energy at deeper material levels [21, 33]. 

 



21 
 

 

Figure 2.8 The reflectance of AS4/PEEK according to the angle of incidence at various 

wavelengths. Reproduced with permission from [93]. 

2.2.5 Material and thermal properties 

The heat transfer analysis of AFP/ATP and FW has focused primarily on thermoplastic-

based composites, with fewer works on thermosetting matrix materials [20, 23, 52]. 

Poly(ether-ether-ketone) reinforced with continuous carbon fibres (CF/PEEK) [17, 32, 

40, 60, 69] has received significant attention due to its excellent combination of strength, 

toughness, temperature, and chemical resistance making it ideal for aerospace 

applications. Lower temperature carbon-reinforced thermoplastics have been studied 

including polypropylene (CF/PP) [18], polyamide-6 (CF/PA6) [28, 73], polyethylenimine 

(CF/PEI) [46], poly(ether-sulfone) (CF/PES) [49], polyethylene terephthalate (CF/PET) 

[77] as well as bindered dry fibre materials [80]. A hybrid material consisting of 

CF/PEEK tapes and amorphous PEI films has also been modelled [42]. Models for 

processing glass-reinforced systems have been developed, specifically the composites 

based on polypropylene (GF/PP) [57, 65, 77] and polyethylene (GF/PE) as matrix [19].  

Composites processed with AFP/ATP and FW are highly anisotropic. The thermal 

conductivity of the composite in the fibre direction is typically an order of magnitude 

higher than the value in the width and thickness directions. In addition, density, heat 

capacity and thermal conductivity are temperature dependent. Although the temperature 
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sensitivity of density can be assumed negligible, a 100% increase of heat capacity and 

transverse conductivity has been measured for CF/PEEK in the 25- 400°C temperature 

range [36]. As a result, the thorough characterisation of material properties is crucial for 

accuracy, considering the wide temperature window of these processes, from ambient up 

to 600°C. However, characterisation campaigns are challenging and time-consuming, and 

therefore representative constant properties are typically selected, which also simplifies 

the analysis. Nonlinear analyses using temperature dependent thermal properties with a 

linear or nonlinear dependence on temperature have been conducted [31, 36, 39, 73, 78]. 

Representative values and approaches are summarised in Table 2.2.  

Table 2.2 Representative approaches to material thermal properties. a Values in the 0-400°C 

with increments of 50°C, value reported at 200°C; b linear relationship in the 25- 300°C range. 

Source Material 
𝒄𝒑 

(J/kg/K) 

𝒌𝒚 

(W/m/K) 

𝒌𝒙 

(W/m/K) 

𝝆 

(kg/m3) 

[39] CF/PEEK 1300 a 0.7 a 5.9 a 1575 a 

[41] CF/PEEK 886 - 1803 b 0.813 - 1.188 b 5.542 - 9.36 b 1540 

[28] CF/PA6 1600 5 0.45 1450 

[18] CF/PP 
969.3 + 5.024 𝑇 

−0.009794 𝑇2 
0.41 0.55 1640 

[24] 
CF/3900-2 

(epoxy)  
2.84610-3 𝑇 + 1.197 

1.01×10-3 𝑇 

+0.44 

1.44×10-4 𝑇 

+20.42 
1278 

 

2.2.6 Data-driven modelling 

In addition to physics-based approaches, heat transfer analysis based on surrogate [97] 

and neural network models [98-102] has been performed. These approaches utilise a large 

data set for training which has been generated by a high number of physics-based 

simulations [97, 100, 101] or experiments [98-99]. Methodologies have combined offline 

simulations and on-line temperature measurements to increase training effectiveness 

[102]. Design of experiments (DoE) has been employed to investigate the effect of 
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process parameters on temperature whilst keeping the effort of data set creation at 

minimum [97]. Overall, these approaches provide fast computations and can be employed 

for on-line process control [98, 102]. However, the training data correspond to a specific 

process ATP/AFP configuration narrowing the application of these in terms of part 

geometry, heat source characteristics and involved materials. For instance, studies have 

primarily focused on placement across straight paths and under constant velocities. 

Deviations from the original data set conditions necessitate a new round of simulations/ 

experiments. 

2.2.7 Influence of process variables 

The number of variables affecting the temperatures inside the AFP/ATP and FW 

processes is high. The influence of major variables on the nip point temperature, which 

is typically used for process design, are summarised in Table 2.3. Nip point temperature 

decreases with the placement/winding velocity in a nonlinear way due to the shorter 

heating timings [36]. In contrast, temperature increases with the heater input as a higher 

amount of energy is delivered in the proximity of the nip point [36, 61]. The heater input 

is adjusted differently depending on the heater technology. The energy input from hot gas 

torches is controlled by the gas temperature and velocity/flow [14, 47, 61, 64, 68], whilst 

the power of laser sources is defined explicitly. The laser position and tilt angle with 

respect to the material surface influences the incident energy on the tow and deposited 

material, and therefore the temperatures developed [30, 43, 66, 97]. Combined thermal- 

optical modelling is required to elucidate the effect of these changes on the temperatures. 

The input from IR and LED heaters is also set explicitly and affected by the heater 

position [23, 25]; however, LED heaters offer increased capability through the control of 

each LED array power value [23]. The power of flashlamp systems is a product of the 

operating frequency and pulse duration [89]; however, only the effect of average power 

has been examined treating the source as continuous [90]. Preheating of the composite 

and of the tool results in higher nip point temperatures, whereas high conductivity tooling 

and rollers have the opposite effect due to the increased heat losses away from the 

laminate. Several other parameters affect temperatures including the roller deformation 

[10, 39, 43, 68], mandrel radius/curvature [19, 26] and winding angle [19, 65]. The 

influence of these depends on the configuration examined. Overall, nip point 

temperatures change monotonically with the major process variables. However, this is 
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not the case for all parts of the temperature field which are critical for the numerous 

material reactions involved. As a consequence, the selection of optimal parameters is 

challenging, as discussed in section 2.3. 

Table 2.3 Influence of major process variables on the nip point temperature. 

Parameter Heating technology Influenced by 
Nip point 

temperature 

Processing rate ↑ - - ↓ 

Heater input ↑ 

Hot gas torches 
Gas temperature 

Gas flow rate 
↑ 

Lasers 

Power 

Spot size 

Position/tilt angle 

↑ 

IR, LED heaters 
Power 

Position 
↑ 

Flashlamp systems 
Pulse duration 

Frequency 
↑ 

Composites 

Preheating ↑ 
- - ↑ 

Tool temperature ↑ - - ↑ 

Tool/ roller 

conductivity ↑ 
- - ↓ 

 

2.2.8 Integrated process simulation 

Heat transfer modelling is only the first step towards the design of the AFP/ATP and FW 

manufacturing methods. The thermal models discussed are typically coupled with 

material constitutive models to elucidate the influence of process variables on product 

quality. A typical framework is presented in Figure 2.9. The thermal model provides 

predictions of temperature for given process conditions, feeding bond strength [46, 61, 

68, 103-107], crystallisation kinetics [14, 34, 53, 61, 107], material degradation kinetics 

[34, 61, 107], residual stresses [54, 65, 107, 108-110], and void dynamics [61, 67, 70, 

107, 111-112] models to estimate relevant quality metrics. For thermosetting matrix 
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composites, heat transfer models are coupled with cure kinetics models [22, 52]. Process 

simulation has also been conducted based on neural networks which have been trained by 

a high number of physics-based simulations [100-101] or experiments [98]. Training has 

been achieved combining modelling and experimental practices [102]; however, the 

experimental input has been limited to temperature readings in the irradiation zone. Data-

driven approaches yield fast solutions crucial for process design and optimisation in a 

viable timeframe for industrial applications. However, generating a large dataset for 

training can be time-consuming whilst application is limited to the process configuration 

the simulations/experiments have been conducted for. On the other hand, physics-based 

process models require significant computational effort to perform a high number of 

simulations required for optimisation purposes.    

Figure 2.9 Schematic of typical process modelling framework for AFP/ATP and FW.  

2.3 Optimisation of ATP/AFP/FW 

The selection of process parameters is critical for the manufacture of composites with 

ATP/AFP and FW. The quality of thermoplastic composites is highly dependent on the 

temperature history with the optimal processing window being narrow: insufficient 

heating can lead to partial consolidation and void formation whereas overheating can 

trigger decomposition effects, damage the polymer, and impede bond development. 

Effects such as crystallinity, residual stresses and void formation complicate the 

identification of optimal parameters even further. Out-of-autoclave processing of 

thermoplastic composites typically yields laminates of inferior mechanical properties, 

Process variables

Heat transfer model

Intimate contact

Autohesion

Crystallisation

Degradation

Temperature history

Bonding

Void growth

Void reduction

Stress analysis

Residual stresses

Chemical transformations Consolidation
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higher void content and lower crystallinity levels than autoclave or hot press processing 

[113-122]. Controlled cooling with a heated tooling during the manufacture or post-

manufacture autoclave treatment can improve properties significantly [118, 120]. The 

optimisation of ATP/AFP and FW is challenging considering the number and complexity 

of the effects involved, as well as the trade-off between quality and productivity. 

Experimental and modelling efforts for the optimisation of ATP/AFP and FW processes 

are discussed here, focusing on thermoplastic composites.  

2.3.1 Estimation of process window based on temperature thresholds 

Processing windows for the AFP/ATP and FW processes have been proposed based on 

temperatures thresholds of key material reactions or transformations [14-15, 26, 41, 46, 

92, 123]. The optimal window is typically restricted within a lower and upper bound, 

corresponding to polymer melting point and expected thermal decomposition threshold, 

respectively. Parametric studies have allowed the identification of parameter 

combinations that yield temperatures within the desirable temperature range. An example 

of such approach is shown in Figure 2.10. The process map correlates the power and 

position of the laser source with respect to the nip point to yield maximum bond strength, 

which requires material melting (above 343C), and minimum degradation simplified as 

an upper threshold of 450C. Such approaches can act as a starting point towards process 

optimisation. However, the influence of temperature on material reactions is far more 

complex so that process design based on single temperature values cannot ensure 

optimised outcomes. For instance, the upper degradation bound has been typically set in 

the 450-550°C range for the AS4/PEEK, which corresponds to Thermogravimetric 

Analysis (TGA) results for significantly slower heating rates than those developed in 

AFP/ATP and FW. The material can potentially withstand higher temperatures for shorter 

exposure times. On the other hand, interlaminar strength development is a highly time-

dependent process, and therefore achieving melting temperatures does not ensure desired 

outcomes. Interlaminar bond development has also been found to progress even below 

melting temperatures when the material is in amorphous state [124].  
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Figure 2.10 Process map of laser power-position achieving maximum bond strength and 

minimum degradation, simplified as different temperature thresholds. Reproduced with 

permission from [41].  

2.3.2 Optimisation of temperature using optical-thermal analysis  

Variations in nip point temperature caused by geometry complexity involved in FW has 

been addressed by combining optical and thermal analyses [28, 125]. The heater power 

required for achieving constant nip point temperature across curved geometries, such as 

the dome part of a pressure vessel, have been determined using an optimisation 

framework based on a Genetic Algorithm [28]. The nip point temperature during hoop 

and helical winding has also been tailored through the adjustment of the spatial power 

distribution on the material [125], enabled by the VCSEL technology. The incident heat 

flux has been adjusted through an iterative scheme to ensure desired nip point temperature 

during hoop and helical winding [125]. The nip point temperature achieved after the 

optimisation of heat source output presents significantly lower variations, as seen in 

Figure 2.11. However, the controllability of the VCSEL source is only moderate; the heat 

flux profiles have been scaled almost linearly to compensate for heat accumulation in the 

stack and mandrel during consecutive placements, indicating that the outcome depends 

mainly on the power level. To enable fast solutions for such iterative schemes, the nip 

point temperature is typically calculated at each solution step as the average of two 

distinct models representing the heating of deposited material and tow [28, 125]. As a 

result, transient effects taking place in the consolidation phase are assumed negligible. 
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Figure 2.11 Optimisation of the VCSEL source irradiance output to ensure constant nip point 

temperature during helical winding of a pressure vessel. Reproduced with permission [125].  

The irradiation temperatures have been optimised utilising the capabilities of VCSEL 

sources [82-84], using finite element [83-84] and analytical solutions [82]. To derive an 

analytical solution, the problem has been simplified to that of a moving tape underneath 

an emitting VCSEL source, assuming constant thermal properties and significant heat 

accumulation in the tape (finite body heating). The benefits of controlling the heat zone 

temperatures through VCSEL heating distributions have been demonstrated by testing the 

effect of surface profiles on the composite short beam strength [84]. A step change 

temperature profile has been found to result in the highest strength, attributed to the higher 

thermal penetration depth in the material, whilst a two-stepped heating profile can provide 

a good balance between strength and overall source power [84], as shown in Figure 2.12. 

However, an inverse determination of the surface temperatures, and thus heat flux 

distributions which achieve the desired quality has not been performed. The potential of 

improved outcomes has been limited to the examination of pre-defined surface 

temperature profiles [82-84]. An iterative scheme based on temperature predictions 
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obtained by the Proper Generalised Decomposition method for a simplified version of the 

ATP process has been utilised to optimise laser power during velocity changes [126].  

 

Figure 2.12 Comparison of different VCSEL surface profiles in terms of bond strength 

achieved and power utilised. Reproduced with permission from [84]. 

2.3.3 Online tailoring of temperature 

Methodologies for the online control of nip point temperatures during the AFP/ATP and 

FW processes have been proposed, combining temperature feedback from the process 

with simplified heat transfer models [74-76] or neural networks [98]. Closed-loop control 

based on temperature measurements on the backside of the tape has been outlined but its 

development has not been carried out [76]. The application of the method has been limited 

to conditions which yield significant heat accumulation inside the tape [76]. Nip point 

temperature feedback using thermal imaging has also been proposed [98, 127]. 

Nevertheless, the actual nip point is out of sight under the compaction roller. Adjusting 

the process parameters according to measurements in the vicinity of the nip point location 

can result in significant errors. Rapid temperature changes occur at this region due to 

roller shadowing and the abrupt heat exchange when tow and deposited material come 

into contact [39]. Furthermore, the viewing angle varies with the robot head movements, 

influencing the effective surface emissivity which acts as a calibration value for such 

measurements, or limiting it completely across convex geometries.  
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2.3.4 Numerical optimisation based on process models  

Process modelling of AFP/ATP and FW process has offered an in-depth understanding 

of the role of design variables on part quality. However, the selection of optimal 

parameters is challenging given the number of involved phenomena, outlined in Figure 

2.9. Objectives typically include the maximisation of bond strength and production 

throughput, and the minimisation of residual stresses, thermal degradation, and void 

content. These effects present complex relationships with temperature and pressure, 

therefore with the process variables. The identification of a single set of parameters which 

satisfies all quality and productivity objectives is in most cases not possible. The 

interlaminar strength development is facilitated by prolonged heating and compaction, 

which effectively deteriorates productivity and can trigger thermal decomposition. On the 

other hand, fast processing results in high cooling rates which impede the crystallisation 

process. Such dependencies necessitate optimisation to determine the variables sets which 

offer the best compromise among the different conflicting objectives. However, existing 

methodologies have limited the optimisation to a single objective, with any additional 

ones being included as constrains [61, 104, 107]. Parameter sets resulting in objective 

values outside these constrains are eliminated during the iterative procedure, which 

effectively narrows down the search for optimal parameters. Objectives related to 

bonding quality and void content have been integrated into a single cost function [101], 

as shown in Figure 2.13. The Nelder-Mead and the Levenberg-Marcqart algorithms have 

been utilised to solve the minimisation/maximisation problem [104, 107], whilst 

exhaustive searches have also been conducted [61]. The latter approach can be highly 

inefficient and time consuming considering the high number of parameters and broad 

range of values. Combinations of parameters leading to desired quality have been 

identified, and selection has been narrowed down based on the highest processing rate 

[101]. Overall, a strong trade-off between degree of bonding and velocity exists. Multi-

objective optimisation has been performed for autoclave curing of thermosetting 

composites [128] but not for the AFP/ATP or FW manufacturing methods. 
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Figure 2.13 Model outputs and evaluation of single objective cost function (ATP Quality) 

combining void content and bond quality calculations. Reproduced with permission [101]. 

2.3.5 Experimental investigations and optimisation techniques 

The influence of process parameters on the produced part quality has been investigated 

through mechanical and physical testing [113-122, 129-160]. The interlaminar shear 

strength (ILSS) of laminates fabricated with AFP/ATP and FW has been measured with 

the short beam strength (SBS) method [46, 69, 113, 118, 129, 141, 155]. The interlaminar 

fracture toughness in Model I has been measured using the double cantilever beam 

method (DCB) [114-116], whilst for Mode II the end-loaded split (ELS) technique has 

been deployed [71]. The single lap shear [114, 146] and wedge peel tests [113, 131, 140] 

have been proposed as alternatives to the time-consuming SBS and DCB tests. However, 

the wedge peel testing can only act as a comparative technique due to certain difficulties 

associated with high friction between the layers and the wedge. As a result, the mandrel 

peel technique has been chosen to quantify the interfacial fracture toughness [132-133]. 

The interlaminar shear device (ISD) has also been utilised as an alternative to SBS [117]. 

Mechanical testing conducted also includes tension [120], compression [118, 120], three-

point bending [77, 113], in-plane shear [121], unnotched pendulum impact [115] and 

open hole compression [113, 144] testing. Bond quality has been approximated using 

non-destructive ultrasonic methods [130, 149]. The crystallinity levels of specimens have 
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been measured using differential scanning calorimetry (DSC) [115, 120, 131, 137, 147], 

Fourier transform infrared spectroscopy (FTIR) [137] and X-ray powder diffraction 

(XRD) [108]. Dynamic mechanical analysis (DMA) [116] and TGA [118] have also been 

deployed in relevant studies. The void content of samples has been determined with a 

variety of techniques including 2D microscopy, weight measurements, the immersion or 

displacement method, matrix acid digestion, C-scanning, 2D microscopy and 3D X-ray 

tomography [70, 113, 118, 122, 130, 142, 145]. Surface roughness measurements have 

been performed to assess the effect of different repass treatments to the laminate surface 

quality [136, 144]. Nano-indentation testing has been performed on cross sections of 

laminates fabricated in autoclave and with AFP/ATP methods to determine the 

differences in modulus and hardness. 

Optimisation of AFP/ATP and FW processes based on experimental methods is a time-

consuming and costly procedure due to the wide parameters space. Efficient planning of 

the experimental campaign is crucial to minimise the effort needed. For this purpose, 

experimental optimisation has been achieved by deploying the DoE and Taguchi methods 

[150-154]. Three to four process variables are typically selected with these fractional 

factorial design methods, each acquiring three potential values (levels). The combinations 

to be tested are determined by orthogonal arrays. The results are analysed with statistical 

methods which indicate how each factor influences the examined objective, whilst 

analysis of variance (ANOVA) is used to quantify the contribution of each factor. 

Optimisation has been limited to a single objective which has simplified the selection of 

the optimal variables among those tested. However, Taguchi results have been combined 

with grey relational analysis (GRA) and surface respond methods (RSM) for the 

optimisation of the sample tensile strength and induced residual stresses [154]. Virtual 

sample generation (VSG) have been employed to expand the experimental data set for 

training of neural networks [155-157]. Surrogate models based on experimental results 

[158], as well as approaches based on the surface response method [159-160] have been 

reported. A typical response surface of a quality aspect against two major process 

variables generated by experimental testing is shown in Figure 2.14. Overall, these 

methodologies rely on a small number of data points which can lead to inaccuracies since 

the uncertainties of experimental practices are not addressed. Furthermore, application is 
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restricted within the initially tested parameters range, whilst conclusions and regression 

models correspond to a specific process configuration and material system.  

 

Figure 2.14 Response surface of a quality related aspect against two major process variables. 

Reproduced with permission from [159]. 

2.4 Monitoring of ATP/AFP/FW manufacture 

The use of predictive simulation for the design and optimisation of AFP/ATP and FW, 

discussed in sections 2.2 and 2.3, yields results which correspond to ideal process 

conditions and material properties. Deviations from the conditions the process design 

corresponds to can lead to temperatures outside the narrow optimal window, and therefore 

hinder the process outcome. On the other hand, equipment inaccuracies can introduce 

major defects in the layup, such as gaps and overlaps between adjacent placement paths. 

Producing high-quality parts with AFP/ATP and FW necessitates in-process monitoring 

to incorporate variations in conditions and materials behaviour in process and quality 

control. The state-of-art on monitoring of these manufacturing methods is discussed here. 

2.4.1 Detection of placement/winding defects 

The identification of placement/winding defects during AFP/ATP and FW processing has 

been achieved with a variety of techniques [161]. Online detection of placement defects 

and foreign objects has been performed based on thermography [162-168]. A thermal 

imaging device is typically mounted on the moving placement head to capture the 

temperature distribution on the composite surface. Localised disruptions of the 
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temperature field in the form of significantly colder or hotter areas are identified as 

defects, as shown in Figure 2.15 [162]. However, setting the threshold for translating 

temperature deviations to defects is challenging due to the wide temperature range in 

these processes and the transient effects involved. This necessitates establishing the link 

between process variables and temperature readings [166]. Furthermore, monitoring of 

defects with thermal imaging is only possible on the laminate surface. Defects at deeper 

levels can be identified using optical fibre Bragg grating sensors [169]. In this case, the 

defects are detected as changes in the reflected spectrum of Bragg grating sensors 

embedded in the layup. For similar purposes, the relationship between void content and 

stress wave propagation has been investigated experimentally by mounting strain gages 

in the proximity of the deposition region [170]. Wave attenuation increases with void 

content due to the scattering of energy and stress concentrations around defects [170]. 

However, the use of these sensor-based strategies in an industrial environment is 

challenging, since the utilisation for large multilayer components necessitates a high 

number of sensors. 

 

Figure 2.15 Identification of placement defects using thermal imaging. Reproduced with 

permission from [162]. 

Strain and deformation measurements have been conducted during AFP/ATP processing 

by utilising digital image correlation techniques [171]. However, carbon fibre composites 

have a black colour which challenges the application of these strategies. Applying a 
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random pattern of points using paint has been typically adopted for offline inspection. 

Tapes have been treated with specialised high-temperature paints to enable the 

application of these techniques during AFP/ATP [171]. As an alternative, a digital 

projection method has been proposed [173] which is adequate for assessing gaps and 

overlaps, but it cannot yield strain measurements since the pattern is not applied to the 

component surface. Placement accuracy has been evaluated through laser scanners and 

laser-vision systems [172-173]. On-line placement path correction based on the detection 

of tape edges using a laser sensor has also been performed [173]. 

2.4.2 Temperatures monitoring 

Monitoring of temperatures in AFP/ATP and FW is essential to ensure conditions are 

within the optimal window and to enable the control of process variables to compensate 

for variations. Thermal image devices mounted on the moving placement head and 

miniature thermocouples embedded in the layup are typically deployed for monitoring 

temperatures. Optical fibre Bragg grating sensors have also been utilised [174]. Thermal 

imaging offers continuous remote measurements on the surface of the tape and deposited 

material. However, the monitoring and control capabilities are limited to irradiation 

temperatures. The nip point and bonding zone are out of sight under the compaction roller, 

with the temperature history across these regions having a critical role in material 

reactions and transformations. Furthermore, the viewing angle varies with the robot head 

movements and can be limited over convex geometries. On the other hand, embedding 

sensors in, or in contact with, the moving material is possible in experimental setups, but 

not in a production environment due to the additive nature of these processes.  

Utilisation of thermal measurements in conjunction with simplified models and inverse 

methods can yield useful information for the process parameters and their influence on 

the product. Such methodologies have been put forward for the curing of thermosetting 

composites manufacture [175-176], but not for AFP/ATP or FW primarily due to the 

challenges of acquiring accurate temperature measurements on the material as it is 

processed. A closed-loop control system combining pyrometer readings on the tow back 

surface and approximate process model has been outlined [76]. The method works under 

finite body heating, whilst monitoring under strong temperature gradients across the tape 

thickness is not possible.  
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2.5 Research gap 

As discussed in sections 2.2 and 2.3, heat transfer and optimisation methodologies have 

been developed for AFP/ATP and FW processes which utilise hot gas, IR or laser heating. 

Unlike established heating systems, flashlamps feature a pulsed operation which can 

introduce additional capabilities over continuous heating since the selection of operating 

frequency and pulse duration determines the delivery of energy to the materials. To 

unravel these effects, a thorough understanding of the influence of pulsing parameters on 

the temperature field and part quality must be established. Efforts in this direction in an 

AFP/ATP and FW environment have not been reported. A semi-empirical heat transfer 

model based on experimental estimates of the steady-state nip-point temperature has been 

utilised to analyse the process [90]. Nevertheless, the scheme has been originally 

developed for laser heating and thus the pulsed source has been treated as continuous, 

limiting the investigation significantly. 

Computation time of model-based optimisation is critical to yield results in a feasible 

timescale and render methodologies suitable for industrial application. As discussed in 

section 2.2, simplified heat transfer models are typically preferred for integration into 

process models to enable faster solutions. However, existing approaches involve major 

assumptions on aspects regarding the roller implementation, temperature-dependent 

material properties and non-homogeneous irradiance distribution on the tapes. An 

approach of decomposing the domain to 1D subdomains has been put forward; however, 

the effects of contact between the composite and the roller and its dynamic character have 

not been considered [66-72]. An 1D methodology which accounts for these effects, as 

well as being applicable to flashlamp heating, is necessary to act as the heat transfer model 

for use in iterative schemes such as optimisation frameworks, inverse solutions, training 

of AI approaches and stochastic simulation. 

Numerical optimisation developed for AFP/ATP and FW has been limited to a single 

objective introducing other desired targets as constrains [104]. Such approaches can yield 

optimised results concerning the examined objective but the trade-offs and 

interdependencies between the different variables and material phenomena are not 

elucidated. This often necessitates further decision-making since there is not a single set 

of parameters that satisfies all conflicting objectives. Multi-objective optimisation can 



37 
 

uncover these effects; however, such frameworks have not been developed for AFP/ATP 

or FW processes. In addition, existing schemes utilise an exhaustive search which can be 

highly inefficient, or algorithms which are prone to converging to local minima. The use 

of GA could provide an improved description of the objectives space due to the 

integration of crossover and mutation functions, which are designed to extent the 

investigation away from identified optima. Finally, proposed methodologies do not 

incorporate process models describing flashlamp heating, and therefore cannot optimise 

the flashlamp frequency and pulse duration to reach improved outcomes potentially 

unlocked by this type of heating. 

As discussed in section 2.4, monitoring of temperatures in AFP/ATP and FW has been 

typically carried out using thermal imaging or sensors embedded in the layup. However, 

methodologies utilising thermal measurements in combination with process models and 

inverse methods have not been developed for AFP/ATP or FW processing. The concept 

of a closed-loop control system combining thermal imaging measurements on the tow 

back surface and an approximate process model has been outlined but its development 

has not been carried out [76]. Establishing a method for in-process estimation of the 

temperature and process conditions, such as the heater input, at critical locations inside 

AFP/ATP and FW is a fundamental step in exploiting its automation potential while 

meeting product quality requirements.  
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3. Methodology 

3.1 Introduction 

This chapter covers the general methodological approaches followed in this work. The 

characterisation of flashlamp systems and instrumented ATP manufacturing trials 

conducted for the validation of the modelling studies are detailed. The principles of heat 

transfer modelling and the finite element method utilised for solving the boundary value 

problem of ATP are also described. The ray tracing technique employed for addressing 

the optical simulation of the process is introduced. The materials and their constitutive 

models are reported, as well as the testing for thermal degradation modelling. The method 

for the multi-objective optimisation of ATP is also presented. 

3.2 Materials 

The composite material studied in this work is the APC-2 system produced by the Solvay 

Group [177]. The composite consists of thermoplastic poly(ether-ether-ketone) matrix 

reinforced with continuous AS4 carbon fibres, commonly referred as AS4/PEEK. This 

tape has been widely used in automated processing due to its excellent combination of 

high strength, toughness, temperature and chemical resistance making it ideal for 

aerospace applications. The polymer is semi-crystalline with a glass transition 

temperature of 140°C and a melting point of approximately 340°C. The material was 

supplied in a form of 25 mm wide unidirectional tapes for manufacturing trials and 

characterisation, featuring a nominal 60% fibre volume fraction. 

Aluminium tooling and deformable elastomeric rollers were included in the experimental 

and modelling studies as part of the ATP equipment employed for the manufacturing of 

AS4/PEEK composites. The roller was produced by MBK MaschinenBau Kieler [178]. 

Aluminium and quartz glass parts were also involved in the optical modelling of the 

flashlamp system head. 
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3.3 Process trials 

Instrumented ATP manufacturing process trials were carried out for the validation of 

modelling work. A typical ATP configuration is illustrated in Figure 3.1. The basic 

principle of processing thermoplastic composites with ATP is the sequential deposition 

of material layers by a moving robotic head onto a tool, in order to build the part in an 

additive fashion. During the placement, an energy source heats the new layer and the 

already deposited part moments before they come in contact underneath a compaction 

roller. Melting temperatures are achieved which in conjunction with the pressure applied 

under the compaction roller facilitate the bonding between the composite layers.  

 

Figure 3.1 Schematic of typical ATP processing. 

The humm3® system by Heraeus Noblelight [179] was utilised as heating source during 

the manufacturing ATP trials of this work. This technology converts electrical energy 

stored in a capacitor into a high intensity light flash. It produces light by passing 

electricity through ionized Xenon gas at high pressure in a quartz glass tube, producing 

short-duration energy pulses when triggered under high voltage. The system can deliver 

single pulses or a sequence of desired frequency, offering a greater flexibility and 

opportunities for tailoring compared to existing continuous sources such as lasers and IR 

heaters. These advantages in combination with the fast response to operation changes, 
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equivalent to lasers but superior to IR heaters, increase the potential for advanced process 

design and on-line control. Despite being as powerful as lasers, flashlamp systems do not 

require strict safety measures around the manufacturing area during processing. In terms 

of cost, flashlamp systems are placed in the middle ground between IR lamps and laser 

systems, with the latter usually being associated with high acquisition and operation 

expenses. 

A typical humm3® system head is shown in Figure 3.2. The Xenon flashlamp is located 

inside the head housing submerged in a water-filled chamber for cooling purposes. The 

housing features reflective interior surfaces to redirect the light emitted by the flashlamp 

towards the head opening, where a solid quartz part takes over the task of delivering the 

light to the desired location (Figure 3.2a). The quartz light guide can be engineered to 

adjust the irradiation area size and energy distribution. In ATP applications, the system 

head is typically mounted near the cavity formed by the deposited material and tow, with 

the quartz block being few millimetres away from the tapes surface (Figure 3.2b).  

  

(a) (b) 

Figure 3.2 humm3® heating system: (a) head design; (b) operating position inside the ATP 

process. Reproduced with permission from Heraeus Noblelight Ltd. 

3.3.1 Flashlamp system characterisation 

The humm3® system utilised in the manufacturing trials of this study features a Xenon 

flashlamp capable of delivering 4.4 kW of average electrical power. The system delivers 

single pulses with their duration been adjusted when in pulse train mode according to the 

operating frequency so that the system power is not exceeded. The system average power 

for given pulsing conditions can be calculated as the root mean square power of the 

waveform: 
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�̅� = √ 𝐹 ∫ 𝑃(𝑡)2

1
𝐹

0

 𝑑𝑡 (3.1) 

where 𝐹 is the pulsing frequency and 𝑃 the instantaneous system power at time 𝑡.  

The system average power is not determined explicitly by the user but is a product of 

frequency, pulse duration and driving voltage. The latter varies during pulse delivery as 

a result of gas transformation into plasma and the power supply capacitors charging 

/discharging rapidly under continuous operation. Therefore, the instantaneous power 

during a pulse is a system characteristic which depends on the lamp design/size, gas 

pressure/mixture and power supply architecture/efficiency.  

The power curve during pulsing of the humm3® system was characterised in order to 

enable accurate power control during the manufacturing trials of this work. A high-

voltage differential probe TA044 by Pico Technology [180] was connected in parallel to 

the lamp connection points, whilst a TA167 current probe [181] was used to measure the 

current across the head connection power lines. The signals of instantaneous voltage and 

current were captured by a Tektronix MDO3024 [182] oscilloscope at a sampling rate of 

2500 Hz in triggering mode. The signals were multiplied to calculate the power drawn by 

the system. The source was left pulsing for 10 s before measurements were conducted to 

ensure the measured values correspond to nominal steady state operation. Figure 3.3a 

presents the instantaneous power during pulses of different duration at 140 V, whilst 

Figure 3.3b depicts the effect of driving voltage to pulse power for 4 ms pulses. Overall, 

the system power during a pulse is an order of magnitude higher than the average value 

specified. The short duration of the pulses relatively to the period results in a lower 

average value over a given time period, equivalent to continuous sources. This ratio is 

known as the pulse source duty cycle (𝐷):  

𝐷 = 𝑝 𝐹  (3.2) 

where 𝑝 is the duration of the energy pulses. 
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(a) 

 
(b) 

Figure 3.3 Power measurements on the humm3® flashlamp system of this study: (a) different 

pulse durations at 140 V; (b) 4 ms pulses at different driving voltage. 

The power curve features an initial response phase in which power increases rapidly until 

a nearly horizontal value is reached (Figure 3.3). A non-linear drop of power follows 

before the power is switched off by the power supply to create pulses of the desired 

duration. Pulses of different duration follow equivalent initial responses and power drop 
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phases (Figure 3.3a). On the other hand, voltage shifts the pulse power curve to higher/ 

lower values (Figure 3.3b), adjusting the possible combinations of frequency and pulse 

duration according to the system capability (Eq. (3.1)). 

 

Figure 3.4 Polynomial fitting of pulse power curve. 4 ms pulse at 140 V. 

The instantaneous pulse power of a flashlamp system is influenced by the voltage but not 

the operating frequency or pulse duration (Figure 3.3). Polynomial equations were fit to 

the power curve data to develop an expression representing the evolution of power during 

the pulse. The power curve was segmented in two parts describing the initial rise and 

subsequent power drop stages with a single equation each, as shown in Figure 3.4. Third- 

and second-degree polynomials were found sufficient to describe these pulse phases. 

Coefficient of determination (𝑅2) values of 0.98 and 0.95 were achieved respectively. 

The parameters of this fitting are reported in Table 3.1 for the 140 V case. The resulting 

expressions are a function of time. As a result, the system average power can be calculated 

by Eq. (3.1) for a given pulse duration and frequency without conducting additional 

measurements, which can be useful for controlling the system output during the 

manufacture.   
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Table 3.1 Fitting parameters at 140 V for the polynomial representation illustrated in Figure 

3.4. 

Stage Parameter (W/ms) Value 𝑹𝟐 

Rise 

0 ≤ t ≤ 0.44 ms 

α3 7.74×1014 

0.98 
α2 -8.22×1011 

α1 3.12×108 

αo -5.4×102 

Drop 

0.44 ≤ t ≤ 4 ms 

β2 3.4×108 

0.95 β1 -4.57×106 

βo 4.5×104 

 

For heat transfer modelling purposes, the pulse shape is simplified to rectangular which 

allows the description of instantaneous power during the pulse event with a single power 

value, as shown in Figure 3.5. Eq. (3.1) is reduced to:  

�̅� = 𝑝 𝐹 𝑃𝑟𝑒𝑐  (3.3) 

where 𝑃𝑟𝑒𝑐 is the constant power value which results to equal area, thus average power, 

with that calculated based on the polynomial fitting and Eq. (3.1): 

𝑃𝑟𝑒𝑐 =
1

𝑝
∫𝑃(𝑡)𝑑𝑡

𝑝

0

 (3.4) 

The value of 𝑃𝑟𝑒𝑐 was calculated to be approximately 39 kW for 4 ms pulses and 140 V 

operation, as shown in Figure 3.5. 

 

 

 



45 
 

 

Figure 3.5 Representation of flashlamp system pulses as rectangular. 

3.3.2 ATP manufacturing trials 

Manufacturing trials of AS4/PEEK composites were performed at the University of 

Leoben, Austria to validate model predictions. The in-house developed robot cell used 

featured an ATP head capable of placing 1-inch wide composite tapes on an aluminium 

tool. The setup is presented in [163]. The incoming tape is fed at an angle of 45° whilst 

the roller has a diameter of 50 mm. The compaction force was set at 200 N which resulted 

in an approximately 14 mm long roller contact patch. The humm3® flashlamp system 

studied in section 3.3.1 was employed as the heating source during these trials. The light 

guide featured a double asymmetric design with chamfered edges at an angle of 20°. The 

light guide edges were positioned 5 mm away from the substrate and incoming material. 
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Figure 3.6 Schematic of the temperature measurements acquired during the 4th layer placement 

in ATP manufacturing trials. 

Four-ply 25 mm wide AS4/PEEK specimens were fabricated by operating the flashlamp 

system at 25, 50 and 100 Hz and 140 V. The pulse duration was compensated following 

the procedure described in section 3.3.1 to utilise the system power (4.4 kW). The pulse 

duration was set at 4.75 ms, 2.25 ms and 1.1 ms respectively. The processing rate was 

selected at 50 mm/s for all trials. Temperature profiles on the deposited material surface 

and one ply below were acquired using 75 μm diameter K-type thermocouples during the 

deposition of the 4th ply, as shown in Figure 3.6. The thermocouples were placed in the 

centre of the deposited material and 10 mm apart to minimise their effect on the thermal 

field and local thickness. An Omega Engineering OM-DAQ-USB-2401 [183] acquisition 

module was used with a sampling frequency of 150 Hz to capture the temperature data. 
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3.4 Heat transfer modelling  

3.4.1 Boundary value problem 

The governing energy balance expressing the heat transfer in the ATP on a Eulerian frame 

of reference is: 

𝜌𝑐𝑝 (
𝜕𝑇(𝒓, 𝑡)

𝜕𝑡
+ 𝒖 𝑻𝛻𝑇(𝒓, 𝑡)) = �̇� +  𝛻 ∙ 𝑲 𝛻𝑇(𝒓, 𝑡) (3.5) 

where 𝜌 is the density of the composite, 𝑐𝑝 the specific heat capacity, 𝑲 the thermal 

conductivity tensor, 𝑇 the temperature, 𝒓 the spatial vector, 𝒖 the velocity vector, 𝑡 the 

time and �̇� the heat rate absorbed or released due to material transformations.  

Three types of boundary conditions can be applied in the general case [184]: 

I. Prescribed temperature: 

𝑇(𝒓, 𝑡) = 𝑇 (𝒓, 𝑡),  𝒓 ∈  𝑆1 (3.6) 

II. Prescribed heat flux 

𝒏 ∙ 𝑲 ∇ 𝑇(𝒓, 𝑡) = 𝑞(𝒓, 𝑡),  𝒓 ∈  𝑆2 (3.7) 

III. Convection 

𝒏 ∙ 𝑲 ∇ 𝑇(𝒓, 𝑡) = ℎ (𝑇(𝒓, 𝑡) − 𝑇∞),  𝒓 ∈  𝑆3 (3.8) 

where 

 𝑆1 ∪ 𝑆2 ∪ 𝑆3 = 𝑆  (3.9) 

with 𝑆 denoting the whole domain boundary, and 𝑆1, 𝑆2, 𝑆3 the boundaries at which the 

prescribed temperature, prescribed heat flux and convection conditions are applied 

respectively. 𝒏 is a surface vector, ℎ the surface heat transfer coefficient and 𝑇∞ the 

temperature of the air at the convective boundary.  

An initial temperature distribution is required for the transient solution: 

𝑇(𝒓, 0) = 𝑇𝑜(𝒓)   (3.10) 
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In the ATP process, heat conduction takes place between different materials and thus an 

additional set of interfacial conditions is needed at interfaces to ensure temperature and 

heat flux continuity: 

𝑇𝑖(𝒓, 𝑡) = 𝑇𝑗(𝒓, 𝑡),  𝒓 ∈  𝑆𝑖𝑗 (3.11) 

𝒏 ∙ 𝑲𝒊 ∇ 𝑇𝑖(𝒓, 𝑡) = 𝒏 ∙ 𝑲𝒋 ∇ 𝑇𝑗(𝒓, 𝑡),   𝒓 ∈  𝑆𝑖𝑗 (3.12) 

where 𝑖 and 𝑗 denote the two different material domains and 𝑆𝑖𝑗 their interface. 

3.4.2 Finite element modelling strategy   

The Finite Element (FE) solver Ansys APDL 2021 R1 [185] was utilised to provide a 

numerical solution to the heat transfer problem expressed by Eqs. (3.5) - (3.12). Two-

dimensional and one-dimensional models of the ATP process were developed. The 2D 

models were meshed with PLANE55 elements which feature four in-plane nodes, each 

node corresponding to a single temperature degree of freedom [186]. The 1D models in 

this work were meshed with the LINK33 element which is uniaxial with two nodes having 

a temperature degree of freedom each. In LINK33 elements, the heat conduction takes 

place in the element longitudinal direction.  

The heat transport by material advection part of Eq. (3.5) was modelled in the 2D analyses 

by activating the mass transport capability available for the PLANE55 element in Ansys, 

via the KEYOPT (8) option [186]. The element coordinate system is aligned with the 

material motion across the whole domain and thus the velocity vector of each element is 

simplified as 𝒖 = [𝑢𝑥]. The velocity of every element in the analysis is set equal to the 

processing rate of the ATP processes. However, it is adjusted for elements across curved 

regions according to the distance between the element centre of mass and the rotation 

centre, in order to result in a common angular velocity as part of the same rotating body. 

The velocity can be assigned and modified during the model creation as well as during 

the analysis to simulate varying processing rates.  

For the activation of mass transport effects, the FE solver imposes limitations on the mesh 

size to diminish the possibility of solution oscillations and lack of convergence [186-187]. 

This ensures the Peclet number of each element is lower than unity: 
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𝑃𝑒 =
𝑢𝑥 𝑙

𝑎𝑥
 (3.13) 

where 𝑎𝑥 denotes the thermal diffusivity of the composite in the longitudinal direction 

and 𝑙 is a characteristic length, equal to the element size in the direction of movement in 

this case. 

The restriction represented by Eq. (3.13) couples the mesh grid size to the velocities 

modelled, leading to especially high number of elements for fast processing rates and low 

conductivity materials, such as the composite and elastomeric roller. Specifically, the 

element size for the AS4/PEEK composite in the direction of the movement should be 

kept lower than 10 μm at 100 mm/s. Similar requirements have been reported in previous 

studies which used this element type [39]. ATP processing rates can be well above this 

value making the 2D simulation under this restriction highly inefficient. The heat 

conduction in the composite in the moving direction has been found to be negligible 

compared to the heat transport due to material advection [36], manifested as high values 

of Peclet number. This also applies to the elastomeric roller of this study, given the similar 

velocities but even lower thermal diffusivity (section 3.6.1). This observation allows the 

use of artificially increased thermal conductivities in the direction of placement, as long 

as the values maintain the Peclet number at high levels, and thus do not influence the heat 

transfer. For a deposition rate of 50 mm/s and thermal diffusivity in the 1-10×10-6 m2/s 

range, the Peclet number is in the order of 103 for characteristic length as short as the 

roller diameter. As a result, the thermal conductivity of the composite and roller in the 

longitudinal direction (section 3.6.1) was artificially increased by a factor of 10 in the 2D 

analyses. This results in Peclet number values in the order of 102 and keeps solution times 

within acceptable limits due to the use of a coarser mesh. As a result, a single mesh grid 

was created for all 2D analyses regardless of the processing rate simulated. 

The mesh size in the thickness direction for both the 1D and 2D models of this work was 

determined based on convergence studies and the expected penetration depth of the heat 

wave delivered by a pulsing source, estimated as [188-189]: 

𝑑𝑡 = √
2𝑎𝑦

𝜔
 (3.14) 
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where 𝜔 is the pulse angular frequency and 𝑎𝑦 the transverse thermal diffusivity of the 

composite. The heat flux applied on the composites surface, necessitated an element size 

of 10 μm. However, refining a thin slice near the material surface was found to be 

sufficient to reach convergence if the thickness of this zone exceeds the thermal 

penetration depth of the incident pulses calculated by Eq. (3.14). Outside this region, the 

periodic temperature variations become negligible, and the temperature distribution can 

be captured accurately by a coarser mesh with element thickness of 10-200 μm. The 2D 

mesh grid in the vicinity of the process nip point is shown in Figure 3.7. 

 

Figure 3.7 Mesh of the substrate, tow and roller near the nip point. The composite features 

refined zones which exceed the thermal penetration depth (𝑑𝑡). 

The simulation in both 1D and 2D models was discretised into a finite number of load 

steps governed by the flashlamp frequency, processing speed and desired resolution of 

results. These load steps have a short enough duration to model the individual pulses 

delivered by the source. Since the energy pulses are modelled as a rectangular waveform 

in the FE models (section 3.3.1), a minimum of two load steps per period is needed: one 

covering the duration of the pulse event and one the remaining period time. The use of 

two load steps per pulsing period results in the fastest computation for a given processing 

scenario; however, capturing the non-linear heating/cooling curves accurately in the pulse 

timescale requires additional calculation points. The number of load steps per period is 

adjusted throughout this work according to the desired balance between resolution and 

computational effort. In all cases, the time increments within each load step are adjusted 

by the software to achieve convergence, until the square root of the sum of the squares 
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(SRSS) of the residual vector is lower than the SSRR of the 0.1% of applied fluxes or 

lower than 10-9 [186]. 

3.5 Optical modelling  

A 3D optical model of the ATP process was developed and solved using the ray tracing 

method implemented in TracePro LC 7.5.3 [190]. The ATP configuration and flashlamp 

system modelled correspond to those used in the manufacturing trials, described in 

section 3.3.2. The model, which is presented in Figure 3.8, comprises the cavity formed 

by the composite deposited material and incoming material as well as critical components 

for the system optical output: the flashlamp tube, the water-filled cooling chamber, the 

quartz light guide and the reflective housing. The composite tapes have a width of 25 mm. 

The flashlamp head is mounted inside the ATP cavity with the light guide edges being 5 

mm away from each tape, as in the manufacturing trials.  

 

Figure 3.8 Schematic of the flashlamp ATP configuration modelled using ray tracing. 

The composite tapes were modelled as specular surfaces described by Fresnel equations 

with an angular dependence corresponding to a refractive index of 1.95, which yields 

good agreement with experimental results [93]. The transmittance of AS4/PEEK tapes 

has been found to be below 0.1 % over the 500-2000 nm wavelength range, whilst PEEK 

is highly absorptive over the 200-500 nm range [93]. Therefore, the material 

transmittance is considered negligible across the flashlamp spectrum which lies in the 

200-1000 nm range [95]. The relationship between the angle of incidence and reflectance 
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is plotted in Figure 3.9. Measurements have indicated a weak dependence on wavelength 

with only 2% changes in reflectivity for the AS4/PEEK in the range of 500-1000 nm [93]. 

Since transmittance is negligible, the tape absorptance is the complement of reflectance 

(Figure 3.9).  

The models and properties of the rest of the materials are summarised in Table 3.2. The 

refractive index (𝜂) of quartz glass was calculated using the extended Schott equation in 

TracePro [190], as a function of ray wavelength (𝜆): 

𝜂(𝜆)2 = o1𝜆
8 + o2𝜆

6 + o3𝜆
4 + o4𝜆

2 + o5 + o6
1

𝜆2++o7
1

𝜆4++o8
1

𝜆6 +

+o9
1

𝜆8 + o10
1

𝜆10 
(3.15) 

Fitting parameters (o𝑖) for representative fused silica material were available in the 

TracePro database. They are reported in Table 3.3 for wavelengths in the 0.2-3 μm range. 

Figure 3.9 Angular dependence of AS4/PEEK properties for 500 and 1000 nm wavelengths 

[93]. Angle is relatively to the surface normal vector. 
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Table 3.2 Models and properties used in the optical model. 

Material Model/Assumptions Input properties Source 

AS4/PEEK 
Partially absorbing surface 

with specular reflections 

Absorptance 

Reflectance 
[93] 

Quartz 

(Fused silica) 
Extended Schott equation Refractive index 

TracePro 

Database 

[190] 

Water 
Complex refractive index 

by Beer-Lambert Law 

Refractive index 

Extinction coefficients 
[191] 

Aluminium 
Partially absorbing surface 

with specular reflections 

Absorptance 

Reflectance 
[192] 

 

Table 3.3 Fitting parameters for the extended Schott equation (Eq. (3.15)) for the fused silica 

[190], corresponding to wavelengths in μm. 

Parameter Value Units 

o1 -1.08791×10-7 μm-8 

o2 1.17826×10-6 μm-6 

o3 -1.05663×10-4 μm-4 

o4 -9.15974×10-3 μm-2 

o5 2.10418 - 

α6 8.71518×10-3 μm2 

o7 1.05600×10-4 μm4 

α8 -9.50819×10-7 μm6 

o9 1.25383×10-7 μm8 

o10 -1.90524×10-9 μm10 
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The aluminium parts of the head housing were modelled as partially absorbing surfaces 

with specular reflections. The reflectance as a function of wavelength, and therefore 

absorptance if transmission is assumed to be negligible, was taken by [192] and plotted 

in Figure 3.10. 

 

Figure 3.10 Wavelength dependence of aluminium reflectance and absorptance [192]. 

The water film located between the flashlamp tube and cooling chamber interior surface 

(Figure 3.8) was modelled based on the Beer-Lambert Law featuring a complex refractive 

index (𝜂′): 

𝜂′ = 𝜂 − 𝑖 𝜀 (3.16) 

where 𝜀 is the imaginary part of the complex refractive index which indicates the amount 

of attenuation for the electromagnetic wave propagation though the water medium, also 

known as extinction coefficient. The real and imaginary parts of the complex refractive 

index adopted from [191] are detailed in Table 3.4 as a function of ray wavelength. 

The model provides the irradiance distributions on the tow and deposited material of a 

single irradiation event. The pulsed operation is modelled in the heat transfer model by 

scaling this solution at appropriate timings to produce pulse trains of specific duration 

and frequency, as detailed in sections 3.4.2 and 4.2. 
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Table 3.4 Optical constants for water [191]. 

Wavelength 

(μm) 
𝜼(𝝀) 𝜺(𝝀) 

Wavelength 

(μm) 
𝜼(𝝀) 𝜺(𝝀) 

0.2 1.396 1.1×10-7 0.625 1.322 1.39×10-8 

0.225 1.373 4.9×10-8 0.65 1.331 1.64×10-8 

0.25 1.362 3.35×10-8 0.675 1.331 2.23×10-8 

0.275 1.354 2.35×10-8 0.7 1.331 3.35×10-8 

0.3 1.349 1.6×10-8 0.725 1.33 9.15×10-8 

0.325 1.346 1.08×10-8 0.75 1.33 1.56×10-7 

0.35 1.343 6.5×10-9 0.775 1.33 1.48×10-7 

0.375 1.341 3.5×10-9 0.8 1.329 1.25×10-7 

0.4 1.339 1.86×10-9 0.825 1.329 1.82×10-7 

0.425 1.338 1.3×10-9 0.85 1.329 2.93×10-7 

0.45 1.337 1.02×10-9 0.875 1.328 3.91×10-7 

0.475 1.336 9.35×10-10 0.9 1.328 4.86×10-7 

0.5 1.335 1×10-9 0.925 1.328 1.06×10-6 

0.525 1.334 1.32×10-9 0.95 1.328 2.93×10-6 

0.55 1.333 1.96×10-9 0.975 1.327 3.48×10-6 

0.575 1.333 3.6×10-9 1 1.327 2.89×10-6 

0.6 1.332 1.09×10-8    

 

3.6 Material properties and constitutive models 

3.6.1 Thermal properties 

The thermal properties for the AS4/PEEK used in this study are detailed in Table 3.5. The 

longitudinal and transverse conductivity have been determined based on inverse heat 

transfer methods up to 200°C [193], as well heat pulse methods up to 400°C [36]. The 

latter measurements were performed by two independent laboratories and the values were 

averaged. The uncertainty is lower than ±10% for a given temperature value [36]. The 

two data sets have been compared and found to be in good agreement in the 50-200°C 

range [193]. For this study, representative values were selected in the 50-400°C range. 
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The volumetric heat capacity of the AS4/PEEK material has been estimated using inverse 

methods [193] and Differential Scanning Calorimetry [36]. Similarly, the two data sets 

are in good correlation in the 50-200°C range [193]. The specific heat capacity was 

calculated from the volumetric values and the temperature-dependent density of 

AS4/PEEK reported in [194]. All properties were extrapolated to obtain values at ambient 

temperature (25°C).  

Representative constant thermal properties were assumed for the elastomeric roller and 

aluminium tool for use in the modelling work throughout this study. These are also 

reported in Table 3.5. Similar values have been utilised in previous studies [40]. 

Table 3.5 Material thermal properties. 

Material/Temperature 
Specific heat 

capacity 
(J/K/kg)  

Transverse 
conductivity 

(W/m/K) 

Longitudinal 
conductivity 

(W/m/K) 

Density 
(kg/m3) 

AS4/PEEK [36, 193] [36, 193] [36, 193] [194] 

25°C 800 0.38 3.5 1601 

50°C 930 0.44 4.6 1598 

100°C 1040 0.51 5.1 1593 

150°C 1260 0.57 5.9 1593 

200°C 1300 0.64 6 1586 

250°C 1400 0.70 6.1 1575 

300°C 1550 0.76 6.7 1563 

350°C 1650 0.68 6.8 1537 

400°C 1700 0.65 7 1524 

Elastomeric roller 1255 0.25 0.25 1250 

Aluminium tool 950 237 237 2700 
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3.6.2 Bonding strength development 

Processing thermoplastics-based composites with ATP relies on the mechanism of fusion 

bonding, which is facilitated under conditions of high temperature and pressure. Elevated 

temperatures lower the viscosity of the polymer which in combination with the acting 

pressure cause the deformation of surface asperities, effectively improving the contact 

between the layers (intimate contact). This first step is essential since the tapes typically 

present surface roughness which limits the effective contact area. Under high 

temperatures and sufficient intimate contact, the interdiffusion of polymer chains across 

the bond interface is promoted, a process known as healing or autohesion, with the bond 

between the two parts being a result of substantial entanglement of polymer chains. 

In this study, the bonding strength development of AS4/PEEK tapes has been modelled 

based on experimentally validated models available in the literature. The surface of 

AS4/PEEK tapes has been modelled as a Cantor set fractal surface with the deformation 

being described through a squeeze flow model [195-196]. The degree of intimate contact 

between two surfaces (𝐷𝑖𝑐) can be calculated as follows: 

𝐷𝑖𝑐
(𝑛) =

1

f𝑛
[
5

4
 (

ℎ𝑜

𝐿𝑜
)
2 f

2𝑛d
 2−d

+𝑛+4

(f + 1)2
 ∫

𝑃𝑎𝑝𝑝

𝜇(𝑇)
𝑑𝑡

𝑡

𝑡(𝑛+1)

+ 1]

1/5

 (3.17) 

where 𝑛 is the number of asperities generation, d the fractal dimension, f the fractal 

scaling factor, 𝐿𝑜 the total length of the cantor set, ℎ𝑜 the recess of the first-generation 

asperity, 𝑃𝑎𝑝𝑝 the applied pressure, and 𝜇(𝑇) the temperature-dependent viscosity of the 

matrix. 𝑡𝑛+1 and 𝑡𝑛 are start and end times of consolidation of the 𝑛(𝑡ℎ) generation 

asperities respectively. The intimate contact development is calculated from the highest 

generation of asperities down to the first. A maximum of 15 generations were assumed 

here which has been found sufficient in previous studies [196]. The geometric parameters 

for the Cantor set model have been measured for AS4/PEEK tapes using profilometry 

[105], reported in Table 3.6. 

The temperature-dependent viscosity of PEEK can be estimated by an Arrhenius type 

relation: 
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𝜇(𝛵) = 𝐴𝑣 exp (
𝐸𝑣

𝑇(𝐾)
)  (3.18) 

where 𝐴𝑣  and 𝐸𝑣 are obtained by fitting to experimental data. Values for the AS4/PEEK 

are adopted from [69] and reported in Table 3.6. 

The degree of healing (𝐷ℎ) for general non-isothermal conditions has been modelled by 

[195, 197]: 

𝐷ℎ = [ ∫
1

𝑡𝑤(𝑇)
𝑑𝑡

𝑡

𝑜

]

1/4

  (3.19) 

and 𝑡𝑤 is the welding time of the PEEK matrix which can be expressed by: 

𝑡𝑤(𝛵) = 𝐴𝑤 exp (
𝐸𝑤

𝑅 
(
1

𝑇
−

1

𝑇𝑟𝑒𝑓
))  (3.20) 

where 𝑅 is the universal gas constant (8.314 J/mol/K), 𝑇𝑟𝑒𝑓 a reference temperature and  

𝐴𝑤, 𝐸𝑤 empirical parameters obtained by fitting to experimental data. Values for the 

AS4/PEEK are adopted from [68] and reported in Table 3.6.  

The healing model adopted here has been used to represent the highly non-isothermal 

conditions of ATP previously [107, 124]. The majority of studies utilising healing models 

have assumed that fusion progresses only above the polymer melting point, around 343°C 

for PEEK. This ensures that the material is in amorphous state and the crystallised regions 

do not impede the inter-diffusion of chains [198]. However, this approach has led to 

significant underestimation of strength against lap shear tests for processing speeds in the 

100-300 mm/s range [123]. A better correlation can be achieved when the fusion 

threshold is set at the glass transition temperature (143°C) [124]. This behaviour was 

attributed to the extreme cooling rates during the consolidation stage in ATP and the fact 

that the crystallisation process occurs in a longer timeframe than the intimate contact and 

healing evolution, especially at high speeds. In this study, the calculation of healing is 

carried out down to the glass transition temperature of the polymer.  

The interlaminar bond strength is a product of the intimate contact and autohesion. For 

every formation of intimate contact, a healing process takes place until the final bonding 

time 𝜏 with the degree of healing denoted as 𝐷ℎ(𝜏 − 𝑡). The degree of bonding (𝐷𝑏) has 

been approximated as [195]: 
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𝐷𝑏(𝜏) = 𝐷𝑖𝑐(0) 𝐷ℎ(𝜏) +  ∫ 𝐷ℎ(𝜏 − 𝑡)
𝑑𝐷𝑖𝑐

𝑑𝑡
𝑑𝑡

𝜏

𝑜 

  (3.21) 

where 𝐷𝑖𝑐(0) is the initial degree of intimate contact.  

In this study, the development of intimate contact and autohesion during ATP are 

estimated independently based on the thermal model predictions and assumed pressure 

distribution underneath the compaction roller (section 6.4.1). The degree of bonding is 

then calculated based on the degree of intimate contact and degree of healing (Eq. (3.21)). 

The corresponding expressions are computed numerically in MATLAB in the multi-

objective optimisation scheme presented in section 6.4. Time increments of 0.001 s were 

found adequate to achieve convergence for all three models. Regardless the time 

discretisation of the heat transfer model, the temperature profiles are linearly interpolated 

to this uniform time interval.  

Table 3.6 Modelling parameters. 

Model Parameter Value  Source 

Welding time 

𝐴𝑤 0.1 s [69] 

𝐸𝑤 57300 J/mol [69] 

𝑇𝑟𝑒𝑓 400°C [69] 

Viscosity 

𝐴𝑣 132.95 N s/ m2 [69] 

𝐸𝑣 2969 K [69] 

Cantor set  

d 1.30 [105] 

f 1.44 [105] 

ℎ𝑜 𝐿𝑜⁄  0.050 [196] 

 

3.6.3 Thermal degradation kinetics 

The suppression of thermal decomposition is crucial during the ATP of thermoplastic 

composites, which requires temperatures in the 320-400°C range to initiate processing. 

The substantial energy losses to the tool and environment necessitate the development of 
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higher temperature during the irradiation stage. Localised temperatures up to 700°C are 

often developed on the tape surface [39]. Such elevated temperatures can cause the 

decomposition of the polymer matrix despite the short irradiation times [199-200], which 

deteriorates the tape surface quality. Consolidation is negatively affected due to the 

increase of matrix viscosity as a result of matrix crosslinking [105, 201]. Therefore, it is 

essential to define the process temperature window in order to eliminate these effects. 

The thermal decomposition of pure PEEK and carbon-reinforced composites expressed 

as polymer weight loss has been investigated based on reaction kinetics [202-205]. The 

conversion rate of the reaction has been expressed as: 

𝑑𝑐𝑚
𝑑𝑡

=  𝐴 𝑒(
−𝐸
𝑅𝑇

) 𝜑(𝑐) (3.22) 

where 𝐴 is an Arrhenius pre-exponential factor, 𝐸 the activation energy, 𝑐𝑚 the matrix 

degree of degradation and 𝜑(𝑐) the expression of the kinetics model. 

This kinetics equation is capable of describing a single reaction mechanism. Up to three 

reaction stages have been identified for the degradation of PEEK in air [200]. In the case 

of multiple reaction stages, each one following Eq. (3.22), the total conversion rate is: 

𝑑𝑐𝑚
𝑑𝑡

=
𝑑𝑐𝑚
𝑑𝑡

|
1

+
𝑑𝑐𝑚
𝑑𝑡

|
2

+
𝑑𝑐𝑚
𝑑𝑡

|
3

  (3.23) 

where 
𝑑𝑐𝑚

𝑑𝑡
|
𝑖
 corresponds to the conversion rate of each reaction stage. 

In the general case, an autocatalytic mechanism has been considered in the kinetics model 

[200]: 

 𝜑(𝑐) = 𝑐n (1 − 𝑐) m (3.24) 

where m and n are fitting parameters.  

Combining Eqs. (3.22) - (3.24) yields: 

𝑑𝑐𝑚
𝑑𝑡

= 𝐴1 𝑒(
−𝐸1
𝑅𝑇

) 𝑐𝑚
n1 (1 − 𝑐𝑚) m1 +  𝐴2 𝑒(

−𝐸2
𝑅𝑇

) 𝑐𝑚
n2 (1 − 𝑐𝑚) m2

+ 𝐴3 𝑒(
−𝐸3
𝑅𝑇

) 𝑐𝑚
n3 (1 − 𝑐𝑚) m3 

(3.25) 

Every degradation stage is determined by a set of kinetic parameters (𝐴𝑖 ,  𝐸𝑖 , n𝑖,  m𝑖). 
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In this study, an additional degradation stage is considered which corresponds to the 

thermal decomposition of the fibres and carbon by-products, occurring in an oxidative 

atmosphere and therefore under realistic ATP conditions. The reaction can be described 

by Eqs. (3.22) and (3.24): 

𝑑𝑐𝑓

𝑑𝑡
= 𝐴𝑓 𝑒(

−𝐸4
𝑅𝑇

) 𝑐𝑓
nf  (1 − 𝑐𝑓) mf (3.26) 

where 𝑐𝑓 denotes the conversion of fibres. The total conversion of the composite tape, or 

degree of degradation, is then calculated as: 

𝑐 = 𝑐𝑚(1 − 𝑤𝑓) + 𝑤𝑓 ∗ 𝑐𝑓 (3.27) 

where 𝑤𝑓 is the weight fraction of the fibres in the tape.  

The parameters required for defining the kinetics model of the AS4/PEEK material were 

derived using Thermogravimetric Analysis (TGA) and fitting to the experimental results. 

The composite degree of degradation during an experiment is calculated based on the 

sample weight at time 𝑡 (𝑤𝑡), initial sample weight (𝑤𝑜), and final weight (𝑤′): 

𝑐 =
𝑤𝑜−𝑤𝑡

𝑤𝑜−𝑤′
  (3.28) 

The fitting aims to identify the optimal set of kinetic parameters which minimises the 

error between the kinetics model predictions and experimental data: 

[𝐴𝑖, 𝐸𝑖,  𝑛𝑖 , 𝑚𝑖, 𝑤𝑓 𝑘] = 𝑎𝑟𝑔𝑚𝑖𝑛 ∑ ∑ [𝑐 (𝐷𝑖 ,  𝐸𝑖,  𝑛𝑖,  𝑚𝑖,  𝑡𝑗) − 𝑐(𝑡𝚥)
̅̅ ̅̅ ̅̅ ]𝑗

𝑘
               (3.29) 

where 𝑖 ∈ (1, 2, 3, 4) ⊂ ℕ denotes the reaction stage number. The summation is 

performed over all conversion values (𝑐̅) measured at times 𝑡𝑗 and during 𝑘 experiments. 

The fibre weight fraction (𝑤𝑓) is considered as an additional fitting parameter for each 

experiment, since the fibre content of the sample tested can deviate from the nominal 

value of 0.6 (section 3.2). This parameter was allowed values in the 0.6-0.7 range which 

corresponds approximately to ±0.05 uncertainty in fibre volume fraction, for polymer and 

fibre density equal to 1300 kg/m3 and 1800 kg/m3 respectively. The fitting was performed 

using an Evolutionary Algorithm available in the Solver of Microsoft Excel [206]. 

TGA tests were conducted using a TGA Q550 from TA Instruments [207]. The equipment 

was calibrated to ensure furnace temperature accuracy employing the Curie temperature 
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of certified reference materials. The kit supplied by PerkinElmer included Alumel, 

Perkalloy, Nickel and Iron reference samples allowing temperature calibration at 154, 

355, 596 and 770°C respectively. These calibration points spread evenly across the 

temperature range expected during the tests. The equipment was calibrated for each 

heating rate tested. 

Dynamic tests were carried out at heating rates of 2, 5, 10, 20 and 50°C/min. At the start 

of these tests, the furnace temperature was left to equilibrate at 50°C for 10 mins. The 

furnace temperature was then increased up to 1000°C at the examined heating rate. In 

addition, isothermal experiments were performed at 530, 550, 570, 590 and 610°C. For 

these tests, the furnace temperature jumped rapidly from 50°C up to the desired 

temperature and remained constant until the sample decomposition is completed. Both 

types of experiments were performed in air with a flow rate of 60 L/min. Samples of 

AS4/PEEK composite tape weighting 8-10 mg were cut and placed in the furnace on 

platinum TGA pans.  

3.7 Multi-objective optimisation 

Composites manufacture requires the optimisation of processing conditions in order to 

accomplish desired part characteristics and quality, as well as competitive production 

rates. However, the complex physics involved cause complex trade-offs between the 

desired outcomes, making challenging the identification of optimal process parameters 

which satisfy all objectives simultaneously. The interlaminar strength development, as 

discussed in section 3.6.2, requires high temperatures and adequate time to facilitate 

fusion bonding, and as a result slow ATP speeds and/or high heater power for a given 

configuration. However, these conditions lead to poor production rates whilst they can 

also trigger material decomposition (section 3.6.3). Therefore, there is a strong trade-off 

among interlaminar strength, production rate and the elimination of decomposition 

effects. An additional layer of complexity is introduced with the use of flashlamp sources. 

The heater power output is a product of the frequency and pulse duration, unlike 

continuous sources which are controlled by a single power variable. Besides the overall 

power output, the selection of these determines the energy delivery to the material in 

means of irradiation timings and repetition. Multi-objective optimisation can reveal these 

interdependencies and provide sets of optimal processing conditions. 
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A multi-objective optimisation problem involves 𝑛 ∈ ℕ design variables, 𝑘 ∈ ℕ objective 

functions and 𝑚 ∈ ℕ constraints. The method links a design variables vector  𝒙 =

(𝑥1, 𝑥2, .  .  . , 𝑥𝑛  ) 
𝑇 to an objective function vector 𝒇(𝒙)=(𝑓1(𝑥),  𝑓2(𝑥) .  .  . , 𝑓𝑘(𝑥)) 𝑇 so 

that: 

𝑓: 𝑥 ∈  𝑋 ⊂ ℝ𝑛 → 𝑓(𝑥) ∈ 𝑌 ⊂ ℝ𝑘  (3.30) 

under the conditions of a constrain vector: 

𝒃(𝒙) = (𝑏1(𝒙), 𝑏2(𝒙).  .  . , 𝑏𝑚(𝒙)) 𝑇 ∈ 𝐵 ⊂ ℝ𝑚   (3.31) 

where ℝ𝑛, ℝ𝑘, ℝ𝑚 are the design variable, objective function and constrain vector spaces 

respectively.  

The optimisation problem aims to minimise each 𝑖-th component of the objective function 

so that for every 𝑖 ∈ (1, 2, . . . , 𝑘 ) ⊂ ℕ and 𝑗 ∈ (1, 2, . . . , 𝑚 ) ⊂ ℕ [207]: 

{ 
min 𝑓𝑖(𝒙)

𝑏𝑗(𝒙) = 0 or 𝑏𝑗(𝒙) ≠ 0 
 (3.32) 

Similar expressions are utilised for maximisation or mixed optimisation problems [208]. 

The objective function is optimised when none of the 𝑓𝑖 components can be improved 

further without compromising at least another component. A design variable vector 𝒙′ is 

non dominated by another vector 𝒙 if all objective functions corresponding to 𝒙′ are better 

simultaneously, or at least one is not worse: 

 ∀ 𝑖 ∈ (1, 2, . . . , 𝑘 ) ⊂ ℕ ∶  𝑓𝑖(𝒙
′)  ≤   𝑓𝑖(𝒙) (3.33) 

 ∃ 𝑖 ∈ (1, 2, . . . , 𝑘 ) ⊂ ℕ:   𝑓𝑖(𝒙
′)  <   𝑓𝑖(𝒙) (3.34) 
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Figure 3.11 Illustrative Pareto front of a two-dimensional objectives space. 

The design variable vectors satisfying Eqs. (3.33) and (3.34) correspond to the Pareto-

optimal objective function vector, or Pareto-optimal front, offering the most efficient 

trade-off among the objectives in conflict. This is illustrated in Figure 3.11. Point D is 

dominated by A, B and C and therefore it does not lie in the Pareto front. Points A, B and 

C are not strictly dominated by any other, and hence they are both part of the Pareto front. 

A and B solutions are equivalent in terms of problem optimisation, requiring decision 

making to identify the desirable trade-off for a given application. However, Pareto 

solutions located at the corner region, such as Point C in Figure 3.11, offer a balanced 

trade-off. 
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4. Thermal-optical modelling of the flashlamp-assisted ATP 

4.1 Introduction 

This chapter presents the development of a predictive 2D simulation of flashlamp-assisted 

ATP. The heat transfer problem is solved using the finite element model described in 

section 3.4.2, whilst the thermal boundary conditions on the tapes are determined by a 3D 

optical model based on ray tracing, as detailed in section 3.5. The simulation results are 

compared against temperature measurements acquired during ATP manufacturing trials 

(section 3.3.2) for different pulsing conditions and depth in the laminate. Parametric 

modelling studies are carried out to investigate the influence of the pulsed operation and 

processing rate on the thermal field in the process.  

4.2 2D heat transfer model of ATP   

A finite element model of the flashlamp-assisted ATP was developed based on the two-

dimensional form of Eq. (3.5), with a Eulerian reference of frame mounted on the moving 

placement robotic head: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢𝑥

𝜕𝑇

𝜕𝑥
+ 𝑢𝑦

𝜕𝑇

𝜕𝑦
) = �̇� +  

𝜕

𝜕𝑥
(𝑘𝑥

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (4.1) 

where 𝑘𝑥 and 𝑘𝑦 denote the longitudinal and transverse thermal conductivities of the 

composite whilst 𝑢𝑥 and 𝑢𝑦 the corresponding components of the velocity vector.  

Following previous studies [36], the latent heat term (�̇�) due to material transformations 

of the thermoplastic matrix can be considered negligible when compared to the high 

amount of energy provided by the heating source and the energy transfer by the rapid 

material advection. Specifically, the latent heat of PEEK is 130 kJ/kg for the 100% 

crystalline polymer, or 7.2×104 kJ/m3 for 𝜌=1600 kg/m3 and 𝑤𝑓 =0.65. The energy 

absorbed/released can be up to 72 J for a 0.0002 m thin tape with an area of 0.005 m2. 

This is two orders of magnitude lower than the heater input over equal area which exceeds 

1×103 J for typical heat flux of 5×105 W/m2 and irradiation times as short as 0.5 s. Taking 

this into account and aligning the material motion with the local x-coordinate leads to: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢𝑥

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑥
(𝑘𝑥

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (4.2) 
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The 2D model geometry is illustrated in Figure 4.1. The model describes the composite 

deposited material and tow, the deformed elastomeric roller and the aluminium tool. The 

feed angle of the incoming tow, the roller diameter (𝑟) and the deformation length (𝐵) 

correspond to the configuration used in experimental trials detailed in section 3.3.2. The 

substrate comprises three AS4/PEEK 0.18 mm (𝑑𝑝) thick layers, whilst the thickness of 

the roller and the tool have been reduced to 2 mm to decrease the number of elements in 

the analysis but without affecting the solution. The thermal properties used are detailed 

in section 3.6.1. 

Figure 4.1 Materials, geometry, dimensions and regions of boundary conditions of the 2D heat 

transfer model. Lengths are in mm. 

The boundary conditions applied in the model are presented in Figure 4.1. A prescribed 

temperature (𝑆1A) of 25°C is assigned to the nodes at the entry edges of the composite 

and tool. This temperature value can be adjusted accordingly if a heated tool is used. For 

the elastomeric roller entry nodes (𝑆1B), the value is set at 50°C to account for the residual 

roller heating during continuous processing. The impact of this condition on the predicted 

nip-point temperature has been found to be weak [39].  

The boundaries denoted as 𝑆3 are subjected to air convection. The condition is given by 

Eq. (3.8) for a two-dimensional domain and element coordinate system aligned with the 

x-axis: 

=14 26

45°

y
x
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𝑘𝑦

𝜕𝑇

𝜕𝑦
= ℎ(𝑇𝑠𝑢𝑟 − 𝑇∞) (4.3) 

where 𝑇𝑠𝑢𝑟 denotes the element surface temperature. The average convection coefficient 

across these boundaries corresponds to forced convection due to laminar flow [209]: 

ℎ =
𝑘𝑎𝑖𝑟

𝑙
0.664 𝑅𝑒𝑥

 
1
2 𝑃𝑟  

1
3 (4.4) 

where 𝑅𝑒𝑥 is the Reynolds number of the air flow corresponding to the velocity of the 

tapes, and 𝑃𝑟 and 𝑘𝑎𝑖𝑟 are the Prandtl number and thermal conductivity of air 

respectively. A length scale (𝑙) of 0.05 m is used for the model. The properties of air are 

calculated for the average value of ambient (𝑇∞) and element surface temperature (𝑇𝑠𝑢𝑟) 

in every time step during the solution.  

A combined boundary of irradiation and convection is applied to the 𝑆5 boundaries, which 

according to Eqs. (3.7) and (3.8) is: 

𝑘𝑦

𝜕𝑇

𝜕𝑦
= 𝑞 (𝑥, 𝑡) − ℎ(𝑇𝑠𝑢𝑟 − 𝑇∞) (4.5) 

The length of these boundaries on the deposited material and tow surface is equal to the 

span of the irradiance distributions predicted by the optical model. Outside this length, 

the surfaces are subjected to air convection (𝑆3) expressed by Eq. (4.3).  

The pulsed operation is simulated by periodically activating the heat flux term 𝑞(𝑥, 𝑡) in 

Eq. (4.5) as dictated by the frequency and pulse duration of the flashlamp system. The 

heat flux value applied is determined by the system power output (section 3.3.1) and ray 

tracing predictions presented in section 4.3.  

The roller inner boundaries, denoted as 𝑆4, are modelled as insulated which according to 

Eq. (3.7) is expressed in local coordinates as: 

𝑘𝑦

𝜕𝑇

𝜕𝑦
= 0 (4.6) 

The geometry was meshed with PLANE55 elements following the procedure described 

in section 3.4.2. The penetration depth was calculated by Eq. (3.14) in the 40-80 μm range 

for frequencies of 25-100 Hz and AS4/PEEK transverse thermal diffusivity (section 

3.6.1). The material longitudinal thermal conductivity was artificially increased by a 
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factor of 10, as described in section 3.4.2. A thickness of 180 μm for the fine mesh zone 

was used across the substrate and incoming material in all simulations, which exceeds the 

maximum expected penetration depth by a factor of two. The rest of the deposited 

material, roller and tool were represented by a coarser mesh leading to a mesh grid of 

approximately 400,000 elements. 

The analysis goes through a transient phase before all node temperatures reach a periodic 

steady state. This is accomplished at a simulation time equal to the geometry length 

divided by velocity, about 2 s at 50 mm/s and 50 Hz in this case. This translates to about 

1 hour of computational time on a 4-core PC (i7-4790), with two load steps per period.  

4.3 Ray tracing predictions   

The predicted irradiance on the ATP cavity by the optical model described in section 3.5 

is illustrated in Figure 4.2, as a result of a single irradiation. The values correspond to a 

total of 4.4 kW average electrical power delivered by the incident rays. The area of 

maximum irradiance values is located approximately 20-30 mm away from the nip point 

for both the deposited material and tow, due to the position of the chamfered edges of the 

light guide. A high number of rays escape at these edges which reinforces the importance 

of including the light guide geometry in the optical model. Few rays reach deeper into the 

cavity due to its tapered shape, with the irradiance dropping to zero at the nip point. 

 
Figure 4.2 Irradiance predicted by the optical model in the ATP cavity as a result of single 

irradiation event. The values correspond to system average power of 4.4 kW. 
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The 3D spatial distributions estimated by the model (Figure 4.2) are reduced to a single 

profile to accommodate the 2D domain of the heat transfer model. The result is an average 

of five profiles around the central line of the tape. The Savitzky-Golay filter available in 

MATLAB [210-211] is utilised to smooth the 2D profile and eliminate outliers caused by 

the statistical nature of the solution. The distribution is then scaled linearly based on the 

acting power during pulses (section 3.3.1) and system electrical to optical energy 

conversion. The heat transfer model describes individual rectangular pulses of constant 

pulse power calculated by Eq. (3.4). As a result, the irradiance profile which corresponds 

to 4.4 kW is scaled up to match the power during individual pulses, calculated at 39 kW 

in section 3.3.1. This value is used for all the operations examined here. If the flashlamp 

is modelled macroscopically as a continuous source, the average value is used and such 

scaling is not required. In all cases, a conversion factor from electrical to optical output 

equal to 0.5 is assumed, which is typical for Xenon-filled flashlamps [212-213]. Energy 

losses due to the light attenuation throughout the different media are incorporated in the 

ray tracing predictions. The profiles applied on the 2D model are presented in Figure 4.3, 

before and after the application of the Savitzky-Golay filter.  

Figure 4.3 Irradiance profiles acting on the deposited material and tow surfaces. 
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4.4 Model predictions and validation 

The temperature field predicted by the model for the 25 Hz/4.75 ms case and 50 mm/s 

are illustrated in Figure 4.4, 0.52 s and 2 s after the start of the analysis. As the process 

progresses, material moves throughout the analysis frame diffusing heat from the 

irradiated region to the consolidation and ambient parts of the process. Simultaneously, 

heat diffusion to deeper material levels takes place. The temperature field enters a 

periodic steady state after 2 s with a period corresponding to that of the flashlamp 

operation. Because of the fixed analysis frame, the model prediction provides the 

temperature field in a span of 0.12 m (total model length) in the movement direction, at a 

given time from the start of the layer deposition. Superimposing the thermal fields 

predicted for consecutive time steps composes the overall temperature history along the 

corresponding processed length of material. 

The temperature profiles obtained during the manufacturing trials (section 3.3.2) and the 

corresponding model predictions are presented in Figure 4.5. The model profiles 

represent the temperature history of a single point which moves at 50 mm/s on the 

deposited material surface, or at one layer depth, across the analysis frame. A surface 

point enters the irradiation region of the process 1.2 s before the nip point which is reached 

at a time of 0 s (Figure 4.5a, c, e). The point is exposed to multiple irradiations since the 

time to cross the irradiation zone (1.2 s) is greater than the pulsing period (10- 40 ms). As 

a result, the point is subjected to a series of heating/cooling cycles with the repetition time 

of 40 ms, equal to the flashlamp operation period (1 ⁄ 𝐹), as observed in Figure 4.6. The 

heating phase duration of each cycle is equal to the duration of incoming energy pulses 

by the flashlamp, whilst cooling at ambient conditions occupies the remaining period. 

These effects are reproduced in detail by the model as a result of the fine time 

discretisation. Although Thermocouple 2 (Figure 4.5a, c, e) is located on the deposited 

material surface, it cannot capture these effects due to the short timescale compared to 

the sensor response time, approximately 0.05 s according to the manufacturer [214]. The 

recorded values are effectively an average of the surrounding temperature field on the 

composite surface. At the nip point region, a steep temperature increase occurs when the 

deposited material and hotter incoming tow, which reaches temperatures up to 600°C 

(Figure 4.4), come into contact and exchange heat rapidly. The interface is then 

consolidated underneath the roller for 0.28 s and subjected to ambient conditions for the 
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rest of the processing cycle. The irradiation is registered with a noticeable delay one layer 

below the surface (Figure 4.5b, d, f) due to the low transverse thermal conductivity of the 

composite. At this depth, the heat transfer between the composite parts is seen as a 

secondary temperature peak at a time of 0.05 s successfully reproduced by the model. 

Figure 4.4 Colour maps of the predicted temperature field across the model for the 25 Hz/4.75 

ms case: (a) 0.52 s and (b) 2 s after the start of the analysis. 
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(a) (b) 

 
(c) (d) 

(e) (f) 

Figure 4.5 Validation of heat transfer model against experimental measurements at the 

locations of two thermocouples (TC1 and TC2) illustrated in Figure 3.6: (a) 25 Hz/4.75 ms 

deposited material surface; (b) 25 Hz/4.75 ms one layer depth; (c) 50 Hz/2.25 ms deposited 

material surface; (d) 50 Hz/ 2.25 ms one layer depth; (e) 100 Hz/1.1 ms deposited material 

surface; (f) 100 Hz/1.1 ms one layer depth. 
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The model predictions correlate well with the experimental data in terms of events timing 

and values. In the irradiation stage, the profile of Thermocouple 2 located on the 

composite surface (Figure 4.5a, c, e) is close to the mid-level of the temperature range the 

surface point experiences according to the model. The thermocouple is not irradiated 

directly in the consolidation and ambient parts of the process and the predictions present 

a maximum deviation of 20°C in all cases. The profiles predicted by the model at one 

layer depth are higher, up to 50°C, than the values captured by Thermocouple 1 at the 

equal depth. This is attributed to the poor consolidation, as a result of the processing 

temperatures being significantly lower than the melting point of PEEK at 340°C, which 

causes imperfect contact of the thermocouple with plies 2 and 3. The predictions show 

good agreement once the sensor enters the consolidation zone where the roller applies 

additional pressure to the plies. 

 

Figure 4.6 The heating/cooling cycles developed on the deposited material surface for different 

pulsing conditions. Relevant timings are noted for 25 Hz/4.75 ms operation. 
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4.5.1 Surface profiles 

The predicted temperature profiles of a surface point for the 25, 50 and 100 Hz operations 
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comparison. The flashlamp achieves significantly higher temperatures in the irradiation 

stage for the same average power. This is because the system delivers an order of 

magnitude higher power (39 kW) during each pulse, which is compensated by the 

remaining period to eventually result in equivalent average power to the continuous 

source (4.4 kW). The duration of the pulse plays a major role in the maximum values of 

temperature reached. A 4.75 ms pulse results in up to 50, 100 and 150°C higher peak 

temperatures compared to the 2.25 ms, 1.1 ms and the continuous cases respectively. At 

the end of each operation period, all pulsing scenarios drop below the results for 

continuous operation. The cooling of the surface appears greater at lower frequency due 

to the longer time intervals between consecutive irradiations. In addition, the flashlamp 

frequency determines the number of heating/cooling cycles a surface point is exposed to 

across the irradiation part of the process. The short operating period of the 100 Hz 

scenario leads to four times greater number of cycles in comparison to the 25 Hz case. In 

the irradiation region, the flashlamp profile converges to the continuous with increasing 

frequency. For the rest of the processing cycle, the profiles are nearly identical despite 

the significantly different operating conditions. In this region, the differences are lower 

than 10°C as a result of the use of equivalent average power. The effect of the pulse 

duration decoupled from frequency is presented in Figure 4.8 in which the frequency is 

kept constant at 25 Hz. In this case, changes in pulse duration affect the average power 

linearly with a sensitivity of 0.9 kW/ms. The surface temperature profiles are shifted to 

higher levels with increasing pulse duration, with a sensitivity of about 50°C/ms. 
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Figure 4.7 Comparison of surface temperature profiles across the process stages for the 25 Hz, 

50 Hz and 100 Hz operations. The prediction for continuous source of equivalent average power 

(4.4 kW) is also shown. 

Figure 4.8 Effect of the pulse duration on the surface temperature profile and average power 

value under constant frequency of 25 Hz. 
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4.5.2 Through-thickness distribution 

The temperature distribution in the substrate under irradiation for the 25 Hz, 100 Hz and 

continuous cases is given in Figure 4.9, at a location 25 mm before the nip point. Profiles 

at the end of the pulse event and the period are shown. An intermediate state is also 

reported for the 25 Hz case, 8.9 ms after the end of the pulse, to compare with the 

temperature distribution of the 100 Hz scenario at equal timings. The pulses result in an 

increase of the surface temperature with the profile decreasing significantly with depth 

compared to the continuous operation. At the end of the heating phase, the 25 Hz case 

reaches higher temperatures than the 100 Hz at a depth of approximately 100 μm. After 

8.9 ms, significant heat diffusion towards the material bulk has occurred, especially for 

the 25 Hz scenario. At this point, the cycle of the 100 Hz case has been completed and 

the next energy pulse is delivered on the surface. On the other hand, the diffusion of the 

25 Hz case continues for 26.35 ms and as a result the surface cools down further. Deeper 

material levels are affected in this stage. The two extreme temperature distributions of 

each heating/cooling cycle intersect at a depth level which represents the thermal 

penetration depth estimated by Eq. (3.14). In contrast, the profile of the continuous source 

does not present similar variations with time and the bulk temperatures can be influenced 

only by the heat flux applied on the surface for given material properties. The profiles of 

the pulsed and continuous cases almost coincide beyond a depth of 100 μm. Therefore, 

the flashlamp offers additional control over the maximum temperatures in the 0-100 μm 

depth range for the specific material and pulsed conditions tested. Operation scenarios of 

lower frequency and longer pulses result in higher surface and bulk temperatures, but 

these do not exist simultaneously, presenting time differences which are determined by 

the depth and the material conductivity in this direction. As frequency increases, lower 

depths are affected and the temperature range between the extreme states becomes 

narrower converging to the continuous operation.  
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Figure 4.9 Evolution of through-thickness temperature profiles in the deposited material during 

a single operating period for the 25 and 100 Hz cases. 

4.6 Temperature field sensitivity to processing rate 

Figure 4.10 depicts the influence of processing rate on the nip point temperatures. As the 

velocity increases, the temperatures developed under the three pulsed cases and 

continuous irradiation diminishes in a non-linear manner. The values coincide for all 

examined operations as a result of the application of equivalent average power. The 

corresponding temperature maxima on the deposited material and incoming material are 

given in Figure 4.11. The flashlamp heating achieves significantly higher temperatures 

during the irradiation stage. Longer duration pulses, and consequently lower frequencies, 

lead to greater maxima for the whole range of velocities. The temperature on the tow 

surface (Figure 4.11b) is higher than on the substrate (Figure 4.11a) due to the greater 

irradiance applied (Figure 4.3), as well as the lower thickness. The sensitivity of the 

maximum temperatures to the processing rate is different for the deposited material and 

tow, with the latter experiencing higher temperature drops for equal velocity increments. 

In particular, the temperature decrease from 25 to 50 mm/s is approximately 300°C on 

the tow for all operations, but only 60°C for the deposited material.  
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Figure 4.10 Nip-point temperature dependence on processing rate for the 25 Hz/4.75 ms, 50 

Hz/2.25 ms, 100 Hz/1.1 ms and continuous operations. 

(a) (b) 

Figure 4.11 Effect of processing rate on: (a) deposited material and (b) tow maximum 

temperatures for 25 Hz/4.75 ms, 50 Hz/2.25 ms, 100 Hz/1.1 ms and continuous operations. 
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4.7 Process envelope for uniform heating 

Under flashlamp heating, material points do not necessarily follow identical heating and 

temperature histories throughout the processing cycle. The magnitude of this effect 

depends on the combination of frequency and processing rate, which can cause 

consecutive pulses to be applied with a distance on the tape, with the effect intensifying 

at lower frequencies and greater velocities. Insufficient overlap of the energy pulses, in 

conjunction with the variable irradiance across the heated zone, creates variations in 

irradiation conditions. The bond line is indirectly affected since material regions with 

different temperature histories arrive at the nip point; however, this effect diminishes 

deeper into the consolidation region. The effect is negligible for the low processing rates 

presented in previous sections but becomes pronounced at higher ones.  

 

Figure 4.12 Examination of temperature history of five points on the composite tape under 25 

Hz operation and 500 mm/s. 

The temperature history of five points located 5 mm apart on the tape (Figure 4.12) is 

examined in Figure 4.13 under 25 Hz operation at 500 mm/s. In this case, the irradiation 

zone starts at a time of 0.12 s and the surface points are exposed to fewer irradiations than 

at 50 mm/s (Figure 4.8). The five points go through different temperature maxima, with 

differences up to 100°C, as well as different irradiation timings relative to the nip point. 

Furthermore, the bond line temperatures are not identical for all points but oscillate within 

a range of up to 15°C. Points 1 and 5 in Figure 4.12 are 20 mm apart, which corresponds 

to the distance covered between consecutive pulses, the product of 0.4 s operating period 

and 500 mm/s processing rate. These points go through similar heating conditions and 
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thus their temperature profiles coincide. The temperature profiles presented in Figure 4.13 

repeat periodically on the substrate surface every 0.4 s or 20 mm in this case. 

 

Figure 4.13 Temperature history of five surface points, 5 mm apart each, in the case of 25 

Hz/4.75 ms and placement speed of 500 mm/s. 

The differences in temperatures and irradiation times before the nip point can affect the 

melting/crystallisation of the composite matrix. Similarly, the oscillations of the bond line 

temperatures could lead to non-uniform bonding across the processed length (section 

3.6.2). The process design space can be narrowed to eliminate these effects by defining 

the critical velocities - as a function of frequency - over which significant temperature 

variations occur. The velocity at which differences greater than 5, 10 and 20°C appear 

among surface points during the irradiation, or across the bond line, were determined for 

the 25, 50 and 100 Hz cases for the configuration of this study at 4.4 kW average power. 

The temperature history of 1000 points on the deposited material surface was examined 

in a span equal to the distance covered between consecutive pulses. The map of limit 

frequency and velocity conditions for 5, 10 and 20°C variations is illustrated in Figure 

4.14. The map is valid for the specific ATP configuration, flashlamp system and average 

power. For each case, the points form a line in the frequency-speed space, which defines 

the feasible processing envelope in which the process conditions result in practically 

uniform heating across the material according to the acceptable temperature variations. 
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Combinations of operating frequency and velocity outside the shaded area result in 

greater variations. The use of such a map is necessary to select appropriate flashlamp 

settings and process conditions with the simulation offering an efficient way to obtain the 

underlying information. 

 

Figure 4.14 Frequency- deposition rate process map resulting in differences lower than 5, 10 

and 20°C among surface points for the examined ATP configuration. 

4.8 Concluding remarks 

A modelling methodology combining a 2D heat transfer and 3D ray tracing model was 

developed. Good agreement was found between the predicted temperature profiles and 

experimental data, with maximum deviation of 20°C in the consolidation region. 

Parametric studies revealed that the effect of the operation parameters is significant on 

both the surface and bulk temperature, especially during the irradiation phase of the 

process. The results showed that flashlamp heating offers the potential of improved 

outcomes since the adjustable operation adds another layer of temperature control in the 

process. Conditions of velocity and frequency were found to potentially result in non-

uniform heating, but these effects can be mitigated by deploying the models to produce 

operation maps and narrow the parameters space. 
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5. One-dimensional simplified simulation of ATP 

5.1 Introduction 

In this chapter, the 2D heat transfer simulation of Chapter 4 is simplified by decomposing 

the domain into three distinct one-dimensional FE models. These address the substrate 

heating, incoming tow heating and heat exchange across the consolidation stage, with 

appropriate transfer of temperature information to ensure field continuity. The approach 

is validated against predictions of the 2D model for a wide range of processing rates, 

material thicknesses and heater pulsing conditions. The improvements in computational 

efficiency are examined for a variety of processing scenarios. 

5.2 Model strategy and assumptions 

The 2D heat transfer of the ATP under flashlamp heating developed in Chapter 4 is 

expressed by Eq. (4.2): 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢𝑥

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑥
(𝑘𝑥

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (5.1) 

As discussed in section 3.4.2, the heat conduction in the composite in the placement 

direction is negligible when compared to the heat transport due to the rapid material 

advection, as indicated by the high values of Peclet number (Eq. (3.13)). As a result, the 

heat transport due to material advection dominates in the placement direction and Eq. 

(5.1) becomes:   

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢𝑥

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (5.2) 

This 2D energy balance can be transformed to a 1D transient state equation by applying 

the transformation 𝑥′ = 𝑥 − 𝑢𝑥𝑡  to obtain: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
) =

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (5.3) 

This transformation shifts the analysis reference frame from Eulerian to Lagrangian, in 

which the solution corresponds to a fixed material point, with the surface of the material 

subjected to a time-dependent heat flux input. Eq. (5.3) is a valid representation of heat 

transfer in ATP due to the negligible heat conduction in the placement direction, which 

renders the through-thickness conduction the dominant heat transfer mechanism. 
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Figure 5.1 2D representation of heat transfer in ATP and identification of 1D submodels for the 

deposited material (Model I), incoming tow (Model II) and consolidation zone (Model III). 

Application of the principle expressed by Eq. (5.3) to the 2D representation of ATP in 

Figure 5.1, results in three different submodels each addressing a different process region. 

Model I and Model II describe the temperature evolution in a material slice belonging to 

the deposited material and the incoming tow respectively, as they are irradiated prior to 

the nip point. Model III represents the heat transfer from the moment the deposited 

material and incoming tow come into contact underneath the compaction roller, until the 

end of the stage where the stack has been left to cool down at ambient conditions. 

5.2.1 Model I – deposited material 

Model I represents the deposited composite material consisting of 𝑛 composite tape layers 

in perfect contact with the process tool. The submodel analysis time is equal to the 

distance covered from the irradiation start to the nip point, 𝐿𝑠 as indicated in Figure 5.1, 

divided by the placement velocity. An overview of the applied boundary conditions is 

provided in Figure 5.2a.  
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(a) (b) (c) 

  
(d) (e) 

Figure 5.2 Materials and boundary conditions of 1D models: (a) Model I (deposited material); 

(b) Model II (tow) no thermal contact with roller, (c) Model II in contact with roller; (d) Model 

III (consolidation zone) underneath roller; (e) Model III outside the contact region. 

The surface of the composite material is irradiated by the heating source and as a result it 

is subjected to a combined boundary of heat flux and convection to air, similarly to the 

2D model (Eq. (4.5)): 

𝑘𝑦

𝜕𝑇

𝜕𝑡
= 𝑞𝑠(𝑡) − ℎ(𝑇𝑠𝑢𝑟 − 𝑇∞) (5.4) 

It should be noted that the heat flux term 𝑞𝑠(𝑡) here represents the time-varying version 

of the spatial irradiance distribution applied in the 2D model (𝑞 (𝑥, 𝑡)), after the 

transformation from a Eulerian to a Lagrangian system (𝑥′ = 𝑥 − 𝑢𝑥𝑡). The non-

continuous operation of pulsed sources is accounted for in 𝑞𝑠(𝑡) by convoluting the 
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profile with a train of rectangular pulses of desired frequency and duration. The resulting 

heat flux is effectively the irradiation history of a single point moving across the 

irradiation zone under a non-continuous source. A schematic of this procedure is provided 

in Figure 5.3. Convection to ambient conditions is applied to the back surface of the tool, 

as expressed by Eq. (4.3). 

   
(a) (b) (c) 

Figure 5.3 Determination of 1D simulation heat flux input: (a) spatial irradiance acting on tape 

surface; (b) pulse train of desired frequency and pulse duration; (c) corresponding heat flux for 

use in Model I and Model II for a given velocity. 

5.2.2 Model II – incoming tow 

Model II represents a single composite layer coming into contact with an elastomeric 

compaction roller which features a reduced geometry (Figure 5.2b, c). The submodel 

analysis time is equal to the distance covered from the irradiation zone entry to the nip 

point, 𝐿𝑡, as indicated in Figure 5.1, divided by the placement velocity. The irradiation 

path consists of a straight line and a curved part which follows the roller geometry and 

has an arc length equal to �̂�. In the transient analysis expressed by Eq. (5.3), heat 

conduction between the tape and the roller is not active throughout the whole analysis. 

Heat transfer between the two bodies is activated at a time which corresponds to the 

arrival time of a point moving from the irradiation start to the roller contact point, equal 

to 𝑡 = (𝐿𝑡 − �̂�)/𝑢𝑥 (Figure 5.1). A thermal contact of negligible resistance between the 

nodes belonging to the tow-roller interface is created at this time.  
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Two sets of boundary conditions are applied in Model II (Figure 5.2b, c) as a result of the 

tow-roller contact established during the analysis. A combined boundary of heat flux and 

convection acts on the surface of the tow during both analysis stages: 

𝑘𝑦

𝜕𝑇

𝜕𝑡
= 𝑞𝑡(𝑡) − ℎ(𝑇𝑠𝑢𝑟 − 𝑇∞) (5.5) 

where 𝑞𝑡(𝑡) in this case represents the converted spatial irradiance distribution on the tow 

surface, similarly to 𝑞𝑠(𝑡) in Eq. (5.4). During the analysis stage in which the contact with 

the roller is not active (Figure 5.2b), the tow back surface is subjected to air convection 

with a constant coefficient. Once the tow-roller thermal contact has been established, 

convection is no longer applied (Figure 5.2c). The roller is treated as a semi-infinite body 

due to its low conductivity (section 3.6.1) and short contact times with the tow, less than 

1 s. The heat wave is not expected to reach the interior boundary of the roller under these 

conditions and thus it can be treated as insulated, represented by Eq. (4.6).  

5.2.3 Model III – consolidation zone 

Model III represents the resulting composite stack after the incoming tow and the 

deposited material come into contact at the nip point underneath the compaction roller 

(Figure 5.2d, e). The composite part then consists of (𝑛 + 1) layers. The roller and tool 

have identical geometries as in Models I and II, whilst the interlayer resistance between 

plies is considered negligible. Unlike Model II, a thermal contact between the nodes at 

the composite-roller interface is active from the beginning of the analysis and it is 

deactivated at later steps, according to the contact patch length (𝐵) and processing 

velocity (Figure 5.1). Two sets of boundary conditions are applied in Model III due to the 

loss of contact between the composite and the roller during the analysis. Similarly to 

Model II, the roller is treated as a semi-infinite body and thus an adiabatic boundary exists 

on its inner surface (Eq. (4.6)). After loss of contact, the stack is left to cool down at 

ambient conditions and thus natural air convection (Eq. (4.3)) is applied on its surface. 

Natural convection is applied to the tool back surface in both analysis stages (Figure 5.2d, 

e). 
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(a) 

 

(b) 

Figure 5.4 Operation of the integrated 1D simulation: (a) solution sequence and temperature 

data exchange among the submodels; (b) workflow for modelling multiple placement cycles 

including residual heating. 𝑇𝑖(𝑦, 𝑡) denotes temperature at position 𝑦 across the thickness of 

submodel 𝑖 at time 𝑡. 

5.2.4 1D models integration 

The analysis sequence and information flow between the 1D submodels is outlined in 

Figure 5.4. Once the solution of Models I and II has been completed at 𝑡=0 s, the resulting 

through-thickness temperature distributions are transferred as initial temperature 

conditions in Model III (Figure 5.4a), ensuring field continuity between the irradiation 

and consolidation zones. The temperature of the incoming tow-substrate interface at the 

nip point (𝑥 = 0) is set as the average value of the surface nodes in Models I and II. At 
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the end of the processing cycle, the temperature distribution across the thickness of Model 

III can be transferred to a new Model I (Figure 5.4b) with an additional layer. In this way, 

multiple placements are simulated incorporating the residual heating when complete 

cooling of the stack to ambient conditions has not been completed. Model II is solved 

once and used in the prediction of multiple placement cycles since the tow irradiation is 

independent of the increasing deposited material thickness. A heated tool or preheated 

tow can be simulated by fixing or initialising the temperature of the nodes belonging to 

the tool and tow respectively, to a constant value in the corresponding 1D models. 

5.3 Solution comparison against 2D simulation 

A comparison between the 1D simulation and the 2D FE model developed in Chapter 4 

is carried out to establish the quality of the 1D approximation. An overview of the 

assumptions adopted by the two methodologies is presented in Table 5.1. The 2D model 

follows Eq. (5.1) and therefore the heat diffusion in the placement direction is included 

in the analysis. The composite and roller in the 2D analysis feature increased 

conductivities in this direction by a factor of 10, for meshing purposes as detailed in 

section 3.4.2. In contrast, the 1D simulation assumes these effects are negligible (Eq. 

(5.3)). The latent heat of matrix transformations is considered negligible in both 

methodologies, whilst the interlayer contact is perfect. The FE models use different type 

of elements, but in both cases the meshing follows the guidelines detailed in section 3.4.2 

and utilised in section 4.2. 

The ATP process examined for this comparison corresponds to the configuration used in 

the manufacturing trials (section 3.3.2) and modelled in Chapter 4. Key dimensions of the 

2D geometry are provided in Table 5.2, in relation to Figure 5.1. The humm3® flashlamp 

system characterised in section 3.3.1 and modelled in Chapter 4 is the heater for this 

assessment. The irradiance profiles applied on the tapes in the 2D model are those of 

Figure 4.3. The corresponding heat flux profiles used in Model I and Model II are 

presented in Figures 5.5a and 5.5b respectively, at 50 mm/s. The procedure detailed in 

section 5.2.1 has been applied to transform the 2D profiles to suitable heat flux boundaries 

for the 1D simulation. Two extreme pulsing conditions of 25 Hz/4.75 ms and 100 Hz/1.1 

ms are investigated. The convection coefficient is set at 5 W/K/m2 in both models. The 

thermal properties of the materials used are reported in section 3.6.1.  
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Table 5.1 Overview of 1D and 2D model features and assumptions. 

Model feature/assumption 1D FE modelling 2D FE model 

Equation- Domain Eq. (5.3) - 1D Eq. (5.1) - 2D 

Conduction in the 

placement direction 
Negligible Yes 

Element type 2-node LINK33 
4 -node PLANE55 

(Mass transport effects) 

Conduction in the 

thickness direction 
Yes 

Conduction in the 

width direction 
Negligible 

Latent heat of 

melting/crystallisation 
Negligible 

Interlayer contact Perfect 

Roller-tool 5 mm, 10 mm slices 

 

Table 5.2 Dimensions of ATP configuration for models’ comparison in relation to Figure 5.1. 

Dimension Value (mm) 

𝐵 14 

𝐶 16 

�̂� 12.16 

𝑅 25 

𝐿𝑠 50 

𝐿𝑡 35 

𝑑𝑝 0.18 

𝑑𝑡𝑜𝑜𝑙 10 
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(a) 

(b) 

Figure 5.5 Heat flux input: (a) profile applied on the composite surface in Model I; (b) profile 

applied on the tow surface in Model II. Placement at 50 mm/s under two different pulsing 

conditions. Nip point reached at t=0 s. 

The total analysis time corresponds to the analysis frame length divided by the processing 

speed. Each 1D submodel features a duration calculated using the length of the 

corresponding stage it describes and the placement velocity. For this comparison, the 

analysis time was discretised with five load steps per period: two for pulsing phase and 

three for the remaining period. Model III does not involve pulsed heating and therefore 

longer timesteps of 10 ms were used. 
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The computational effort needed by each model to provide solutions is also compared, as 

benchmarked by the FE solver for each run. Both models were implemented in Ansys 

APDL using the distributed memory parallel processing option within a single 4-core PC 

(i7- 4790). This solving mode decomposes the model into smaller domains, solves them 

simultaneously by assigning each to a single core, and then reconstructs the complete 

solution. This mode accelerates the solution compared to shared-memory parallel 

processing (SMP), especially for the 2D model, due to an overall larger domain. The 

default sparse direct solver was chosen which balances performance and accuracy. 

5.3.1 Deposited material heating 

A comparison of predicted temperatures by the 2D and 1D models for the deposited 

material surface (Model I) is illustrated in Figures 5.6 and 5.7. These are the highest 

temperatures expected in the substrate, due to the applied surface heat flux, and therefore 

important for material transformations. The nip point is reached at 𝑡=0 s. The irradiation 

of the deposited material is examined during the 2nd and 5th layer placement, under 25 

Hz/4.75 ms (Figure 5.6) and 100 Hz/1.1 ms (Figure 5.7) pulsing conditions. The deposited 

material consists of one and four AS4/PEEK layers respectively. The predictions 

correspond to a velocity of 50 mm/s following the heat flux profiles of Figure 5.5a. The 

surface temperatures comprise consecutive heating/cooling cycles with timings dictated 

by the input heat flux (Figure 5.5a). A closer look at a pulse timescale is illustrated in 

Figure 5.8. The heating phase is as long as the pulse, whilst the repetition rate of the 

heating/cooling cycles is equal to the pulsing frequency. As a result, the material is 

subjected to more cycles at the higher frequency of 100 Hz. The longer pulses of the 25 

Hz operation result in higher local maximum temperature; however, these decrease to 

lower values at the end of the period due to the longer cooling times before a new energy 

pulse is delivered (35.25 ms versus 8.9 ms). As the substrate thickness increases, greater 

temperatures are developed on the surface since the deposited layers, which have a low 

transverse conductivity, act as an insulating barrier to the heat diffusion towards the 

metallic tool. 
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(a) 

 
(b) 

Figure 5.6 Comparison of predictions on the surface of the deposited material at 50 mm/s: (a) 

2nd layer placement and (b) 5th layer placement under 25 Hz/4.75 ms operation. Nip point 

reached at t=0 s. 
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(a) 

(b) 

Figure 5.7 Comparison of predictions on the surface of the deposited material at 50 mm/s: (a) 

2nd layer placement and (b) 5th layer placement under 100 Hz/1.1 ms operation. Nip point 

reached at t=0 s. 
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Figure 5.8 Heating/cooling cycles during pulsing on the surface of the deposited material under 

two different source operations. Placement of 5th layer at 50 mm/s. 

Figure 5.9 Comparison of bulk temperatures in the deposited material during the 5th placement 

at 50 mm/s. Operation is 25 Hz/4.75 ms. Depth measured from the composite surface. 1D data 

have been downsampled. 
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Model I predictions of surface temperature on the deposited material are in close 

agreement with the results of the 2D model (Figures 5.6 and 5.7), with errors of up to 

10°C. An average error of 2°C is present across all examined scenarios. The timings of 

the heating/cooling cycles on the material surface are in full agreement (Figures 5.6 and 

5.8) due to the exact time discretisation in steps. The greatest deviations occur at 25 Hz 

and for the 5th ply placement due to the greater temperatures developed (Figure 5.6). At 

100 Hz, the maximum deviation for both placements is below 5°C (Figure 5.7). These 

minor deviations are attributed to the fact that the 1D simulation does not incorporate the 

heat conduction in the placement direction (Eq. (5.3)), in contrast to the 2D model (Eq. 

(5.1)). These effects have been assumed to be negligible due to the high Peclet number 

calculated; however, the specific tool examined features a very high conductivity which 

results in Peclet numbers corresponding to the conduction/advection of the tool being 

lower than unity. As a consequence, the reduction of the 2D domain to 1D for the tool 

introduces a discrepancy. However, this effect causes only small errors even at the low 

speed of 50 mm/s; it is expected that its influence is diminished at greater velocities where 

the Peclet number increases. Deviations of up to 5°C are observed inside the bulk of the 

substrate, as shown in Figure 5.9 for the 5th placement in the 25 Hz/4.75 ms scenario. The 

temperature oscillations created on the surface due to the pulsed operation are diminished 

even at one layer depth (0.18 mm). Lower temperatures are developed deeper in the 

material, whilst significant time lag is observed before these locations are affected by the 

incoming heat wave. 

5.3.2 Tow heating 

The predicted temperatures obtained by the 1D and 2D models for the incoming tow 

(Model II) surface are compared in Figure 5.10 for the two pulsing operations of 25 

Hz/4.75 ms (Figure 5.10a) and 100 Hz/1.1 ms (Figure 5.10b). These are the highest 

temperatures expected for the tow and therefore important predictions for material 

transformations. The heat flux profiles presented in Figure 5.5b have been utilised. The 

heating conditions of the tow are independent of the substrate thickness in both 

methodologies, and thus tow temperatures are similar during the 2nd and 5th placement. 

Similarly to the profiles on the deposited material surface (Figures 5.6 and 5.7), the tow 

surface undergoes periodic heating cycles followed by cooling with timings dictated by 

the flashlamp operation. The higher frequency conditions (Figure 5.10b) lead to a greater 
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number of cycles whilst the 4.75 ms long pulses of the 25 Hz case cause higher local 

temperatures (Figure 5.10a). The tow temperature for both pulsing conditions presents a 

more pronounced cooling stage compared to that for the deposited material profiles 

(Figure 5.7), approximately after 𝑡= -0.25 s, when the tow comes into contact and 

dissipates heat to the roller. Predictions of Model II with ±10% shorter/longer roller arc 

length, compared to the actual length in the 2D model, are presented in Figure 5.10a. The 

arc length affects the contact activation time in Model II, and thus the heat exchange 

between the tow and the roller. The 1D predictions start deviating noticeably when the 

timing involved has an uncertainty of ±10%, indicating the strong heat transfer interaction 

between the two bodies. 

Model II is in good agreement with the 2D model with an average error of 3°C and 

maximum of 12°C. Similarly to Model I, the deviations are attributed to the exclusion of 

longitudinal heat conduction as well as the 2D domain of the body in contact, the roller 

in this case. Differences are also introduced in this case due to the deformed mesh grid 

across the roller curved section in the 2D model. In addition, the linear velocity attributed 

to the elements which belong to this section follows their distance from the roller centre, 

ensuring they feature a common angular velocity as part of the same rotating body. Tow 

surface elements in the 2D model follow the same trajectory; however, elements towards 

the inner boundary of the roller have slightly lower linear velocity. The difference in 

velocities across the tow and roller thickness influences the thermal field evolution, but 

this effect is small. 
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(a) 

(b) 

Figure 5.10 Comparison of tow surface predictions at 50 mm/s: (a) under 25 Hz/4.75 ms 

operation; (b) under 100 Hz/1.1 ms operation. Nip point reached at t=0 s. 
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5.3.3 Consolidation zone 

A comparison of temperatures developed across the consolidation zone at 50 mm/s is 

provided in Figure 5.11 for different deposited material thicknesses, assuming ambient 

conditions at the start of each new placement. Profiles across different layer interfaces are 

examined, as this information is highly relevant for bond strength studies. Results of the 

1D model have been downsampled to an interval of 0.03 s to facilitate visualisation. The 

developed temperature decreases away from the nip point due to heat losses to the roller, 

tool and environment. Lower values are encountered at deeper material levels, whilst as 

the thickness increases, higher temperatures are developed due to the insulating effect of 

deposited layers. Predictions for the 4th and 10th placement are reported in Figures 5.12 

and 5.13, respectively, for a wider range of processing speeds. Five interfaces near the 

surface are examined for the thick substrate. The time span of the 30 mm long 

consolidation region is determined by the processing velocity in each case (Figures 5.12 

and 5.13). The heat flux inputs used in Model I and Model II for these runs at 25 and 100 

mm/s have been calculated similarly to the 50 mm/s case (Figure 5.5). Higher velocities 

lead to lower temperatures due to the shorter heating times of the deposited material and 

tow in the previous irradiation stage. The temperature oscillations created on the tape 

surfaces during irradiation have decayed in this region of the process. 

Model III achieves good accuracy with an average error of 4°C and a maximum error of 

14°C for all depositions and processing speeds. As in Model I and Model II predictions, 

these errors are attributed to the exclusion of longitudinal heat conduction effects, 

especially for the highly conductive tool, and the interaction of the stack with the roller 

body. As a result, both the tool and the roller representation as 1D bodies introduces errors 

in the 1D simulation. This effect is more noticeable for interfaces closer to the contact of 

the stack with the roller. The greatest deviations between the two methodologies in 

Figures 5.11- 5.13 are encountered for the 1st- 2nd layer interface predictions. 
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Figure 5.11 Predictions in the consolidation zone for consecutive placement assuming ambient 

initial conditions. Interface numbering is relative to the consolidated material surface. Velocity 

is 50 mm/s and operation is 100 Hz/1.1 ms. 1D data have been downsampled. 

Figure 5.12 Predictions in the consolidation zone during the 4th placement at different 

velocities, assuming ambient initial conditions. Interface numbering is relative to the 

consolidated material surface. Operation is 100 Hz/1.1 ms. 1D data have been downsampled. 
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Figure 5.13 Predictions in consolidation zone during the 10th placement at different velocities. 

Interface numbering is relative to the consolidated material surface. Operation is 100 Hz/1.1 ms. 

1D data have been downsampled. 
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0.67 to 0.77 TFLOP. This difference is because each layer introduces a larger number of 

elements in the 2D analysis due to the 0.09 m long geometry. Computational effort 

increases proportionally to the pulsing frequency but decreases with speed for both 

models due to the changes in the number of steps involved. 

Figure 5.14 Computational effort needed by the two methodlogies for different processing 

scenarios of deposited material thickness, processing rate  and pulsing conditions. 

The 1D simulation requires significantly lower solution times due to the fewer elements 

in the analysis. Each submodel represents only a single 1D through-thickness section of 

the 2D model, thus the solution is carried out for only a small number of elements 

compared to the 2D version. In addition, the solution for the consolidation zone by Model 

III uses longer timesteps which contributes to the overall method efficiency. The 

decoupling of the time discretisation between the irradiation and consolidation zones is 

specifically advantageous in cases of residual heating effects during consecutive 

placements. Furthermore, the temperature evolution beyond the roller is critical in the 

prediction of material phenomena reflecting the final part quality, such as crystallinity 

and bonding strength development. Very high computational times are required by the 
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2D model even for the configuration of this study in which the geometry length outside 

the roller contact part is only 16 mm. Simulating a longer window would add a great 

number of elements and result in a severe computational penalty. The 1D simulation 

accomplishes the simulation of longer processing cycles by extending the analysis time 

of Model III, with no need of a larger geometry domain. Timesteps of 10 ms were used 

for Model III in this study; however, their duration can increase gradually away from the 

roller region, subject to analysis convergence and desirable time resolution. In addition, 

savings in computation times are expected during the simulation of consecutive layer 

placements since Model II predictions can be obtained once and used in the modelling of 

every processing cycle at equivalent conditions, reducing computational effort further. 

5.5 Concluding remarks 

A 1D heat transfer simulation of ATP was put forward in this chapter which represents 

the deposited material, incoming tow and resulting composite stack as distinct 1D 

through-thickness models. Appropriate transfer of temperature information ensures field 

continuity and inclusion of residual heating effects. The accuracy of the model was 

examined against the 2D model developed in Chapter 4. Deviations up to 14°C were 

found and attributed mainly to the exclusion of heat conduction in the placement direction 

in the metallic tool. The 1D simulation requires only 1-2% of the computational effort 

compared to the 2D analysis, indicating a significant gain in solution times for a minor 

trade off in accuracy. This exceptional efficiency is partially attributed to the decoupling 

of the irradiation and consolidation domains, a highly advantageous feature of the 1D 

simulation. Longer timesteps can be used across the consolidation and subsequent cooling 

stage allowing the investigation of temperatures throughout the process more efficiently.  
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6. Multi-objective optimisation of flashlamp-assisted ATP  

6.1 Introduction 

In this chapter, a multi-objective optimisation of the flashlamp-assisted ATP process is 

developed by coupling the 1D heat transfer simulation developed in Chapter 5, the 

constitutive models of interlaminar bonding and thermal degradation detailed in section 

3.6, and a Genetic Algorithm implemented in MATLAB. The optimisation framework is 

employed to identify conditions of processing velocity, frequency and heater power 

which accomplish a desirable trade-off between production rate, maximum bonding 

strength, and suppression of thermal degradation effects during the manufacture of multi-

layered thermoplastic composite parts.  

6.2 Degradation model 

6.2.1 TGA results 

The results of dynamic TGA experiments at different heating rates are plotted in Figure 

6.1. The methodology followed is detailed in section 3.6.3.Weight loss for the AS4/PEEK 

in air atmosphere commences at temperatures as low as 450°C (Figure 6.1a); however, 

this threshold shifts to higher temperatures with increasing heating rates, approximately 

to 600°C at 50°C/min. This is reflected in the derivative of weight loss with the curves 

shifting to higher temperatures with faster rates (Figure 6.1b). This is attributed to the fact 

the exposure time to oxidative high temperature conditions is longer than at slow rates, 

which promotes greater progress of decomposition reactions. The material is fully 

decomposed at approximately 620°C and 800°C for the slowest (2°C/min) and fastest 

(50°C/min) heating rates respectively.  

Figure 6.2 presents the results of the five isothermal TGA tests conducted in the 530-

610°C temperature range with an increment of 20°C. Overall, higher isothermal 

temperatures result in faster sample decomposition (Figure 6.2a) as the process is 

thermally activated. In this case, the derivative curves of weight loss shift to shorter times 

with increasing isothermal temperature (Figure 6.2b). The material fully decomposes at 

the end of the runs except the 530°C case for which the experiment time was not 

sufficient. Full decomposition occurs in 30 min at 610°C, whereas it requires more than 

140 min at 530°C.  
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(a) 

 
(b) 

Figure 6.1 TGA results under dynamic conditions for the AS4/PEEK material in air:  (a) 

sample weight loss and (b) weight loss rate. 
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(a) 

 
(b) 

Figure 6.2 TGA results under isothermal conditions for the AS4/PEEK material in air: (a) 

sample weight loss and (b) weight loss rate. 
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Figure 6.3 Decomposition stages for AS4/PEEK at 10°C/min in air. 

The different decomposition stages of AS4/PEEK in air are identified in Figure 6.3 for 

the dynamic TGA trace at 10°C/min. In total, four processes are distinguished resulting 

in substantially different reaction rates. At this heating rate, PEEK degrades into char and 

gaseous products across the 500-630°C temperature range. The first decomposition 

mechanism starts at around 500°C. The second and third stage commence at 

approximately 550 and 600°C respectively. The sample weight is reduced by 4, 23 and 

38% by the end of the first, second and third stage respectively. Decomposition of carbon 

fibres takes place over 630°C. As a result, the weight at the end of third stage (≅ 62%) 

coincides with the weight fraction of the carbon fibres in the sample (𝑤𝑓). In this case, 

the estimated value corresponds to approximately 0.55 fibre volume fraction for 

representative density values, which is 0.05 lower than the nominal value of 0.6 (section 

3.2). The exact fibre fraction is expected to vary around the nominal value due to the 

small size of the sample used in the TGA experiments. 
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6.2.2 Degradation kinetics model 

The kinetics parameters determined based on the fitting procedure for the model 

represented by Eqs. (3.25) - (3.27) are reported in Table 6.1. The fitting was performed 

on both the dynamic and isothermal TGA data reported in section 6.2.1. The fibre weight 

fraction (𝑤𝑓) determined for each experiment to represent the sampling variability is 

detailed in Table 6.2. These values are within the 0.6-0.7 range, as constrained during the 

fitting (section 3.6.3).   

Table 6.1 Kinetic parameters for the four decomposition stages of the AS4/PEEK tape. 

Stage 𝑨𝒊 (1/s) 𝑬𝒊 (J/mol) 𝐧𝒊 𝐦𝟏𝒊 

1st 4.747×108 2.1730×105 1.06×10-1 1.48×10-1 

2nd 2.500×109 1.7786×105 1.05 7.09 

3rd 2.432×1012 2.5220×105 6.55×10-4 1.05 

Fibre 1.217×105 1.3638×105 7.32×10-2 2.03×10-1 

 

Table 6.2 Fibre weight fraction fitted for each TGA run. 

Dynamic tests Isothermal tests 

2°C/min 0.70 530°C 0.70 

5°C/min 0.60 550°C 0.60 

10°C/min 0.70 570°C 0.70 

20°C/min 0.62 590°C 0.70 

50°C/min 0.60 610°C 0.70 
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(a) 

(b) 

Figure 6.4 Comparison of the experimental and simulated degrees of conversion under (a) 

dynamic and (b) isothermal conditions for the AS4/PEEK tape in air. 
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A comparison of kinetics model and experimental TGA data for the AS4/PEEK in air is 

shown in Figure 6.4. The residual error between the two data sets averaged by the number 

of data points is shown in Figure 6.5 for the different heating conditions. The error is 

almost uniform across the different experiments ranging from 0.01 to 0.025; however, it 

is almost two times higher at 0.05 for the isothermal 610°C experiment. This is attributed 

to the fact that the decomposition has already started prior to reaching this temperature 

value and establishing isothermal conditions, which introduces an error during fitting.  

Figure 6.5 Average residual error in fractional degre of degradation between the kinetics model 

and experimental data for the different heating conditions. 

6.3 Verification of bonding predictions 
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models as the implementation described in section 3.6.2. As shown in Figure 6.6, 
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s time increments used [124]. This assessment is carried out based on final values rather 

than the reaction profile due to lack of data. However, this is sufficient given that the 

objectives evaluation in this study is solely based on final values.  
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Figure 6.6 Verification of intimate contact (𝐷𝑖𝑐), autohesion (𝐷ℎ) and bonding (𝐷𝑏) estimations 

against values predicted in [124] for similar temperature and pressure profiles. 

6.4 Optimisation scheme 

A multi-objective optimisation scheme of ATP was developed by coupling the APDL 

solver with the GA available in MATLAB R2021 [215]. The overall scheme information 

flow is outlined in Figure 6.7. In each step, MATLAB exports an APDL input file 

containing a set of design variables as dictated by GA and triggers the execution of the 

FE solution. Once the heat transfer analysis has been completed, the temperature data are 

imported in MATLAB for the calculation of degree of bonding (Eqs. (3.17) - (3.21)) and 

thermal degradation (Eqs. (3.25) - (3.27)) across the stack with the parameters reported 

in Table 3.6 and Table 6.1 respectively. The objective function vector is evaluated, and a 

new APDL input file is created with the set of design variables for the next run. The 

following sections provides more information about the process model and the GA setup. 

6.4.1 Process model 

The process model utilised for the multi-objective optimisation of ATP integrates the 1D 

FE simulation developed in Chapter 5, the bonding development model described in 

section 3.6.2, and the degradation kinetics model of AS4/PEEK reported in section 6.2.2. 

The 1D simulation was favoured over the 2D version (Chapter 4) due to its significantly 

faster computation and minor trade-off in accuracy (section 5.4). Furthermore, the 
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simulation features a structure which allows efficient solutions of multiple layer 

placements incorporating residual heating and longer processing cycles, making full use 

of the capabilities of the simplified model presented in Chapter 5. 

 

Figure 6.7 Flow of information between GA and FE solver. 

The examined ATP setup features the geometry illustrated in Figure 5.1. For this 

optimisation, the ambient zone length (𝐶) is adjusted for every speed so that the 

temperature field is monitored for 5 s in total after the roller contact patch. The heating 

source represents the humm3® system detailed in Chapters 4, 5 and section 3.3.1; 

however, its average power is considered in the 4.4 – 11 kW range to expand the process 

design/optimisation envelope. This power range is in line with the capabilities of 

humm3® systems. The duty cycle is independent of power following Eq. (3.2). A single 

parameter 𝑍 ∈ [1, 2.5] is employed to control the power, with the lower and upper bounds 

corresponding to 4.4 kW and 11 kW of average power respectively. The irradiance 

distributions provided in section 4.3 act on the tapes, with their values scaled up linearly 

to match the pulsing power in each case. In addition, the profiles are transformed for use 

in the 1D simulation according to the pulsing conditions and processing speed, as 

described in Figure 5.3 and shown in Figure 5.5 for two pulsing conditions at 50 mm/s. 
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(a) 

 
(b) 

Figure 6.8 Computation of (a) degree of degradation and (b) degree of bonding for multiple 

placements. The regions each calculation takes place are represented with lines. m denotes 

region number and n placement number. 

The solution of the constitutive models is outlined in Figure 6.8 for the manufacturing of 

multi-layered components. Overall, the implementation ensures that the history of the 

stack degradation and degree of bonding is maintained throughout multiple processing 
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cycles. Degradation calculations are performed across 𝑚 = 𝑛 + 1 regions during the 𝑛-

th placement (Figure 6.8a). These regions include the tow (𝑚 = 2) and deposited 

material (𝑚 = 3) irradiation surfaces, which are expected to experience the highest 

temperatures during processing. These effects are also important on the tow back surface 

(𝑚 = 1), which also develops high temperatures and acts as the deposited material 

surface for the next cycle. Degradation is also calculated across the layer interfaces in the 

deposited material. The incoming tow is assigned a very low initial degradation value of 

0.001 since the material is assumed to be in pristine condition. On the other hand, the 

initial condition for the deposited material surface (𝑚 = 3) is carried over from the 

previous placement. The incoming tow and substrate surfaces typically develop different 

temperatures and thus potentially different conversions. A single value is assigned to the 

newly formed interface commencing from the nip point, which is the highest of these two 

values, assuming that the contact between the tow-deposited material does not influence 

decomposition. Degradation calculation is then performed across the bondline and 

ambient region with that initial condition. Temperature and degradation are assumed to 

be the state variables of the kinetics model used (Eq. (3.25)) without any other effects 

induced by the dynamic character of the process, which is in line with previous studies. 

As a result, the model developed in section 6.2.2 is applicable to ATP conditions which 

involve substantially higher heating rates than those tested with TGA. Bonding 

calculations are carried out for 𝑚 = 𝑛 − 1 regions during the 𝑛-th placement, which is 

equal to the number of composite interfaces in the stack (Figure 6.8b). Autohesion 

development takes place across the whole process for all interfaces. On the other hand, 

intimate contact develops only across the roller contact patch for the newly formed 

interface (𝑚 = 1), as well as the interfaces deeper inside the deposited material. 

The pressure distribution (𝑃𝑎𝑝𝑝(𝑡)) under the compaction roller required for the intimate 

contact model is approximated by [216]: 

⎩
⎪
⎨

⎪
⎧ 𝜀(𝑥) =

𝑟 − √(𝑟 − 𝛥𝑑)2 + (𝑔𝑥)2

𝑟 − 𝑟𝑜

𝑃𝑎𝑝𝑝(𝑥) = 𝐸𝑐

𝜀(𝑥)

1 − 𝜀(𝑥)

𝑟𝑜

√(𝑟 − 𝛥𝑑)2 + (𝑔𝑥)2

 (6.1) 
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where 𝛥ℎ = 𝑟 − ℎ𝑟, ℎ𝑟 is the distance of the roller centre to the surface in contact at the 

deformed position, 𝑟𝑜 is the roller inner diameter, 𝐸𝑐 the effective compression modulus 

and 𝑔 a scaling factor. The spatial 𝑥 coordinate is with respect to the distance from the 

roller centre.  

The solution expressed by Eq. (6.1) corresponds to a deformable roller pressed against a 

flat rigid surface. Therefore, the predicted pressure distribution corresponds to the roller-

composite interface with no dependence on the composite thickness or temperature. 

Studies addressing the compaction problem in ATP have focused the analysis on the 

composite or the roller, treating the other body as rigid [67, 69, 107, 216]. This is 

necessary as the highly nonlinear behaviours of these materials lead to increased 

complexity. Here, the roller is assumed to be highly deformable so that a solution 

corresponding to a rigid composite-tool assembly applies. Furthermore, representative 

pressure profiles are adequate for the purposes of this study since processing outcomes 

sensitive to the roller-composite mechanical interaction such as the composite thickness, 

residual stresses and void dynamics are not included in the analysis. Optimising for these 

effects would require incorporation of additional physics in the simulation. As a result, 

the predicted pressure distribution acts on all interfaces in the deposited material. 

 

Figure 6.9 Symmetric pressure distribution applied to composite interfaces at different 

processing speeds. The roller centre is reached at t=0 s. 
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The model parameters (𝐸𝑐, 𝛥ℎ and 𝑔) have been estimated empirically in [216] by fitting 

to FE analysis results under different compaction forces. The values extracted apply to 

the roller of this study. The roller external and internal radii were set at 25 and 10 mm 

respectively. The predicted pressure distribution at the roller-composite interface is 

illustrated in Figure 6.9 for different processing rates. The distribution is symmetrical 

around the roller centre and velocity influences the compaction time only. Equivalent 

pressure distributions have been measured [124] and predicted [216] for the combination 

of elastomeric rollers and AS4/PEEK composites. 

6.4.2 Genetic algorithm setup 

The GA employed for the multi-objective problem in MATLAB (𝑔𝑎𝑚𝑢𝑙𝑡𝑖𝑜𝑏𝑗) [215] is 

a variant of the Non-dominated Sorting Genetic Algorithm (NSGA-II) [208]. The 

algorithm favours design variable vectors (individuals) which result in better objective 

function vectors (fitness value). At the first step, the algorithm creates an initial random 

population of uniform distribution (𝐶𝑟𝑒𝑎𝑡𝑖𝑜𝑛𝐹𝑐𝑛 → 𝑔𝑎𝑐𝑟𝑒𝑎𝑡𝑖𝑜𝑛𝑢𝑛𝑖𝑓𝑜𝑟𝑚) and user 

defined size (𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒). These sets of variables are created with respect to the 

upper (𝑢𝑏) and lower (𝑙𝑏) bounds defined for each design variable. The variables are 

converted to binary numbers with 0 or 1 digits (𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑡𝑦𝑝𝑒 → 𝑏𝑖𝑡𝑠𝑡𝑟𝑖𝑛𝑔). Each 

design variable can take 2𝑛 discreet values in the [𝑙𝑏, 𝑢𝑏] range, where the value of 𝑛 

effectively controls the variable resolution. A fraction of 80% of the next generation 

individuals are created by crossover (𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛), 5% by the current generation 

best performers (𝐸𝑙𝑖𝑡𝑒𝐶𝑜𝑢𝑛𝑡) and the rest through a mutation procedure. The selection 

of parents for crossover is carried out by examining four random individuals and choosing 

the best as a parent though a tournament section process (𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝐹𝑛𝑐 →

𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝑡𝑜𝑢𝑟𝑛𝑎𝑚𝑒𝑛𝑡). The algorithm combines two parents to form a crossover 

offspring for the next generation. Uniform crossover is used in this implementation. A 

random binary vector, with a size equal to the design variable vector, is generated and the 

algorithm selects a gene from the first parent where the vector is 1, and one from the 

second parent where the vector is 0 (𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝐹𝑐𝑛 → 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑). During 

the mutation, the algorithm makes small random changes in the population to ensure 

genetic diversity and achieve a broader search of the variables space. Here, the mutation 

function randomly generates changes in the population genes with respect to the last 

successful or unsuccessful generation (𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝐹𝑐𝑛 → 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑑𝑎𝑝𝑡𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒). 
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The iterative procedure for finding the best individuals, thus the Pareto front, continues 

until the maximum number of requested generations is exceeded (𝑀𝑎𝑥𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠), or 

if the average relative change of the Pareto solutions over a selected number of recent 

generations (𝑀𝑎𝑥𝑆𝑡𝑎𝑙𝑙𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠), 5 generations here, is lower than a tolerance 

(𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒), set at 10-2 here. The spread of solutions is a measure of the 

movement of the Pareto set on the objectives space. Parameters of this implementation 

are summarised in Table 6.3. An extensive sensitivity study was performed to select these 

parameters examining the impact on the fitness value of the Pareto points in relation with 

the computational effort. 

A penalty equal to ten times the original value is added to the objective function terms 

which do not satisfy the constrains. As a result, these individuals are assessed as 

inefficient by the algorithm and eliminated in subsequent generations by not being part 

of the crossover or carry over procedure. This penalty is introduced during the objective 

function evaluation without the use of integrated GA commands in MATLAB.  

Table 6.3 GA configuration options used in MATLAB implementation. 

GA input Value 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒 100 

𝑀𝑎𝑥𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 30 

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝐹𝑐𝑛 → 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝑡𝑜𝑢𝑟𝑛𝑎𝑚𝑒𝑛𝑡 → 𝑠𝑖𝑧𝑒 4 

𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛 0.8 

𝐸𝑙𝑖𝑡𝑒𝐶𝑜𝑢𝑛𝑡 0.05 

𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 10-2 

𝑀𝑎𝑥𝑆𝑡𝑎𝑙𝑙𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 5 

 

6.4.3 Optimisation objectives and variables 

The design variables for the multi-objective optimisation of ATP are the processing rate 

(𝑢𝑥), the flashlamp system frequency (𝐹) and power scaling factor (𝑍) which controls 
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the system average power in the 4.4 kW - 11 kW range. As a consequence, the design 

variables vector is formed as 𝒙 = [𝑢𝑥 , 𝐹, 𝑍]𝑇.  

The system pulse duration for a given frequency is calculated using Eq. (3.2): 

𝑝 =
𝐷 

𝐹
 (6.2) 

The range and discretisation of the optimisation variables are summarised in Table 6.4.  

Velocity has values in the 20 to 320 mm/s range with a uniform interval of 20 mm/s. The 

frequency is in the 25 - 100 Hz range, with increments of 5 Hz. The scaling factor (𝑍) is 

in the 1- 2.5 range, acquiring 16 possible values in total, with the lower bound 

representing the 4.4 kW power and the upper bound the maximum available power of 11 

kW. These ranges and choice of discretisation result in 4096 (212) possible sets of 

processing parameters. 

Table 6.4 Ranges of the optimisation design variables. 

Variable Range Discreet values Increments 

𝑢𝑥 [20, 320] 16 20 mm/s 

𝐹 [25, 100] 16 5 Hz 

𝑍 [1, 2.5] 16 0.1 

 

The optimisation scheme targets to maximise the production rate and bond quality of the 

part whilst suppressing thermal decomposition effects. The productivity objective is 

directly linked to 𝑢𝑥 , assuming all placement steps during the component manufacture 

are carried out with a single constant processing rate. The bond quality is represented by 

a single value which is the average degree of bonding predicted across the stack interfaces 

after 𝑛 placements, denoted as 𝐷𝑏
̅̅̅̅ . The suppression of thermal degradation is ensured by 

minimising the maximum degree of degradation during manufacture.  

A set of constrains is introduced for this optimisation. The minimum degree of bonding 

developed in the stack is constrained above a threshold value, equal to 0.10, to ensure 

sufficient interlaminar strength for part handling and integrity against gravitational and 

placement forces. On the other hand, the maximum degree of degradation should be kept 
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low to avoid deterioration of the part mechanical properties. This threshold has been set 

below 0.01 in previous studies [104, 107]. For this study, values up to 0.30 are allowed 

to elucidate the influence of processing conditions on decomposition. The conditions are 

restricted further in a second stage of analysis to consider this aspect.  

At the end of the 𝑛-th placement, the objective function for 𝑖 ∈ (1, 2, . . . , 𝑛) calculation 

regions (section 6.4.1) is defined as: 

𝒇(𝑢𝑥, 𝐹, 𝑍) =

⎩
⎪
⎨

⎪
⎧ 𝑓1 = 1 −

∑ 𝐷𝑏 (𝑖,𝑛)
𝑛−1
𝑖=1

𝑛 − 1
= 1 − 𝐷𝑏

̅̅̅̅  

 𝑓2 = 1 
𝑢𝑥

⁄

 𝑓3 = max ( 𝑐(𝑖+1,𝑛) )  

 

(6.3) 

under the constrains:  

min (𝐷𝑏 (𝑖,𝑛)
) ≥ 0.10  and   max(𝑐(𝑖+1,𝑛) ) ≤ 0.30 

where 𝐷𝑏 (𝑖,𝑛)
 and 𝑐(𝑖,𝑛) denote the degree of bonding and degradation developed across 

the 𝑖-th interface during the 𝑛-th placement (section 6.4.1). Objective 𝑓1 is evaluated by 

subtracting 𝐷𝑏
̅̅̅̅  from unity, which leads to the maximisation of the quantity during the 

minimisation of the overall term. Similarly, objective 𝑓2 is calculated as the inverse of 

processing rate, which translates to deposition time per unit length of processed tape. 

6.5 Multi-objective optimisation 

6.5.1 Pareto front and resulting trade-offs 

The three-dimensional objective space of this optimisation is plotted in Figure 6.10. The 

results correspond to the placement of five layers on a single-layer deposited part, with 

the progression of material reactions being maintained throughout the manufacture as 

detailed in section 6.4.1. Each objectives triplet is coloured coded according to the 

average flashlamp power which ranges from 4.4 to 11 kW. Sixteen generations were 

executed by the GA before the stopping criterion concerning the average relative change 

of the Pareto solutions is met and the optimisation is terminated (section 6.4.2). As a 

result, the total number of variable sets tested is 1600 with 1405 of these satisfying the 

optimisation constrains (Eq. (6.3)). The eliminated cases correspond to objective values 
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which exceed the thresholds defined, and consequently receive a severe penalty (section 

6.4.2). 

Figure 6.10 Two different views of the population and Pareto front of the three-objective 

optimisation of the ATP process. 
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The average degree of bonding (𝐷𝑏
̅̅̅̅ ) achieved with the examined process configuration 

and variables selection (Table 6.4) varies from 0.15 to 0.39, with thermal degradation 

values up to 0.30 mainly developed on the tow surface (Figure 6.10). The lowest value of 

𝐷𝑏
̅̅̅̅  and highest value for max(𝑐) are in line with the constrains defined for this 

optimisation (Eq. (6.3)). The deposition time per unit length of tape (𝑓2) ranges from 7.14 

to 50 s/m, which corresponds to velocities of 140 mm and 20 mm/s respectively. 

However, only a small number of cases feature at slow speeds such as 20 mm/s. These 

are present in the 1st generation in which the GA generates a uniform initial population, 

but are not selected as elite offspring and are soon eliminated as crossover parents for the 

next generations due to their inferior performance in all three objectives compared to 

other candidate solutions (Figure 6.10). As a result, the slowest velocity near the Pareto 

front is 40 mm/s. On the other hand, triplets featuring speeds greater than 140 mm/s 

receive a penalty for not achieving 𝐷𝑏 values above the 0.10 threshold defined for this 

optimisation (Eq. (6.3)). As a consequence, only a narrow velocity range (40-140 mm/s) 

of the initially available range (20-320 mm/s) leads to minimisation of the problem 

objectives while satisfying the constraints defined. 

The estimated Pareto front is presented in Figure 6.10, consisting of 10 points in the 3D 

objective space. The objective values of each Pareto point are detailed in Table 6.5. Pareto 

points score average bonding values in the 0.17-0.39 range, featuring processing times 

(𝑓2) within the 8.33-25 s/m range, and leading to degradation values (𝑓3) of up to 0.185. 

Projections of the 3D objective space on 2D surfaces are provided in Figure 6.11 to aid 

with the visualisation of the Pareto front and investigation of involved trade-offs. 

According to Figure 6.11a, interlaminar strength and productivity are in strong 

competition, as none of the points minimise objectives 𝑓1 and 𝑓2 simultaneously. High 

velocities improve production rates but result in low temperatures and shorter 

consolidation times, hindering the development of intimate contact and autohesion. High 

power levels generally improve 𝐷𝑏
̅̅̅̅  (Figure 6.11a) since bonding processes are thermally 

activated; however, low velocities have a stronger influence in achieving high degree of 

bonding. Specifically, Point 1 in Table 6.5 reaches a 𝐷𝑏
̅̅̅̅  value of only 0.17 at 140 mm/s 

although it utilises the full 11 kW average power. Reducing the velocity to 80 mm/s yields 

bonding values up to 0.33 for equivalent power levels (Point 4). This 75% increase of 
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production time translates to 94% improvement in bonding state. Further increase of 𝐷𝑏
̅̅̅̅  

to 0.39 requires a velocity reduction to 40 mm/s (Point 10). 

Table 6.5 Pareto front solutions and process variables after 16 generations. 

Point 𝒇𝟏  𝒇𝟐 (s/m) 𝒇𝟑 𝒖𝒙 (mm/s) 𝒇 (Hz) �̅� (W) 

1 0.83 7.14 0 140 100 11000 

2 0.79 8.33 0 120 70 11000 

3 0.73 10.00 0 100 100 11000 

4 0.67 12.5 0 80 90 11000 

5 0.66 16.67 0 60 100 9240 

6 0.65 16.67 0.010 60 100 9680 

7 0.64 16.67 0.021 60 100 10120 

8 0.63 16.67 0.045 60 100 10560 

9 0.62 16.67 0.084 60 100 11000 

10 0.61 25.00 0.185 40  100 8360 

 

Point 5 in Table 6.5 scores a greater 𝐷𝑏
̅̅̅̅  than Point 4 due to the lower velocity at 60 mm/s; 

however, a marginal improvement of 0.01 in 𝐷𝑏
̅̅̅̅  is accomplished due to the simultaneous 

power decrease of approximately 2 kW. This behaviour is explained in Figure 6.11b 

which illustrates the objective space projected onto the 𝑓1- 𝑓3 plane. A strong trade-off 

between degree of bonding and thermal degradation is indicated. This is attributed to the 

fact that high temperatures facilitate fusion bonding but can trigger thermal 

decomposition under specific conditions. The conditions leading to thermal degradation 

correspond to points 5 to 10 in Table 6.5, with Point 5 representing the extreme case 

before thermal degradation effects progress above 0.01. The observed power drop is 

applied by the algorithm to maintain the degradation value of Point 5 at a minimum whilst 

achieving slightly higher 𝐷𝑏
̅̅̅̅  than Point 4. Without this adjustment, Point 5 would score a 

0.19 degradation value matching Point 9 since both feature the same velocity (Table 6.5). 

Points 6 to 9 utilise increasing power almost in a linear way since this leads to improved 

𝐷𝑏
̅̅̅̅  values, despite the fact that the values for objectives 𝑓1 and 𝑓3 are equivalent or inferior 

to Point 5. Minimising the thermal degradation at 40 mm/s whilst yielding the highest 
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interlaminar strength in the population necessitates a further reduction of power down to 

8.3 kW (Point 10).  

(a) 

(b) 

Figure 6.11 2D representation of the population and Pareto solutions as projected on: (a) 𝑓1-𝑓2 

and (b) 𝑓1-𝑓3 objective surfaces. 
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According to the design variable values of the Pareto solutions (Table 6.5), this 

optimisation favours high frequency operations with 80% of points utilising a frequency 

of 100 Hz. Point 2 features a frequency below 90 Hz; however, this outlier value is 

attributed to incomplete convergence under the GA termination criteria selected, as 

determined by the inputs of 𝑀𝑎𝑥𝑆𝑡𝑎𝑙𝑙𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 and 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 (Table 

6.3). The utilisation of high frequencies near the Pareto front is also displayed in Figure 

6.12, in which the solutions are colour-coded based on the frequency of the heating 

source. Several low frequency points are present in this 2D projection, especially between 

Points 1 to 4, but these are located deeper along the 𝑓2 axis. The overall trend for high 

frequencies is attributed to the relationship between frequency and pulse duration as set 

by Eq. (6.2). Lower frequency operations require longer energy pulses to yield equivalent 

average system power, leading to greater surface temperature maxima on the tapes during 

the irradiation phase (Figure 4.7), which in turn increases the potential of decomposition. 

On the other hand, longer pulses lead to higher bulk temperatures (Figure 4.9) which can 

aid bonding of interfaces located near the surface. Nevertheless, the influence of longer 

pulses on thermal degradation is stronger in this optimisation. Consequently, high 

frequency operations achieve the lowest thermal degradation for a given degree of 

bonding value. Indicative of this effect is the minimisation of the thermal degradation 

scores with increasing frequency as illustrated in Figure 6.12 for Pareto solutions 4 to 10.  

The maximum 𝐷𝑏
̅̅̅̅  possible with the examined process configuration is 0.35 (Point 5 in 

Table 6.4) before thermal degradation is triggered severely and exceeds the 0.01 threshold 

commonly considered in aerospace applications. Pareto solutions suppressing thermal 

degradation represent different compromises between interlaminar strength and 

processing time, allowing the designer to balance these according to the requirements of 

a given application. However, quality is key for in-situ consolidation and therefore Point 

5 represents the conditions of highest bond strength achievable with minor thermal 

decomposition. Two-stage manufacturing programs combining ATP layup with post-

consolidation in autoclave or a press could boost throughput by selecting process setups 

among Points 1 to 4.  
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Figure 6.12 The 𝑓1-𝑓3 objective surface with the population with colour coded representing the 

flashlamp pulsing frequency. 

6.5.2 Computational efficiency  

Three design variables were utilised in this optimisation each acquiring 16 potential 

values (Table 6.4), resulting in 4094 potential sets of variables. However, the use of the 

GA algorithm led to the determination of the Pareto front after 16 generations, each 

consisting of 100 solutions. This corresponds to 40% of the total runs required for an 

exhaustive reach, which in turn translates to approximately 60% faster computation. The 

evolution of the Pareto front throughout the generations is presented in Figure 6.13. 

Substantial differences of the Pareto front are observed during the 10 first generations. 

However, only a marginal improvement, below 2% of the value for each objective, is 

accomplished during the last 6 generations. Therefore, the algorithm has yielded a 

satisfactory estimation of the Pareto front by the end of the 10th generation, requiring only 

25% of the computational effort of the exhaustive search. The GA inputs of 

𝑀𝑎𝑥𝑆𝑡𝑎𝑙𝑙𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠, 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 and 𝑀𝑎𝑥𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 can be tailored to 

increase the computational efficiency of this scheme further, with only a minor trade-off 

in accuracy. This is crucial for the application of the method to the manufacture of 

-0.05

0.15

0.1

0.25

0

0.3

0.05

0.2

0.6 0.65 0.7 0.75 0.8 0.85

30

40

50

60

70

80

90

100

Population
Pareto solutions

F
re

q
u

e
n

cy
 (

H
z)

9

3 14
6

8

10

5

7

2



125 
 

components requiring multiple optimisation runs, as a result of complex geometry, 

varying process inputs and higher number of layers than the scenario examined here. 

 

Figure 6.13 Evolution of population as viewed in the 𝑓1-𝑓3 2D projection. 

6.6 Concluding remarks 

A multi-optimisation scheme of the ATP process was developed by coupling the 1D 

simulation presented in Chapter 5 with a GA in MATLAB. The constitutive models of 

interlaminar strength (section 3.6.2) and thermal degradation (section 6.2.2) were 

integrated in order to calculate values of degree of bonding and thermal degradation 

across the produced part. Design variables of processing rate, flashlamp frequency and 

system average power were investigated in order to maximise bond strength and 

production throughput whilst avoiding thermal degradation effects. The results show 

strong trade-offs between bond strength and productivity, as well as between bond 

strength and thermal degradation. The highest value of average degree of bonding 

possible with the examined configuration is 0.35, before degradation exceeds the 0.01 

threshold. High frequency pulsing conditions are more suitable for this minimisation 

problem. The estimated Pareto front provides a set of optimal solutions with significantly 

compromises among the three objectives, with the determination of these achieved by 

testing only the 25% of the available set of variables due to the use of GA.  
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7. Real time remote estimation of nip point temperatures in 

ATP 

7.1 Introduction 

In this chapter, a monitoring strategy for ATP is put forward based on a combination of 

analytical solutions and temperature data acquired on the tool surface, in contact with the 

composite substrate, allowing the estimation of nip point temperature in real time. The 

method integrates an inverse solution to determine the heater power input from the 

temperature data and enhance the accuracy of nip point estimation. The accuracy of the 

scheme is assessed against the outputs of the 2D FE model (Chapter 4) for a wide range 

of process rates, number of substrate layers and tool materials. A virtual processing 

scenario is studied to showcase the scheme ability to identify condition changes and 

highlight the benefits of ATP process monitoring. 

7.2 Analytical approximation of heat transfer in ATP 

The analytical approximation combines two analytical 1D solutions describing the two 

different regimes of heat transfer in ATP. As the part is built up and the thickness 

increases, the heat transfer shifts from that of a material slab with finite thickness to a 

semi-infinite body. The transition between the two behaviours is indicated by the Fourier 

number [76] which expresses the ratio between conductive heat transport and power 

storage, with conductive transport being dominant for thin stacks whilst power storage 

governing heat conduction at high thickness. The Fourier number is: 

𝐹𝑜 =
𝑎𝑦𝑡

𝑑𝑠
2  (7.1) 

where 𝑡 is time - in the ATP case the time needed for the tape to reach the nip point after 

entering the irradiation heating zone - and 𝑑𝑠 is the thickness, which in ATP corresponds 

to the thickness of material already deposited on the tool. 
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(a) 

 

Figure 7.1 Heat transfer in ATP: (a) 2D representation; (b) simplification of geometry to a 

single material slab; (c) finite slab behaviour with averaged volumetric heating for 𝐹𝑜 > 1 ; (d) 

semi-infinite body behaviour under surface heating at greater thickness (𝐹𝑜 < 1). 
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In tape placement terms, a high Fourier number means that the material thickness is low 

and/or the process slow enough for a temperature gradient to be established across the 

thickness direction, whilst a low value implies the deposited material is too thick and/or 

the process too fast for a significant material depth to be affected by the incoming energy 

prior to the nip point. The existence of these two heat transfer regimes necessitates two 

different solutions to approximate conduction effects and a strategy for the transition from 

one behaviour to the other.  

The energy balance of the 2D heat transfer problem was reduced in section 5.2 (Eq. (5.2)) 

assuming the heat conduction in the placement direction is negligible, based on high 

Peclet number values, and material motion aligned with the x-axis: 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢𝑥

𝜕𝑇

𝜕𝑥
) = �̇� +

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (7.2) 

The next step of the approximation is to represent the deposited material and the incoming 

tow as a single slab which corresponds to the geometry at the nip point section, as seen 

in Figure 7.1. This material slab is heated at its surface, has a thickness (𝑑𝑠𝑡) equal to the 

total thickness the composite parts and length (𝐿) equal to the irradiation zone prior to 

the nip point. The thermal contact resistance between the two composites is assumed to 

be negligible although its effect has been found to be relevant [37].  

7.2.1 Finite slab approximation  

For the finite slab behaviour, assuming the material has a uniform temperature at the start 

of the irradiation zone and at the nip point, 𝑇1̅and 𝑇2̅, Eq. (7.2) can be approximated by: 

𝜌𝑐𝑝𝑢𝑥

𝜕𝑇

𝜕𝑥
− �̇�𝑒𝑓𝑓 = 0 (7.3) 

where �̇�𝑒𝑓𝑓 is the heat rate per unit volume across the path of the tape. Eq. (7.3) can be 

integrated in the [0, 𝐿] range to obtain:  

𝑇2̅ = 𝑇1̅ +
𝐿 �̇�𝑒𝑓𝑓
̅̅ ̅̅ ̅̅  

𝜌𝑐𝑝𝑢𝑥
 (7.4) 

where �̇�𝑒𝑓𝑓
̅̅ ̅̅ ̅̅   is the average volumetric heat rate across the tape path (�̇�

𝑒𝑓𝑓
̅̅ ̅̅ ̅ = ∫ �̇�

𝑒𝑓𝑓
 𝑑𝑥

𝐿

0

) 

from entry to the nip point.  
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Eq. (7.4) links the material temperature at the start of the irradiation and at the process 

nip point. Although the entry temperature in ATP is typically ambient and thus uniform, 

this is not true for the nip point section where steep through-thickness profiles are 

developed as a result of the energy delivered on the surface and the low transverse thermal 

conductivity of the material. To account for this, the temperature profile at the nip point 

location is assumed to have a bilinear shape as shown in Figure 7.1c. The temperature of 

the first ply is assumed to be constant (𝑇𝑛). In the rest of the material section, temperature 

decreases linearly to 𝑇𝑏 - the temperature of the tool surface. The nip point is at the 

interface between the incoming tow and substate at one ply depth (𝑑𝑝) having a 

temperature 𝑇𝑛. Calculating the average of the assumed profile yields: 

𝑇2̅ = 𝑇𝑛  (
𝑑𝑝 + 𝑑𝑠𝑡

2 𝑑𝑠𝑡
) + 𝑇𝑏  (

𝑑𝑠𝑡 − 𝑑𝑝

2 𝑑𝑠𝑡
)  (7.5) 

In the approximation expressed by Eqs. (7.3) - (7.5), the energy balance operates using 

the average temperature of the deposited material through the thickness, while surface 

heat flux becomes part of the heat rate term (�̇�𝑒𝑓𝑓). The total heat rate per unit volume 

incorporates contributions from the heating source irradiation (�̇�𝑖), latent heat due to 

matrix transformations (�̇�), natural convection (�̇�𝑐𝑜𝑛𝑣), and conduction losses to the tool 

(�̇�𝑡𝑜𝑜𝑙). Expressing these as average heat rates yields: 

�̇�𝑒𝑓𝑓
̅̅ ̅̅ ̅̅ = �̇��̅� + �̇�𝑡𝑜𝑜𝑙

̅̅ ̅̅ ̅̅ + �̇�𝑐𝑜𝑛𝑣
̅̅ ̅̅ ̅̅ ̅                                                                                                            (7.6) 

The latent heat term is assumed to be negligible compared to the power input of the 

heating source. 

The average power losses per unit volume of material due to contact with the tool can be 

approximated as the average heat transfer by conduction between the lower surface of the 

first ply and the lower surface of the material slab, assuming a linear increase of 𝑇𝑛 and 

𝑇𝑏 across the irradiation length: 

�̇�𝑡𝑜𝑜𝑙
̅̅ ̅̅ ̅̅ = −𝑘𝑦 (

𝑇𝑛 − 𝑇𝑏

𝑑𝑠𝑡−𝑑𝑝
)  

1

2 𝑑𝑠𝑡
                                                                                                            (7.7) 

Similarly, the power losses to air per unit volume due to convection can be approximated 

by: 
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�̇�𝑐𝑜𝑛𝑣
̅̅ ̅̅ ̅̅ ̅ = −ℎ (

𝑇1̅̅ ̅+ 𝑇𝑛

2
− 𝑇∞)

2

 𝑑𝑠𝑡
                                                                                                           (7.8) 

A factor of two is used to account for the two surfaces (deposited material and incoming 

tow) exposed to air convection. 

The average volumetric power input due to radiative heating is: 

�̇��̅� = �̅�𝑖
1

 𝑑𝑠𝑡
                                                                                              (7.9) 

where �̅�𝑖 denotes the average irradiance over the surface of material exposed to radiation.   

Combining Eqs. (7.6) - (7.9), the total heat rate per unit volume of material is: 

�̇�𝑒𝑓𝑓
̅̅ ̅̅ ̅̅ = �̅�𝑖

1

 𝑑𝑠𝑡
− 𝑘𝑦

𝑇𝑛  −  𝑇𝑏

𝑑𝑠𝑡 − 𝑑𝑝
 

1

2 𝑑𝑠𝑡
− ℎ (

𝑇1̅ +  𝑇𝑛

2
− 𝑇∞

)
2

 𝑑𝑠𝑡
 (7.10) 

Combination of Eqs. (7.4), (7.5) and (7.10) yields: 

𝑇𝑛 =

2𝑑𝑠𝑡𝜌𝑐𝑝𝑢𝑥𝑇1̅  +  2𝐸𝑖𝐿 +  ℎ𝐿(4 𝑇∞ − 2𝑇1̅)  +  [ 
𝑘𝑦 𝐿

𝑑𝑠𝑡 − 𝑑𝑝
 −  𝜌𝑐𝑝𝑢𝑥(𝑑𝑠𝑡  −  𝑑𝑝)]  𝑇𝑏

𝜌𝑐𝑝𝑢𝑥(𝑑𝑠𝑡  +   𝑑𝑝)  +  
𝑘𝑦 𝐿

𝑑𝑠𝑡  −  𝑑𝑝
 +  2ℎ𝐿

 (7.11) 

which expresses an approximation of the nip point temperature (𝑇𝑛) based on the 

measured tool temperature (𝑇𝑏), the power input (�̅�𝑖) and the thermal/geometrical 

properties of the deposited material. 

7.2.2 Semi-infinite body approximation  

As the substrate thickness increases the heat transfer phenomena approach the behaviour 

of a semi-infinite solid with a heat flux (�̇�𝑠𝑒) applied to its surface (Figure 7.1d). In this 

regime, the temperature at the tool surface is not affected by the irradiation on the surface 

of the deposited substrate, as the times involved are too short for the heating to propagate 

through the thickness of the low conductivity material. Eq. (7.2) was transformed from 

Eulerian to Lagrangian analysis reference frame in section 5.2 using the transformation 

𝑥′ = 𝑥 − 𝑢𝑥 𝑡 to obtain: 

𝜌𝑐𝑝

𝜕𝑇

𝜕𝑡
=

𝜕

𝜕𝑦
(𝑘𝑦

𝜕𝑇

𝜕𝑦
) (7.12) 

which for a prescribed surface heat flux has the following established transient semi-

infinite body solution [217]: 
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𝑇(𝑦, 𝑡) =  𝑇1
̅̅̅̅ + 2

𝑞𝑠𝑒

𝑘𝑦
√

𝑘𝑦 𝑡

𝜋𝜌𝑐𝑝
𝑒

−𝑦2𝜌𝑐𝑝
4𝑘𝑦𝑡 +

𝑞𝑠𝑒

𝑘𝑦
𝑦 (𝑒𝑟𝑓 (

𝑦√𝜌𝑐𝑝

2 √𝑘𝑦𝑡
) − 1) (7.13) 

Here 𝑒𝑟𝑓 is the error function and the average surface flux is: 

𝑞𝑠𝑒 = �̅�𝑖 − 2ℎ (
𝑇1̅̅ ̅+ 𝑇𝑛

2
− 𝑇∞)  (7.14) 

obtained similarly to Eq. (7.10) for a surface flux instead of volume heating rate. 

Combining Eqs (7.12) - (7.14) for the nip point position (𝑦 = 𝑑𝑝) and time equal to the 

travelling across the heating zone (𝐿/𝑢𝑥) results in: 

𝑇𝑛 =

𝑇1̅ +
(�̅�𝑖 + 2ℎ𝑇∞ − ℎ𝑇1̅)

𝑘𝑦
[2√

𝑘𝑦𝐿 
𝜋𝜌𝑐𝑝𝑢𝑥

𝑒

− 𝑑𝑝
2𝜌 𝑐𝑝𝑢𝑥

4𝑘𝑦𝐿 + 𝑑𝑝 (𝑒𝑟𝑓 (
𝑑𝑝√𝜌𝑐𝑝𝑢𝑥

2 √𝑘𝑦𝐿
) − 1)]

1 + ℎ [2√
𝑘𝑦𝐿 

𝜋𝜌𝑐𝑝𝑢𝑥
𝑒

− 𝑑𝑝
2𝜌 𝑐𝑝𝑢𝑥

4𝑘𝑦𝐿 + 𝑑𝑝 (𝑒𝑟𝑓(
𝑑𝑝√𝜌𝑐𝑝𝑢𝑥

2 √𝑘𝑦𝐿
) − 1)]

 (7.15) 

7.2.3 Transition between regimes  

The approximations represented by Eqs. (7.11) and (7.15) are effective for the case of 

thin and thick composite substrates respectively. The transition between the two 

behaviours is governed by the instantaneous Fourier number (Eq. (7.1)). Switching 

between these two behaviours can be done predictively by using the Fourier number and 

setting a threshold value of 1 for the transition. To ensure the transition in behaviour does 

not cause a discontinuity, a smooth step using the logistic function is selected between 

the two solutions: 

𝑇𝑛 = 𝑇𝑛
𝑜 +

𝑇𝑛
∞−𝑇𝑛

𝑜

1+𝑒𝐺(𝐹𝑜−1)                                                                                                                             (7.16) 

where 𝑇𝑛
𝑜 is the approximation corresponding to the thin stack of material calculated using 

Eq. (7.11) and 𝑇𝑛
∞ the approximation corresponding to a semi-infinite stack using Eq.  

(7.15). The breadth of the transition is controlled by the empirical parameter 𝐺, with a 

large 𝐺 corresponding to a discontinuous transition and a value of zero corresponding to 

the average of the two approximations. 
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7.3 Inverse estimation of irradiance from temperature measurements 

A value of average irradiance (�̅�𝑖) acting on the ATP cavity is required for the analytical 

solutions of Eq. (7.11) and Eq. (7.15). An initial estimate on each tape can be made: 

�̅�𝑖  
=   

 �̅� 𝑒

 𝑣 𝐿
 (7.17) 

where 𝑒 the conversion factor from electrical to optical power for the heater and 𝑣 the 

width of the irradiated area, typically 10-15% wider than the tape. 

The irradiance estimated by Eq. (7.17) can deviate significantly from the actual value 

because the conversion factor and irradiation area have high uncertainty. In addition, 

effective irradiance may vary across regions where the tool geometry alters the angle or 

distance of the source to the target surface. It is important for the accuracy of the analytical 

scheme to identify this input power during the process. An inverse calculation scheme is 

introduced here, using temperature measurements at the tool surface, based on the direct 

1D analytical solution of a two-layered body with a semi-infinite substrate, in the case 

here representing the tool, under a power-law varying surface flux [218]: 

𝑞(𝑦 = 0, 𝑡) = 𝑞𝑜 (
𝑡

𝑡𝑜
)
𝑛

  (7.18) 

Using the same transformation and assumptions as those utilised to obtain Eq. (7.12), but 

for the case of the tool incorporated in the model as a semi-infinite body, the temperature 

at the interface between the composite and the tool, which coincides with the sensor 

location during the 2nd deposition at  𝑦 = 𝑑𝑝 relative to the substrate surface, is [218]: 

𝑇(𝑑𝑝, 𝑡) = 𝑇1̅ +
𝑞𝑜𝐿

𝑘𝑦
√

4 𝑘𝑦 𝑡

𝜌 𝑐𝑝 𝑑𝑝
2 𝛤 (1 +

𝑛

2
)  (

4𝑡

𝑡𝑜
)

𝑛

2 (𝐻 + 1) [𝑖𝑛+1𝑒𝑟𝑓𝑐 (√
𝜌 𝑐𝑝 𝑑𝑝

2

4 𝑘𝑦 𝑡
) +

                       ∑ 𝐻𝑗𝑖𝑛+1𝑒𝑟𝑓𝑐 (
(2𝑗+1)√𝜌 𝑐𝑝 𝑑𝑝

2

√4 𝑘𝑦 𝑡
)∞

𝑗=1 ]    

(7.19) 

where 𝐻 =
𝜃−1

𝜃+1
 and 𝜃 = √

𝜌 𝑐𝑝𝑘𝑦

𝜌′𝑐𝑝′𝑘𝑦
′ with 𝜌′, 𝑐𝑝

′ and 𝑘𝑦
′ denoting the density, specific heat 

capacity and transverse conductivity of the tool material respectively. 
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Figure 7.2 Schematic of the triangular irradiance with the function segments expressed by Eq. 

(7.18), and the configuration of the 1D solution deployed for the inverse scheme. 

In general, the irradiance acting on the tapes follows an asymmetric bell shape, as 

predicted in section 4.3 and previous studies [40]. This can be approximated by a time-

varying triangular profile as illustrated in Figure 7.2, expressed by: 

𝑞(𝑡, 0) =

⎩
⎪
⎨

⎪
⎧

0 𝑡 < 𝑡𝑜

𝑞𝑜

𝑡 − 𝑡𝑜
𝑡𝑚 − 𝑡𝑜

𝑡𝑜 ≤ 𝑡 ≤ 𝑡𝑚

𝑞𝑜

𝑡∞ − 𝑡

𝑡∞ − 𝑡𝑚
𝑡𝑚 < 𝑡 ≤ 𝑡∞

0 𝑡 ≥ 𝑡∞

 (7.20) 

with 𝑞𝑜 representing the peak flux value applied at  𝑡 = 𝑡𝑚, whilst 𝑡𝑜 and 𝑡∞ determine 

the time span of irradiation. Each segment of this heat flux function can be derived from 

Eq. (7.18) with appropriate choice of parameters, and therefore used with Eq. (7.19). The 

interface temperature is the result of the superposition of these segments acting for their 

corresponding timings. The contribution of each segment is calculated using Eq. (7.19) 

and then the contributions are superimposed to estimate the interface temperature. An 

initial set of [𝑞𝑜 , 𝑡𝑜 , 𝑡𝑚, 𝑡∞ ] is needed with an Evolutionary Algorithm in the Solver of 

Microsoft Excel, which offers a versatile and more efficient implementation compared to 

other accessible platforms [205], deployed to identify the optimal set of parameters which 

satisfies: 

[𝑞𝑜, 𝑡𝑜 , 𝑡𝑚, 𝑡∞ ] = 𝑎𝑟𝑔𝑚𝑖𝑛 ∑ [𝑇(𝑞𝑜 , 𝑡𝑜 , 𝑡𝑚, 𝑡∞, 𝑡𝑖) − 𝑇𝑚(𝑡𝑖)]2
𝑖

                                                                  (7.21) 
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where the summation is over all the measured temperature (𝑇𝑚) acquired at times 𝑡𝑖.  

The average irradiance acting on the composites inside the ATP cavity is: 

𝐸�̅� = 𝑈 
1

𝑡∞ − 𝑡𝑜
∫ 𝑞(0, 𝑡) 𝑑𝑡

𝑡∞

𝑡𝑜

 (7.22) 

where parameter 𝑈 accounts for the fact that 𝐸�̅� is the average incident irradiance on the 

substrate and incoming tow, whilst the method identifies only the portion delivered to the 

substrate. For an equal power distribution between the substrate and incoming material 

the value of 𝑈 is 2. 

The irradiance acting on the tapes is expected to scale linearly with the total power of the 

heating source whilst changes to the processing rate only rescale the time variable of the 

distribution. In addition, the irradiance distribution is independent of the inlet temperature 

and deposited material thickness. Therefore, the distribution retrieved with this method 

corresponds to a placement path and can be used during future depositions across the 

same path regardless of the changes to these parameters. This method cannot be applied 

during the 1st ply deposition as the tool optical properties are different from the tapes, 

leading to an irradiance distribution not applicable to subsequent processing cycles with 

a composite substrate. 

7.4 Strategy of nip point temperature online monitoring 

An overview of the proposed strategy for in-process estimation of nip point temperatures 

in ATP is illustrated in Figure 7.3. The manufacturing of the composite part takes place 

on a tool with a number of sensors strategically placed. The sensors record and feed the 

controller continuously. Each sensor captures the tool surface temperature (𝛵𝑏) during 

the placement of a new layer, which is then used to approximate the nip point temperature 

at that location using Eq. (7.16). The working algorithm uses the position of the placement 

head to identify the sensor involved and post-process the data. The irradiance value (�̅�𝑖) 

and irradiation length (𝐿) needed are identified during the second ply deposition across 

the tool geometry via the inverse solution developed in section 7.3. The rest of the inputs 

for the remote calculation include the composite thermal properties (𝑐𝑝, 𝑘𝑦, 𝜌), 

processing velocity (𝑢𝑥), ambient temperature before irradiation (𝛵1̅), thickness of the 

stack (𝑑𝑠𝑡) and convection coefficient (ℎ). 
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Figure 7.3 Overview of the strategy for in-process nip point temperature estimation in ATP and 

utilisation of the modelling estimates for process control. 

Knowledge of the nip point temperature obtained using the approach presented here can 

allow adjustment of the process conditions through on-line control to maintain its value 

within an optimal envelope. The processing velocity and heat source power can be 

adjusted according to the sensitivity of the nip point temperature to these variables. This 

strategy allows conditions to be adapted as the process progresses and the build-up of 

thickness alters the heat transfer conditions. Furthermore, potential variability resulting 

in changes in heat transfer conditions around the part manufactured can be addressed. 
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7.5 Assessment of method performance against 2D model data 

The performance of the proposed scheme was assessed utilising predictions of the 2D 

finite element model developed in Chapter 4. The tool temperature input (𝑇𝑏) required 

for the analytical calculations, as well the profiles at one layer below the surface for the 

inverse solution, were provided by the FE model for each examined set of processing 

conditions. The FE model predictions correspond to the configuration modelled in 

Chapter 4, with the humm3® flashlamp system characterised in section 3.3.1 acting as 

the heater. The convection coefficient was set at 5 W/ m2/K whilst the entry temperature 

of the composite tapes and tool in the analysis frame was set at 20°C. 

A metallic tool and one made from insulating material are tested to challenge the 

application of the analytical scheme over a wide range of setups. The properties of 

representative metallic and insulating tool are reported in Table 3.5 and Table 7.1 

respectively. The tool thickness is 15 mm which is sufficient for semi-infinite body 

behaviour in both cases at the lowest velocity of 25 mm/s and a representative irradiation 

length of 50 mm (Eq. (7.1)). The analytical scheme and inverse solution use an average 

of the AS4/PEEK thermal properties over the 0-400°C range (section 3.6.1), which are 

reported in Table 7.1. The analytical calculations do not utilise the longitudinal thermal 

conductivity of the composite and roller, which in the 2D model feature artificially 

increased values by 10 times to accommodate meshing efficiency (section 3.6.1).  

Table 7.1 Average thermal properties of AS4/PEEK, elastomer and tool used in the analytical 

solutions. 

Material 
Specific heat 

capacity (J/kg/K)  

Transverse 
thermal conductivity 

(W/m/K) 
Density (kg/m3) 

AS4/PEEK 1290 0.6 1570 

Insulating tool 1500 0.25 1500 

 

An overview of the 1D analytical and FE models is given in Table 7.2. The latent heat of 

melting/crystallisation and heat conduction in the width direction is negligible in both 

analyses, whilst the interlayer and composite - tool contacts are considered perfect. On 

the other hand, the FE model uses temperature dependent thermal properties and spatial 
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distributions by ray tracing (section 4.3). The heater input for the analytical scheme is 

determined through the inverse solution presented in the following section. 

Table 7.2 Overview of the analytical and FE model comparison. 

Model feature/assumption Analytical scheme 2D FE model 

 Finite slab Semi-infinite  

Equation-Domain Eq. (7.11) - 1D Eq. (7.15) - 1D Eq. (7.2) - 2D 

Conduction in the 

thickness direction 

Bilinear profile 

(Figure 7.1c) 
Yes Yes 

Conduction in the 

placement direction 
Negligible Yes 

Conduction in the 

width direction 
Negligible Negligible 

Latent heat of 

melting/crystallisation 
Negligible Negligible 

AS4/PEEK thermal 

properties 
Constant Temperature-dependent 

Interlayer contact Perfect Perfect 

Composite/tool contact Perfect Perfect 

Radiative heating 
Averaged by inverse estimation 

(section 7.3) 

Spatial distributions by ray 

tracing (section 4.3) 

 

7.5.1 Inverse estimation of irradiance 

The temperature profiles on the tool surface predicted by the FE model during the 2nd ply 

deposition at 100 mm/s are plotted in Figure 7.4 for the metallic and insulating tooling. 

The profiles correspond to the temperature history of a material point which moves across 

the 110 mm long analysis frame at the interface between the first ply and the tool. The 

point enters the irradiation region at 0.2 s at a temperature of 20°C and reaches the nip 

point at 0.8 s after which a secondary temperature peak occurs due to the additional 
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energy the substrate gains in this case when it comes into contact with the hot incoming 

tow underneath the roller (0.8-0.94 s). Significantly higher temperatures develop on the 

surface of the insulating tool during deposition due to its low conductivity which reduces 

the dissipation of energy. In order to simulate typical noisy temperature sensor data, a 

Gaussian noise of zero mean value was added to the FE profiles (Figure 7.4). The standard 

deviation was set at 2°C for the metallic tool and 20°C for the insulating one, representing 

approximately 10% of the maximum temperature reached in each case. 

 

Figure 7.4 Temperature profiles (FE model) on the tool surface during the 2nd ply deposition at 

100 mm/s used for the inverse calculation of irradiance on the substrate surface, before and after 

the addition of Gaussian noise. 

The inverse scheme introduced in section 7.3 was applied to determine the irradiance 

input (�̅�𝑖  
). For the parameter estimation in Eq. (7.21), an initial value of 𝑞𝑜 equal to 

8.8×105 W/m2 was used based on Eq. (7.17). This value corresponds to half of the 

available optical power (1.1 kW) delivered to the substrate, assuming equal distribution 

with the tow and a conversion factor from electrical to optical energy of 0.5, a tape width 

of 0.025 m and irradiation length of 0.05 m. The selection of initial values for the timing 

parameters relies on the synchronisation of the robotic head position and sensor data in 

the process. Here, in order to test the performance of the inverse method under realistic 

variability, an uncertainty of the temperature sensor position of ±10 mm was assumed 

0

10

20

30

40

50

0

50

100

150

200

250

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

M
et

a
ll

ic
 t

o
o

l 
te

m
p

er
a

tu
re

 (
°C

)

In
su

la
ti

n
g

 t
o

o
l 

te
m

p
er

a
tu

re
 (

°C
)

Time (s)

Insulating tool; no noise

Insulating tool; noise~ N(0,20°C)

Metallic tool; no noise

Metallic tool; noise~ N(0,2°C)



139 
 

which translates to ±0.1 s in the temperature-time data at 100 mm/s. As a result, the 

inverse scheme uses temperature data spanning from 0.1 to 0.9 s with the actual time 

window in the FE model being 0.2- 0.8 s. Consequently, 𝑡𝑜=0.1 s, 𝑡∞=0.9 s and 𝑡𝑚 was 

selected as their mean value at 0.5 s. The value of 𝑞𝑜 was constrained in the 105- 106 range 

whilst the time parameters were constrained to satisfy the inequalities in Eq. (7.20). 

The values of the triangular profile parameters determined by the inverse solution are 

reported in Table 7.3 for the two tool scenarios. For the metallic tool, results based on the 

original noiseless FE data and for 𝑡∞ fixed at 0.8 s are added to examine the effect of 

noise and location uncertainty, as well as to showcase the capability of the inverse method 

to cope with noise in the data. The inversion yields an error of 12% for the metallic tool 

data with noise and location uncertainty. The contribution of noise to this deviation is 

about 3%, whilst in the absence of position uncertainty and the same noise levels as 

previously, an error of 2% over the FE values is accomplished. Consequently, the 

uncertainty of the nip point timing in the captured temperature profiles has a strong effect 

on accuracy. Significantly better correlation of the profiles is observed close to the nip 

point region when 𝑡∞ is known as demonstrated in Figure 7.5a. The cases in which 𝑡∞ 

was assumed equal to 0.9 s and included in the inversion do not follow the FE profile near 

the nip point accurately. This deviation is caused by the inclusion of temperature data 

after the nip point in the inversion, as a result of the uncertainty of its exact location. Eq. 

(7.19) does not describe the behaviour of the secondary temperature peak, which is a 

result of the heat exchange with the incoming tow, and thus the temperatures calculated 

are lower in that region with the fitting algorithm compensating with increased irradiance. 

Changes in the tool material do not affect the accuracy of the inverse solution. The 

inversion for the insulating tool leads to slightly higher error of 16%, which is attributed 

to the significant noise introduced. The effect of the Gaussian noise on the profile 

estimation is illustrated in Figure 7.5b for the metallic tool and different realisations of 

noise using a random number generator and 𝑡∞=0.8 s. The identified irradiance 

distribution presents limited variations for the different noise realisations with an average 

irradiance variability lower than 5%. 
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Table 7.3 Parameters of the inverse triangular irradiance distribution and comparison of the 

average with the value applied in the FE model. N(μ, σ) denotes a normal distribution with 

mean μ and standard deviation σ. 

Tool Noise 𝒕∞ (s) 
𝒒𝒐 

(W/m2) 
𝒕𝒐 (s) 𝒕𝒎 (s) 𝒕∞ (s) 

𝑬 
̅̅ ̅ 

(W/m2) 
Error 

Insulating N(0, 20°C) 0.9 4.98×105 0.341 0.505 0.858 1.52×105 16% 

Metallic N(0, 2°C) 0.9 4.41×105 0.318 0.572 0.858 1.49×105 12% 

Metallic N(0, 0°C) 0.9 4.57×105 0.351 0.535 0.858 1.45×105 9% 

Metallic N(0, 2°C) 0.8 4.57×105 0.351 0.535 0.8 1.29×105 2% 

 

Overall, the inverse solution yields satisfactory results even when significant noise is 

incorporated in the temperature data and sensor position uncertainty exists. The problem 

of identifying a boundary heat flow based on temperature measured at a depth within the 

domain is ill-posed [219]. The use of a strong function specification through the triangular 

profile has a regularising effect on the estimation problem resulting in a robust inversion. 

Furthermore, the triangular profile is the simplest shape representing the irradiance 

distribution in ATP and can be expressed in the form of Eq. (7.18); and therefore, used in 

the direct solution of Eq. (7.19). The method put forward here obtains an estimate of the 

irradiance distribution by experimental means with inaccuracy similar to more 

complicated and time-consuming off-line studies such as optical modelling, whilst also 

including effects of variability which cannot be considered in off-line computations. The 

influence of parameters that are either difficult to determine or subject to significant 

variability, such as the heater efficiency or optical absorptivity, is included in the data 

captured in real time during the process, and therefore is directly incorporated in the 

inverse prediction, making the proposed method advantageous compared to off-line 

predictive strategies. 
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(a) 

 

(b) 

Figure 7.5 Inverse calculation of irradiance distribution: (a) profiles recovered and the profile 

applied on the FE model; (b) estimation for different noise realisations for the case of metallic 

tool, noise of 2°C standard deviation and 𝑡∞ fixed at 0.8 s. 
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7.5.2 Nip point temperature estimation 

A comparison of the FE and analytical predictions of the nip point temperature is 

presented in Figure 7.6 for a wide range of process velocities, number of plies and 

different tool materials, whilst Figure 7.7 shows a regression plot of the approximate 

model versus the FE results. The total irradiance used for all analytical calculations 

corresponds to the case of metallic tooling with 2°C standard deviation noise and 𝑡∞= 0.8 

s (Table 7.3) and was set to 2.58×105 W/m2 assuming an even distribution between 

substrate and tow (𝑈 = 2) and 0.08 m irradiation zone length. The average thermal 

properties of the composite used are reported in Table 7.1 and the empirical parameter 

(𝐺) for the transition to semi-infinite physics in Eq. (7.16) was set to 5. 

Figure 7.6 shows that the nip point temperature decreases with increasing rate whilst for 

a given velocity the temperature evolves as the process progresses in a way which 

depends on the tool material. For the conductive metallic tool (Figure 7.6a), the nip point 

temperature increases for several layers at the start of the process until it reaches a plateau 

at which subsequent layer depositions result in similar values. This is caused by the low 

conductivity of the composite, which reduces heat losses to the tool as its thickness 

increases, resulting in higher temperature near the surface. The influence of conduction 

losses towards the tool becomes negligible after a number of layers, depending on the 

placement velocity. In contrast, the nip point temperature for the insulating tool (Figure 

7.6b) decreases for several layers until it converges to the same plateau value as for the 

metallic tool. The nip point temperatures reached at low thickness are significantly higher 

compared to the case of highly conductive metallic tooling. In this case, the tool acts as a 

thermal barrier to heat diffusion resulting in higher nip point values. For the given data, 

the plateau is reached approximately after the 4th ply at 200 mm/s and the 10th ply at 25 

mm/s. This plateau indicates the transition of the heat transfer physics to that of a semi-

infinite solid for which an increase of thickness or changes in the tooling material 

properties do not affect the temperature field. This transition coincides with the reduction 

of the Fourier number below 1; therefore, it can be predicted, and it is taken in account 

automatically in the approximation through Eq. (7.16). As a result, the predictions for the 

plateau rely on the semi-infinite solution expressed by Eq. (7.15). This transition is also 

reflected in the tool temperature (𝑇𝑏) achieved during the deposition and reported in 

Figure 7.8. For a given velocity, the tool temperature drops with the number of layers 
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until it becomes virtually equal to ambient for thicknesses similar to those at which the 

plateau occurs in Figure 7.6. Only a part of the material near the surface is affected by 

heating at these thicknesses, indicating conditions of conduction in a semi-infinite solid.  

(a) 

 
(b) 

Figure 7.6 Comparison of the FE and analytical model predictions for a range of velocities, 

number of layers and: (a) metallic tool; (b) insulating tool. 
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Figure 7.7 Regression plot of the analytical and FE model predictions indicating good 

agreement between the two data sets. 

The approximation is in good agreement with the FE results as shown in Figure 7.7. A 

linear relation exists between the two sets of predictions which can be approximated by 

the identity line shown, with a coefficient of determination (R2) of 0.94. Approximately 

85% of the scenarios present an error lower than 30°C whilst 45% of the total data present 

deviations of less than 10°C. The maximum deviation across all cases is 50°C, 

encountered in only 4 cases at the lowest speed of 25 mm/s for both tool materials. The 

deviations at 25 mm/s are high, ranging from 30-50°C, with the analytical scheme mainly 

overestimating the temperature. This is attributed to the constant thermal properties in the 

analytical calculations in contrast to the temperature dependence in the FE model. The 

average conductivity used in the approximation is 0.6 W/m/K for all scenarios, which is 

applied at a temperature of 180°C (section 3.6.1) in the FE model. The temperatures 

achieved at 25 and 200 mm/s are up to 400 and 120°C respectively, which correspond to 

conductivities of 0.65 and 0.52 W/m/K in the FE model. As a result, the analytical 

predictions correlate well at temperature levels around the value of the average thermal 

properties and deviate at temperatures away from the average point used. Predictions at 

25 mm/s are overestimates whilst predictions at 200 mm/s are underestimates, due to the 
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lower and higher conductivity values used respectively. It can be seen also in Figure 7.7 

where the predictions are in very good agreement below 200°C but gradually start 

deviating at higher temperatures. The 2nd layer predictions have the highest error. This is 

attributed to the greater effect of energy losses to the tool. 

 

Figure 7.8 Tool temperature at the nip point section (𝑇𝑏) given by the FE model used for the 

analytical calculations. 

Despite the simplification of the ATP geometry and heat transfer phenomena, the 

analytical scheme presents good predictive capability for a wide range of process 

conditions. It can describe the process and follow the nip point temperature evolution 

regardless of tool material. This is due to the use of a monitoring input in the form of tool 

temperature (𝑇𝑏) which compensates for the approximations made. It can also account 

for increased temperature of the composite prior to the irradiation via the 𝑇1̅ input, which 

in this study was set equal to ambient for all cases. These features make the methodology 

appealing for application in a manufacturing environment since changes to processing 

conditions and materials are reflected in the monitoring signals and included in the 

solution indirectly. This capability offers significant advantages over fully predictive FE 

analysis which requires a large number of inputs and operates under ideal conditions, 

whilst it also unlocks the potential for process control. The 15°C average error achieved 
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during the extensive validation of the method is in line with, or an improvement over, 

thermal imaging which can only capture temperatures outside the consolidation zone. The 

location of these measurements and the actual nip point are in close distance along the 

longitudinal direction; however, rapid temperature changes occur in this region as a result 

of the reduced heater energy reaching deep in the ATP cavity and the abrupt heat 

exchange when tow and substrate come into contact. Furthermore, a constant emissivity 

value is typically used which can introduce errors when measurements are conducted for 

the broad temperature range (20-600°C) encountered in ATP. 

7.6 Sensitivity of nip point estimations to input parameters 

The sensitivity of nip point estimations to the model parameter inputs is presented in 

Figure 7.9. The effect of a 10% increase in each variable individually is examined for the 

baseline scenario of a metallic tool at 50 mm/s process speed. For 𝑇1̅ and 𝑇𝑏, a 10°C 

increment is tested. The convection coefficient and ambient temperature have been 

excluded due to weak influence. Positive values of sensitivity indicate an increase of nip 

point temperature under the parameter change examined. Overall, the analytical 

predictions are highly sensitive to the average irradiance input (�̅�𝑖), which increases with 

the number of layers, reaching a maximum of 27°C temperature increase at high 

thicknesses. Irradiance is followed in sensitivity by the irradiation length, deposition rate 

and volumetric heat capacity (𝜌𝑐𝑝). Sensitivity to these parameters increases as the 

process progresses. Tape thickness (𝑑𝑝) and conductivity (𝑘𝑦) present an intermediate 

sensitivity of 10°C which decreases with the placement of new layers. The effect of 

conductivity becomes weaker as the heat transfer moves towards a semi-infinite state. 

The sensitivity to inlet temperature (𝑇1
̅̅ ̅̅ ) increases with the number of plies, whereas that 

of tool temperature (𝑇𝑏) decreases towards a zero value. The influence of the latter is 

strong for only a few layers since the levels of thickness and speed allow heat to diffuse 

to the tool and becomes weak near the transition to a semi-infinite state.  
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Figure 7.9 Sensitivity of the analytical scheme inputs to the predicted nip point temperatures for 

10%, or 10°C, increase at different layers. Positive sensitivity denotes increase of the nip point 

value. 

7.7 Example application under varying heater power 

The in-process strategy proposed is demonstrated here in a virtual experiment simulated 

using the FE model. In this scenario, the deposition takes place on an insulating tool, with 

the properties reported in Table 7.1 at a speed of 50 mm/s. The tool features four 

temperature sensors placed 50 mm apart. The irradiance distribution on the tapes is 

constant across this straight placement path and equivalent to that of Figure 7.5, with a 

total irradiance value of 2.58×105 W/m2. During the manufacture, the heater power is 

reduced to 75% of the initial value, linearly over the span of 1 s as shown in Figure 7.10a. 

Three scenarios are examined that may take place during ATP manufacture: (i) the 

analytical nip point approximation is carried out knowing a priori the irradiance drop as 

part of process design; (ii) the power drop is unexpected and needs to be identified by the 

analytical scheme; (iii) no sensors are used in this tooling region progressing with 

predictions obtained away from this power variation. 
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(a) 

(b) 

Figure 7.10 Processing at 50 mm/s with heater power drop: (a) FE profiles and analytical 

predicitions based on the available information for 2nd ply deposition; (b) errors of nip point 

temperature inside the reduced power region for different number of layers. 

The nip point and tool profiles across the deposited length are plotted in Figure 7.10a for 

the 2nd layer deposition alongside readings of the virtual sensors. When the power 

variation is known beforehand, the analytical prediction follows the nip point profile 
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across the processed length satisfactorily, even in the transient region of decreasing 

power. In the case in which the power variation is not expected, the analytical predictions 

continue to follow the FE profile closely but with slightly greater error, up to 45°C. The 

estimation scheme acts in a monitoring sense, identifying the condition changes and 

potentially allowing their correction in future steps. In the case of solely off-line 

estimation, the change of nip point temperature is not measured, and predictions are 

almost 100°C off the theoretical. 

The ability of the scheme to follow changes in conditions is also assessed in Figure 7.10b 

for different number of deposited layers. The analytical predictions inside the reduced-

power region are within a 20°C error when the power variations are known. The potential 

to describe the resulting profile without this knowledge (case of unknown power 

variation) is good for the first four layers in which the estimation errors are lower than 

those of off-line studies. However, this capability is lost for thicker substrates due to the 

low sensitivity of tool temperature, as the heat transfer is shifted to conduction in a semi-

infinite solid. The highest errors are obtained in the absence of process monitoring with 

an error of about 70 to 100°C.  

This example highlights the role monitoring can play in ATP. The scheme allows 

identification of variations and translates them to changes in nip point temperature. The 

loss of monitoring capability as the thickness of the component is built up can be partially 

compensated for by information about the actual power profile obtained during the 

deposition of the first few layers, using the inverse calculation, which can then be used in 

a predictive way when the estimation operates in the semi-infinite solid regime.  

7.8 Concluding remarks 

An analytical approximation consisting of two 1D solutions was developed for estimating 

the nip point temperatures in ATP based on tool temperature measurements. The solutions 

address the two heat transfer regimes present in additive processes: heat conduction 

across a material interface while the deposited material has not reached large thicknesses 

and heat conduction in a semi-infinite solid governing the behaviour once substantial 

thickness of material has been built. The scheme is capable of utilising real-time 

temperature sensor data to estimate the power input profile of the heating source using an 

inverse solution that has regularisation behaviour in the presence of significant noise in 



150 
 

the temperature signals achieved through function specification of the profile. The nip 

point predictions assessed against data from the 2D FE model show good correlation with 

an average error of 15°C, with the simplification of constant thermal properties and tool 

losses having the highest impact. A virtual experiment of varying heater power across a 

placement path was conducted and highlighted the advantages of the monitoring scheme 

against solely offline studies in controlling the nip point temperatures under unexpected 

changes in conditions. 
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8. Overall discussion 

8.1 Progress with respect to objectives 

A 2D heat transfer model of the flashlamp-assisted ATP process was developed as part 

of this work. The model was coupled with a ray tracing analysis to obtain accurate 

estimates of incident irradiance on the composite tapes considering material properties, 

heat source position and characteristics. The combined methodology was utilised to gain 

an in-depth understanding of how the pulsing conditions influence the temperature field 

in the process. The results showed that the temperature distribution and thermal 

penetration depth in the irradiation phase can be tailored through the flashlamp 

parameters, demonstrating the flexibility and improved control pulsed heating introduces 

to composites processing. Such tailoring capabilities are not available with established 

continuous heating technologies. The interdependence of operating frequency and 

velocity when targeting uniform heating was uncovered, and the simulation was used to 

define an envelope of process conditions that supress these effects. This detailed 

assessment would not be possible through experimental means, as highlighted during the 

instrumented manufacturing trials. The use of miniature thermocouples yields only a 

coarse description of the temperature maxima/minima developed on the material surface, 

limiting the effectiveness of solely experimental process design. Thermal imaging is 

widely employed for temperature measurements in ATP; however, the short high-power 

pulses introduce additional challenges. Capturing enough data points to describe the non-

linear heating curves during a 2 ms pulse requires a frame rate of at least 1500 Hz, which 

exceeds the capabilities of commercially available systems. Furthermore, the view on the 

ATP cavity can be restricted or blocked, especially when processing complex geometries 

such as concave ramps. As a result, the developed combined modelling offers an effective 

way to obtain the underlying information for process design purposes. Previous 

investigations have been limited to uncovering the relationship of processing rate and nip 

point temperatures, applying semi-empirical schemes originally developed for continuous 

sources. Nevertheless, the fidelity of this fully predictive methodology is highly 

dependent on a high number of inputs, which can present strong uncertainties during 

processing. Satisfactory agreement with experimental data was achieved using 

representative material properties and power conversion factor for the flashlamp system, 
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but additional characterisation of materials and the heat source is expected to improve 

accuracy further.  

The 2D methodology elucidated the role of process parameters on the temperature field 

on a basis of parametric studies. However, performing a high number of runs for 

optimisation purposes requires faster solutions. The ability to model long processing 

cycles is also crucial for ATP processing, since the relevant material phenomena continue 

progressing away from the nip point region on which the 2D model focuses. To address 

these, a simplified 1D simulation for the flashlamp-assisted ATP was developed. Despite 

being capable of modelling pulsed sources with resolution equivalent to that of the 2D 

analysis, the 1D simulation requires only 1-2% of the computational effort representing 

a significant improvement in efficiency. The simulation features a structure which allows 

the modelling of consecutive depositions seamlessly, accounting for residual heating 

effects. Modelling of long processing cycles is facilitated by decoupling the irradiation 

and consolidation domains, with the simulation of the latter using considerably longer 

time steps. The simulation is also an improvement over existing 1D methodologies which 

oversimplify the heat exchange between the composite and roller, or between the 

substrate and incoming material. The 1D simulation presented can be readily incorporated 

into the combined thermal-optical framework substituting the 2D heat transfer model of 

ATP. The adaptation of the ray tracing results to the 1D simulation requires 

straightforward transformations. The speed of the 1D model enables the investigation of 

a wide range of process parameters and materials in a feasible timeframe, whilst the 

ability to simulate both continuous and pulsed sources ensures that different improvement 

routes can be explored. Large data sets produced by a high number of runs can be the 

basis of training AI approaches, as well as of stochastic simulation. This increased 

efficiency comes with a trade-off in accuracy which was shown to be minor for the 

configurations investigated; however, this might not be the case for different ATP setups. 

The 2D model can be utilised as the standard to assess the 1D simulation suitability for a 

given process configuration before utilisation.   

The investigations of this study involving the 2D and 1D models were performed for 

straight placement paths under a constant velocity. However, both the 2D and 1D 

simulations are fully transient allowing the modelling of processes involving varying 

velocities. This requires the adjustment of material advection velocity at each time step 
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in the 2D model, or the adjustment of timings and heat flux profile in the 1D model. On 

the other hand, the simulation of complex geometries can be achieved by decomposing 

the domain into a finite number of intervals and solving using the previous state as initial 

condition. The 1D simulation is considered to be more suitable for this approach. For each 

interval, the heater distribution can be updated to incorporate potential deviations induced 

by the robotic movements which can influence the heater position relatively to the 

materials. Irradiance predictions over these intervals can be acquired using ray tracing. 

Furthermore, non-unidirectional laminates can be modelled as well as the deposition on 

substrates featuring off-axis fibre orientation. In the case of the 1D simulation, the heat 

conduction in the placement direction is considered negligible which assumption 

becomes even stronger as the fibre orientation deviates from this axis.  

The 1D and 2D methodologies provide a detailed approximation of the temperature field 

in the flashlamp-assisted ATP. However, effective process design and optimisation 

necessitate the translation of temperature information to quality metrics. For this reason, 

the 1D heat transfer model was coupled with material constitutive models relating 

temperature evolution to interlaminar bond development and thermal degradation. A 

degradation kinetics model was developed based on TGA results able to describe the 

decomposition stages of the polymer matrix and carbon fibres, presenting good 

correlation with previous studies although these have mainly focused on the degradation 

of the polymer. The developed process model of ATP provides fast estimates of degree 

of bonding and thermal degradation for the manufacture of multi-layered composites, 

maintaining the reaction history throughout the process. Extensive characterisation 

campaigns are typically required to obtain the necessary information for developing these 

constitutive models. Literature data can be used for representative estimates as it was the 

case here for the bonding development model, but differences can be observed between 

similar material systems due to variations in chemical composition or quality aspects, 

such as tape roughness which affects intimate contact development directly.  

A multi-objective optimisation scheme was developed based on the ATP process model 

and a GA algorithm. The framework allows the investigation of the trade-offs among the 

different objectives, as well as the identification of processing conditions which offer the 

most efficient compromise. The Pareto front of the multi-objective problem can be 

approximated by the GA by evaluating only a small fraction of the wide design space, 
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offering a computationally efficient method to optimise ATP compared to an exhaustive 

search carried by previous studies. The framework incorporates three objectives whilst it 

can optimise the flashlamp pulsing parameters. The results indicate a strong trade-off 

between quality and productivity, with the thermal degradation effects playing a key role 

in defining the potential processing window. The multi-objective scheme identifies the 

threshold conditions at which a further decrease of velocity and/or increase of power 

results in decomposition levels above acceptable values typically set for composite 

components. The balance between quality and productivity can then be selected 

depending on the process requirements, which could be significantly different for in-situ 

or autoclave consolidation. The inclusion of other relevant quality related aspects for 

thermoplastics processing into the optimisation, such as crystallinity and void dynamics, 

is expected to narrow the processing window even further. These effects could be 

incorporated into the scheme through material constitutive models and the necessary 

assumptions to reduce the computational penalty. Both productivity and quality could be 

improved by tailoring the velocity for each deposition individually, since heat transfer 

effects vary significantly as a function of part thickness.  

The predictive simulation developed yields results corresponding to ideal process 

conditions and material properties, whilst producing zero defect parts with ATP can be 

facilitated by online monitoring and control to account for process variations. To address 

this, a monitoring strategy for ATP was put forward based on analytical heat transfer 

solutions and temperature data acquired on the composite back surface, allowing the 

estimation of nip point temperature in real time. A similar concept has been outlined 

involving simplified process models and thermal imaging measurements on the tow back 

surface, but its implementation has not been carried out. In this study, an inverse solution 

was also integrated to determine the heater power input from the temperature data and 

enhance the accuracy of nip point estimation. Such inverse methods have not been for 

ATP previously. This methodology puts forward a new approach to the heat transfer 

optimisation of ATP, which uses process data and simplified solutions instead of 

comprehensive models requiring numerous high-uncertainty inputs. The potential to 

access approximate values of the nip point temperature during the process generates the 

opportunity to control its value, therefore tuning the process to follow temperature 

profiles optimal in terms of layer bonding and material degradation. The approximation 
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of power input has been addressed here through an inverse solution; however, 

improvements on other critical parameters such as the material thermal properties and 

stack thickness are necessary, potentially accounting for the effects of partial 

consolidation on both the local thickness and effective conductivity. The utilisation of 

analytical solutions ensures fast and accurate results compared to numerical approaches. 

8.2 Potential impact 

The methodological contribution of this study is on the heat transfer analysis, monitoring 

and optimisation of automated composites manufacture under pulsed heating. The 

potential impact of this study on research and industrial applications is discussed here. 

In terms of research, this study has established the use of pulsed heat sources for the 

automated processing of composites. The increased capabilities of these heating systems 

in terms of temperature control have also been showcased. The findings of this work are 

expected to drive further research in the field of composites manufacture aiming to 

investigate potential improvements offered over conventional heating methods. Studies 

could also focus on the influence of pulsed heating on material transformations, given the 

fundamentally different temperature profiles developed and lack of relevant established 

knowledge. The heat transfer analysis of ATP uses a set of simplifications which yield 

substantially improved computational efficiency with only minor trade-offs in accuracy. 

These principles could be adopted by studies on processes which share common 

characteristics with ATP, such as FW and pultrusion. Furthermore, a computationally 

efficient method for optimising ATP has been introduced, enabling the selection of 

process parameters to achieve the desired process outcomes. Studies could extend this 

framework with additional process variables and quality metrics in a form of objectives 

aiming to overcome existing challenges related to process complexity. In addition, this 

study introduced a process monitoring/control strategy for automated processes which 

utilises real-time process data and analytical solutions, coupled with an inverse technique 

to recover critical process parameters from the temperature data. Further studies are 

expected to follow improving over these approaches for ATP as well as similar 

manufacturing methods. The developments of this study focused on flashlamp-assisted 

ATP of thermoplastic composites; however, the majority of these could be applied to 

continuous heating and deposition of thermosetting composites. The flexibility of the 

tools developed strengthens the potential for increased impact on composites research.  
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Related to industrial advancements, the modelling and optimisation developments can 

drastically reduce the duration and cost of experimental campaigns which have been the 

basis for process design in recent years. The transition to modelling practices is crucial 

for the competitiveness of ATP against other processes, given the cost and time required 

for extensive experimental campaigns. The continuous effort to offer computationally 

efficient methodologies throughout this work ensures the provided tools are appealing to 

industrial applications, enabling complex studies within tight timeframes to meet the 

increased market demand. Furthermore, the optimisation scheme uncovers the trade-offs 

and interdependencies involved with the least solution effort, providing an effective way 

to adjust the compromise between quality and productivity for a given application. Such 

capability can be crucial for flexible production where the output is adjusted in response 

to short-term market fluctuations or component design changes. The monitoring and 

control strategy can be integrated into production lines to improve consistency in terms 

of part quality, maximising the production throughput whilst minimising the number of 

ineligible components according to certification standards. The outcomes of this work 

could also be used for further development of the flashlamp-based heating systems as 

well as the expansion to other applications, targeting for integration into the production 

of the next generation composite structures. These developments could also be used for 

customer support and consultancy to aid with knowledge and technology dissemination, 

as commonly required for innovations which differ significantly from established 

solutions.  
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9. Conclusions 

The main conclusions of this work are: 

 The optical-thermal 2D model of the flashlamp-assisted ATP presents deviations 

up to 20°C from experimental temperature measurements in the consolidation 

zone of the process; however, the slow response of temperature sensors yielded 

an average profile of the surface temperature maxima/minima developed in the 

irradiation phase due to pulsing, with the mid-level line of model predictions 

converging satisfactorily. 

 The influence of flashlamp parameters is critical for the surface and bulk 

temperature developed in the irradiation stage of the ATP process, whereas 

consolidation temperatures are identical for pulsing scenarios of equivalent 

average power including continuous operation. 

 Flashlamp operations of low frequency and long pulses (25 Hz/4.75 ms) result in 

up to 150°C higher irradiation temperatures and increased thermal penetration 

depth, 100 over 50 μm, compared to high frequency and short pulses (100 Hz/1.1 

ms) and continuous operation. 

 Combinations of low flashlamp frequency and rapid velocities result in 

nonuniform heating due to insufficient overlapping of the energy pulses on the 

material, with differences up to 100°C in the temperature maxima of surface 

points for processing at 25 Hz and 500 mm/s; however, the simulation can yield 

process maps to suppress these effects under a desired temperature difference 

threshold. 

 The simplified 1D simulation of the flashlamp-assisted ATP requires only 1-2% 

of the computational effort required by the 2D model, with only a minor trade off 

in accuracy of up to 14°C. 

 The estimated Pareto front for the multi-objective optimisation of ATP consists 

of points in the 3D space, with moderate bonding values in the 0.17-0.39 range, 

deposition times per meter of tape of 8.33-25 s/m which are on par with the state-

of-the-art, and degradation values of up to 0.19 mainly on the tow surface which 

far exceed the acceptable levels for aerospace applications. 
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 The Pareto optimal solutions utilise velocities in the 40-140 mm/s range and 

average system power in the 8-11 kW range; however, 80% of the solutions 

feature the highest frequency (100 Hz) and as a result the shortest pulse duration 

(1.1 ms), showing a preference of these heating conditions over low frequency- 

long pulses scenarios. 

 A strong trade-off exists between the degree of bonding, thermal degradation and 

productivity achieved in ATP, limiting the maximum average bonding in the stack 

to 0.35 for the configuration examined before thermal degradation exceeds the 

0.01 threshold typically set for aerospace applications. 

 The GA optimisation scheme of the flashlamp-assisted ATP identifies the Pareto 

front of the multi-objective problem requiring only 25% of the effort of an 

exhaustive research (1000 over 4094 runs). 

 The in-process monitoring scheme of nip point temperatures in ATP presents 

good accuracy for a wide range of velocities, substrate thickness and tooling 

material tested, with an average error of 15°C. 

 The accuracy of the inverse solution for heater input determination is highly 

dependent on the uncertainty of nip point position followed by measurement 

noise, presenting deviations up to 15% for high uncertainty and noise scenarios, 

but only 2% in the absence of these.   
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10. Suggestions for further investigation 

Further work that could expand the outcomes of this study and enhance industrial 

applications is as follows: 

 Further validation of heat transfer surface predictions in the irradiation zone of the 

process can be achieved with the use of special thermal imaging equipment 

capable of capturing the rapid temperature changes due to the short high-energy 

pulses. Extensive calibration of emissivity value is needed in this case due to the 

wide range of temperatures developed. Confidence can be also established by 

placing a higher number of thermocouples in thicker laminates validating 

predictions across more depth levels. 

 The fidelity of the thermal-optical simulation can be improved by characterising 

the modelled flashlamp system further. Integrated sphere equipment can be 

utilised to capture the total light energy emitted from the source and compare with 

the electrical power to estimate the system conversion factor. The influence of 

pulsing conditions and average power to system efficiency can be examined and 

included in the simulation to increase the accuracy of incident irradiance on the 

materials. This factor is applied during the thermal model setup, scaling the optical 

predictions linearly, and thus only a single ray tracing run is needed for parametric 

studies. Further improvements are expected with the inclusion of interlayer 

thermal resistance effects which have been assumed negligible in the thermal 

simulation but have been found significant for laminates under imperfect 

consolidation in previous studies. 

 The multi-objective GA scheme could be extended to tailor the processing rate for 

each layer deposition, which is expected to result in improved outcomes given 

that the heat transfer effects vary significantly as a function of part thickness. 

However, adding a velocity variable for each deposition would pose a high 

computational penalty for multi-layered components. As shown, temperature 

levels shift monotonically with increasing part thickness depending on the tool 

thermal properties. A simple relationship for velocity evolution with number of 

layers, for instance a linear or exponential, would introduce the least number of 

variables in the optimisation framework.  
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 The multi-objective optimisation could incorporate the ray tracing modelling 

developed, which would allow the tailoring of heater position/angle relatively to 

composites. This development could lead to improvements in quality and 

productivity given the strong influence of these on the irradiance distributions. 

The ray tracing simulation could provide irradiance predictions based on the 

inputs dictated by the GA and then the thermal analysis and objectives evaluation 

would be executed as in this study. This optimisation could be also used for 

product development, determining the design and materials for key components, 

such as the reflector and quartz block, to achieve desirable outcomes. 

 The inverse scheme could be extended to provide a finer description of the bell-

shaped irradiance acting on materials. This could be achieved by superimposing 

the direct solution used in this study for a finite number of linear profiles, beyond 

the triangular representation, which is not expected to impact computation times. 

The recovery of the irradiance profile could be used for validation of optical 

modelling and could enable the thermal analysis based on process data. In this 

way, high uncertainty parameters such as heater efficiency or optical absorptivity 

would be incorporated in the results, providing a more accurate input to thermal 

modelling than offline studies.  

 The online monitoring scheme could be integrated in an industrial environment to 

enable the real time estimation of nip point temperatures. The industrial 

implementation is expected to necessitate further developments concerning the 

inputs required for the calculations. The power input has been addressed in this 

study through the inverse solution, but advancements for other critical variables 

such as material thermal properties and stack thickness are necessary. Instead of 

using estimated values, additional sensors and inverse solutions could be 

integrated into the strategy. This could result in more accurate temperature 

estimates based on instantaneous conditions, which opens the way for controlling 

the process parameters directly to ensure temperatures are within the desired 

window. The controller decisions for these adjustments could be based on AI 

approaches utilising offline simulation and/or experimental data. 

 The industrial use of the developed simulation tools would be strongly facilitated 

by creating a software package which incorporates the different models and codes, 
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potentially in the form of an add-on to existing commercial solutions. The tools 

of this study have been implemented in commercially available software; 

however, further developments towards a user-friendly interface are required. In 

cases such as the multi-objective optimisation scheme, additional visualisation 

tools are required to aid with results interpretation and actual utilisation in an 

industrial environment. Furthermore, the inclusion of representative material 

databases with the involved properties is necessary.   
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