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Abstract
This paper describes the steps taken to improve the measurement speed of a combined
low-coherence and confocal refractive index measurement system. The instrument measures the
refractive index and thickness of transparent plates using a fibre-based low-coherence
interferometer with a line-scan spectrometer. The spectrometer allows on-line dispersion
measurement which is necessary to derive the sample thickness t as well as both the phase and
group refractive indices np, ng. The measurements were performed on a sample with six
surfaces consisting of three glass windows mounted in a lens tube. Experimental results show
that a measurement time of 4.4 s for the multi-layered object, which has a total thickness of
approximately 10.5 mm, can be achieved whilst maintaining an accuracy of better than 0.1% for
np, ng, and t. This represents an approximately hundredfold improvement over previously
published measurements.

Supplementary material for this article is available online
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1. Introduction

The use of interferometric techniques for measuring the thick-
ness and refractive index of transparent media has generated
significant interest in recent years [1–9]. Of these, one of the
most popular is low-coherence interferometry (LCI)which can
be used for measuring distances from the micro to millimetre
scale. It has been shown that the refractive index of themedium
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between pairs of reflective interfaces can bemeasured by scan-
ning the focus of an optical coherence tomography system
(OCT) through the interfaces [10, 11]. Low-coherence tech-
niques, including OCT, measure the optical distance, which
is the product of the physical layer thickness t and the group
refractive index ng. Therefore, when using LCI to measure
refractive index, it is ng that is derived, rather than the phase
index np. To derive both np and t an additional measurement
is required, and this has led to the combination of LCI with
confocal scanning.

Early research into the combination of these two techniques
looked at optimising the measurement for np and t [12–15].
Interest then focused on adaptations enabling the measure-
ment of all three parameters ng, np, and t. These adaptations
utilized either sophisticated sample mounting apparatus [16]
or approximated derivations of the chromatic dispersion of
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index dnp/dλ [17, 18]. The work of Kim et al [19] showed
that these three parameters could be calculated by making
the confocal measurement at multiple wavelengths. This was
done by repeating the measurement using three different
optical sources to measure the dispersion of the confocal para-
meter. Our previous work [20] demonstrated a similar multi-
wavelength approach which instead used a line-scan spectro-
meter to make the confocal dispersion measurement at higher
resolution with a single confocal scan. In addition to enabling
the measurement of all three parameters, this combination of
techniques also allows for much larger layer thicknesses to be
measured thanwith LCI alone, which is limited to the Rayleigh
range of the focusing lens.

More recent research has focused on expanding the
technique, for example adding multi-dimensionality [5], or
enabling simultaneous acquisition of the confocal and low-
coherence parameters. Simultaneous acquisition has been
done either by concatenating interferometers [21], or by
acquiring the confocal data through chromatic dispersion of
focus [2]. Other research has expanded the range of applica-
tions of the technique, for example applying it to graded index
materials [1, 21], opaque materials [22], compound optics [3]
and multi-lens arrays [23], or contact lenses [24]. The use of
frequency-domain [25] or swept-source [1, 5, 26] LCI can help
to simplify the system and remove the need for moving parts
leading to better stability and faster measurements, at the cost
of the ability to measure np.

Improving the measurement speed is highly beneficial for
biological samples or any situation where either the ambi-
ent or sample conditions may change over the duration of
a scan, as well as from increasing the throughput of meas-
ured samples. This paper aims to describe the steps taken to
improve the measurement speed by approximately two orders
of magnitude over the those presented in [20], whilst retaining
an accuracy of better than 0.1%. Reducing the measurement
time is achieved by increasing the travel speed of the transla-
tion stages, particularly for the confocal scan, which consists
of a single translation of the sample through the beam focus.
Increasing the scan speed raises several issues related to data
acquisition, peak detection, and peak localization, which are
discussed in subsequent sections in the paper. The result of
the changes is a measurement time that is less than 0.5 s per
millimetre of sample thickness, for a sample that is∼10.5 mm
thick. This represents an improvement on the ∼10 s per ele-
ment reported in [19] and is comparable to the∼1 s for the sub-
millimetre sample reported in [21], which relies on simultan-
eous detection of the confocal and low-coherence signals using
dual interferometers and is limited to thin (<1 mm) objects.

2. Interferometer configuration and measurement
principles

A schematic of the interferometer used in this work is shown in
figure 1. The source is a 50 nm bandwidth super-luminescent
diode (SLD) centred at 840 nm with an optical power of

10 mW, that is a constituent of the Superlum M-T-850-HP-I
Broadlighter system. Light from the source is ported to a fibre-
optic coupler (Thorlabs TW850R2A2), which has a bandwidth
of 850 ± 100 nm. In this system, the 4.4 µm diameter fibre
core acts as the confocal aperture. The translation stages are
a pair of Physik Instrumente (PI) V408 linear stages which
provide a travel range of 50 mm, a maximum velocity of
500 mm∙s−1, and a minimum incremental motion of 20 nm.
The stages are controlled using a pair of C-891 stage con-
trollers. The spectrometer connected to the return leg of the
coupler is a Bayspec OCT spectrograph @850 which has an
approximate bandwidth of 50 nm. Calibration of the spectro-
meter was achieved using a tungsten halogen lamp with a grat-
ing and slit monochromator and the procedure is described in
more detail in [20]. The spectrometer incorporates a Basler
spL4096-140 km line-scan CMOS camera which has an array
size of 4096 pixels, 12-bit digital resolution, and a maximum
single-line acquisition rate of 70 kHz. No dead pixels have
been observed in the array during this work. The camera is
interfaced to a PC using a National Instruments (NI) PCIe-
1433 full Camera-Link frame grabber. A pair of off-axis para-
bolic (OAP) mirrors are used to collimate and focus light in
the sample arm of the interferometer. The focal lengths of the
collimation and focusing mirrors are 25.4 mm and 50.8 mm
respectively.We previously showed that a significant improve-
ment in performance can be obtained using OAP mirrors
instead of comparative lens systems due to the reduced impact
of optical aberrations [27]. The main impact of optical aber-
rations here is that they can distort the dispersion curve often
to the extent that the gradient, needed for the refractive index
calculation, is completely obscured. Optical aberration is less
of an issue in the interferometric measurement hence the refer-
ence channel can use a simpler optical design with achromatic
doublet lenses which allows for a more compact optical sys-
tem. The reference arm of the interferometer is formed by a
mirror mounted on the second translation stage and a shutter
(Thorlabs SHB05T) in the reference arm is used to block light
from the reference mirror when making the confocal meas-
urements. The shutter is controlled using an NI 9263 analog
output module housed in an NI cDAQ-9174 chassis.

Scanning a transparent planar object so that each of its inter-
faces passes through the focus results in a series of reflection
peaks in the integrated signal of the spectrometer. For a single
element windowwith two interfaces, this is a pair of peaks that
are separated by a quantity∆z that is related to the thickness t
and phase index np by [16]

∆z= t×
√

(1−NA2)√(
n2p −NA2

) ≈ t
np

(1)

where NA is the numerical aperture of the focusing optics in
the sample arm. The width of the peaks is dependent on theNA
of the optics and the diameter of the confocal aperture. TheNA
of the system shown in figure 1 is 0.061. An example of a pair
of confocal peaks obtained from a 2.161 mm thick BK7 glass
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Figure 1. Schematic showing the configuration of the interferometer. SLD—superluminescent diode; BC—broadband coupler;
OAP—off-axis parabolic mirror. The light blue shading shows the translation stages and indicates the components that are mounted on them.

Figure 2. Plots showing (a) the confocal peaks observed in the integrated spectrometer signal separated by∆z = 1.425 mm, and (b), the
low-coherence fringe envelopes separated by∆D = 1.868 mm. These measurements were obtained using a 2.161 mm thick BK7 glass
window.

window is shown in figure 2(a). The peak pair are separated by
a distance∆z = 1.425 mm. The focus is then brought to each
of the window interfaces in turn and the reference mirror is
scanned such that it passes through the point of phase match-
ing. The translation of the sample stage is necessary because
the object is too thick for both sample surfaces to be within
the Rayleigh range of the beam reflected from the focusing
optic and therefore there would be insufficient reflected light if
the focus were brought halfway between the surfaces. A series
of interference fringes is observed in the integrated signal for
each of the interfaces. The separation of the peaks of the fringe

patterns∆D, plus the confocal term∆z calculated previously,
is related the thickness and the group refractive index by [16]

∆l=∆D+∆z= t× ng. (2)

An example of a pair of fringe sets acquired from the
same BK7 window are shown in figure 2(b). In this example
∆D= 1.868 mm, resulting in a distance∆l= 3.293 mm. The
fluctuation in the signal seen between the two fringe sets, after
the reference stage has translated 1 mm, is due to the motion
of the sample translation stage as it moves from one surface
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Figure 3. Plots showing (a) the confocal peaks calculated at different wavelengths for the front surface of a 2.161 mm thick BK7 window
(the plot shows every second peak) and (b) the variation in∆z with wavelength from which the dispersion term d∆z/dν is calculated. The
gradient d∆z/dλ in (b) is 19.64.

to the other. Accurate measurement of ∆D requires the cal-
culation of the envelope of each set of interference fringes.
There are several methods of calculating the fringe envelope
[28] and the technique used in this work is based on the Hilbert
transform [29].

The group index depends on the chromatic dispersion,
given by

ng (ν) = np (ν)+ ν
dnp (ν)
dν

(3)

where ν is the optical frequency. Therefore, np and thus∆z are
functions of frequency. In the case that NA2 ≪ 1, the approx-
imation given in equation (1) can be used. Substituting this and
equation (2) into equation (3) yields

t2 =
∆l∆z

1−
(

ν
∆z

d∆z
dν

) (4)

where d∆z/dν is the dispersion of the confocal parameter. In
general, the mathematical approximation given in equation (1)
and used to derive equation (4) cannot be applied without
introducing significant measurement error and a more com-
plex polynomial solution must be used as given by [19]

At6 +Bt4 +Ct2 = 0

where

A=

(
1−NA2)2

∆z4
+ ν2

(
1−NA2)2

∆z6

(
d∆z
dν

)2

− 2ν

(
1−NA2)2

∆z5
d∆z
dν

B= 2

(
1−NA2

)2
∆z2

NA2 − 2NA2ν

(
1−NA2

)
∆z3

d∆z
dν

C= NA4 − ∆l2

∆z2
(
1−NA2

)
D=−∆l2NA2. (5)

Once t has been obtained using equation (5), np and ng can
be calculated using equations (1) and (2). Equation (5) is used
for all the refractive index and thickness calculations made in
section 6.

Equation (5) is used for all the refractive index and thick-
ness calculations made in section 6. To determine the disper-
sion term d∆z/dν, the acquired spectra are divided into sep-
arate regions, corresponding to different wavelength bins, and
the mean signal is calculated within each. As the object scans,
this yields a series of spectrally separated confocal peaks, such
as those shown in figure 3(a). In this example taken from the
front surface of a BK7 window, 46 different spectral regions
were used in the processing yielding 46 peaks (for clarity every
second peak is shown in figure 3(a)). The envelope of the peak
series corresponds to the spectral profile of the source. This is
done for each of the sample’s surfaces and the dispersion term
can be obtained by calculating ∆z for each of the spectrally
separated peaks, as shown in figure 3(b). The variation in ∆z
across the wavelength range of the spectrometer is only 1 µm,
which highlights the accuracy requirements of the peak local-
ization and positioning that is discussed further in section 5.
The gradient of the linear fit in figure 3(b), d∆z/dλ is 19.64
which corresponds to d∆z/dν = − 4.618 × 10−17 ms. Using
this value, along with the previously determined values for
∆z and ∆l, with equations (1)–(5) yields a calculated thick-
ness t = 2.156 mm, and refractive indices np = 1.501 and
ng = 1.527.

3. Line-scan acquisition

Previously [20], the technique was demonstrated using single-
line acquisition at a rate of 500 Hz. Whilst this is straightfor-
ward to implement and suitable for demonstration, it does not
take full advantage of the acquisition rate of the camera. In a
line-scan camera, the sensor consists of a single row of pixels,
as opposed to a two-dimensional array as is found in conven-
tional digital cameras. Line-scan acquisition involves captur-
ing a series of one-dimensional exposures which are appen-
ded to form images, with the image size being defined by a
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Figure 4. Plots showing (a) a low-coherence fringe envelope generated by sequential acquisition and processing of images, resulting in
noticeable gaps in the signal, and (b) a similar envelope generated using a circular buffer which enables simultaneous acquisition and
processing. Both examples were obtained using an image size of 250 lines and a line exposure time of 15 µs.

set number of lines. Each image therefore contains a temporal
record of the signal impinging on the sensor over the acquis-
ition period of the image. In this application each line con-
tains a record of the source spectrum, and the images show
the evolution of the spectrum as the optical components in
the interferometer are scanned. The individual line acquisition
rate is determined by the set exposure time, with a minimum
exposure time of 15 µs corresponding to a maximum rate
of ∼70 kHz.

The acquisition made during a typical measurement con-
sists of multiple images typically containing many hundreds
of lines, which is too much data to be practical to store in
memory for processing after the measurement is complete.
The processing that is required to derive the confocal and low-
coherence data involves calculating the mean value of each
spectrum. Processing an image prior to acquiring the next
results in gaps in the signal, as illustrated by the example
low-coherence fringe envelope shown in figure 4(a). In this
example, each image consists of 250 lines acquired with a
15 µs exposure time, and a significant amount of the sig-
nal is missing. The issue is particularly noticeable in this
example because of the short exposure time (high data rate),
resulting in a high ratio of time when the camera is not
recording to when it is, and a relatively low number of lines
per image. The low-coherence measurement requires a short
exposure time to resolve the interference fringes, whereas a
much longer exposure time is needed for the confocal meas-
urement. This is due to the lower levels of reflected light
from a glass interface compared to a mirror. In the case
of the confocal measurement the missing signal may not
even be noticed, which can result in unexpected measurement
errors due to peaks being unexpectedly offset by the missing
measurement.

To circumvent this problem, a ring, or circular software buf-
fer is used. The buffer consists of five arrays for image storage
which work on a first-in, first-out basis. This allows for pro-
cessing of stored images whilst image acquisition is continu-
ing. Figure 4(b) shows an example of a low-coherence fringe

envelope acquired using the circular buffer, and in this case,
there are no gaps in the signal.

4. Measurements on a sample with multiple
interfaces

The sample used in this work consists of a lens tube holding
three 2.5 cm diameter BK7 glass windows with an air gap
between each one. The approximate thicknesses of the win-
dows, from front to back, are 2 mm, 1 mm, and 3 mm respect-
ively, and the thickness of the two air gaps is approximately
2 mm. The total thickness of the sample is therefore approx-
imately 10 mm. The lens tube is positioned in a 5-axis kin-
ematic mount (Thorlabs K5X1), which helps facilitate accur-
ate alignment of the optics to the beam and this is mounted on
the sample arm translation stage. A schematic diagram and a
photograph of the test object are shown in figures 5(a) and (b)
respectively.

The variation in the positions of the two stages (sample
stage 1 and reference stage 2) over the course of a typicalmeas-
urement are shown in figure 6. The position values in the plot
are returned from the translation stage encoders. Prior to the
measurement commencing, the stages are brought to their ini-
tial positions. These are predetermined based on the location of
front surface of the sample for stage 1, and the location of the
first fringe envelope for stage 2. These positions are relative to
the stage zeroes, which are defined by default as the centre of
their 50 mm travel (−25 mm to +25 mm). The camera is ini-
tialized with the settings used for the confocal measurement,
including region-of-interest, number of lines per image, and
exposure time.

The confocal measurement is made by a single linear scan
of stage 1 through each of the sample surfaces. This scan is
highlighted in the red shaded area in figure 6. As a result of this
scan a series of six peaks is observed in the reflected signal, as
shown in figure 7(a). This is done over multiple wavelength
bins so that the dispersion of the confocal parameter can be
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Figure 5. (a) Schematic of the 2.5 cm diameter multiple surface test object, whereW1 −W3 are the three windows with nominal thicknesses
of 2 mm, 1 mm, and 3 mm respectively, and A1 and A2 are air gaps with thicknesses of approximately 2 mm. (b) A photograph of the test
object in a 5-axis kinematic mount. The total thickness of the sample from the front surface ofW1 to the rear surface of W3 is ∼10.5 mm.

Figure 6. Plot showing the path traversed by the sample stage 1 (black) and reference mirror stage 2 (red) for a multiple surface object. The
confocal (∆z) measurement (red highlight) from 0 to ∼2.4 s consists of a single 12 mm scan. The low-coherence (∆l) measurement (blue
highlight) from ∼3.4 to ∼7.2 s consists of six scans of the reference mirror on stage 2 with the object (on stage 1) placed at the focus of
each of the interfaces.

computed for the medium between each pair of interfaces.
For the first two windows, W1 and W2, the variation in ∆z
is approximately linear with wavelength, as in the plot shown
in figure 3(b). However, for the second air gap A2 and the
third windowW3, a fringe pattern is observed in the dispersion
data caused by the interference of multiple reflections of light
within the sample. A typical dispersion curve acquired from
window W3 is shown in figure 7(b). In this case, the gradient
required to compute the dispersion term d∆z/dν can be taken
from the slope of the fringe pattern.

When making the low-coherence measurement, the ref-
erence mirror location corresponding to the point of phase
matching for each individual surface is not implicitly known
and is dependent on the setup of the interferometer. The initial
reference stage position for each individual scan can be found
by locating the phase matching point for the rear surface and

calculating the locations for subsequent scans in an approxim-
ate way based on the confocal peak positions and equations (1)
and (2). This requires an estimate of the refractive index of the
medium between each surface. The better this estimate is, the
shorter the reference mirror scan distance can be for each of
the low-coherence envelopes. An example of a low-coherence
measurement made with this sample is shown in figure 7(c).
For this example, a refractive index estimate of 1.5 was used
for the windows, and 1 for the air gaps. A scan distance of
1 mm was used for each surface. Since the refractive index
of air is close to unity, the phase matching points for the sur-
faces either side of the air gaps are in approximately the same
position, therefore the fringe envelopes associated with them
are co-located in figure 7(c). Plotting the same data against
image number, instead of the reference stage position, shows
that there are six fringe envelopes present (figure 7(d)).
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Figure 7. Confocal and low-coherence measurements made on a multiple surfaced sample: the plots show (a) the confocal peaks and (b) the
dispersion curve of the third windowW3 which exhibits a fringe pattern due to multiple reflections within the sample, (c) shows the
low-coherence measurement; note that the fringe envelopes associated with surfaces either side of the air gaps are co-located (at ∼3.2 mm
and ∼4.1 mm), and (d) shows the low-coherence signal plotted vs image number showing that there are indeed six distinct envelopes.

Figure 8. The top 10% of a confocal peak acquired with stage velocities of (a) 0.5 mm∙s−1 and (b) 10 mm∙s−1. Both signals were acquired
with the same exposure time, and hence sampling rate, of 250 µs (4 kS∙s−1).

5. Peak localization

Making good refractive index and thickness measurements
relies on accurate peak localization. This involves peak detec-
tion to locate the position of the peaks within a dataset and
establishing the stage position coinciding with each of the
peaks. This section describes how these two processes are per-
formed and the implications that increasing the stage velocity
has on them.

Peak detection is performed using the ‘Peak detect’ func-
tion in LabVIEWwhich, importantly, returns peak locations at

fractional indices. The function is based on a short-time quad-
ratic fit that is applied to sections of the data [30]. The length
of the section of data to which the fit is applied is determined
by the ‘width’ parameter, which by default is set to the min-
imumvalue of 3 data-points. Setting thewidth at thisminimum
value provides the best accuracy however it can be affected by
noise, with more false positives being detected in noisier sig-
nals. Increasing the width reduces the number of false peaks
detected by effectively filtering the signal, which comes at the
cost of reduced accuracy. Figure 8(a) shows the top 10% of a
confocal peak acquired at a stage velocity of 0.5 mm∙s−1 and
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Figure 9. (a) A section of a pulse train acquired from a −3 mm to 8 mm stage translation at 10 mm∙s−1 with a 20 µm pulse separation and
(b) the variation in stage position calculated from the rising and falling edges of the pulse train.

with an exposure time of 250 µs. The amount of noise on this
peak is sufficient to return numerous false positives if the min-
imumwidth were used. In comparison, the peak in figure 8(b),
acquired at a stage velocity of 10 mm∙s−1 and a 250 µs expos-
ure time, does not resolve the noise and the lower number of
datapoints means that accurate peak detection is more challen-
ging. To deal with noise at lower stage velocities, a seven-term
polynomial fit is applied to the top 50% of each peak. This is
particularly important for the dispersion measurement where,
due to reduced signal level at the edges of the spectral distri-
bution (figure 3(a)), the signal-to-noise level of peaks across
all the wavelength bins is not constant.

The process of calibrating the stage position for each of
the peak locations begins by reading one of the digital out-
put lines on the stage controller. This line generates a pulse
train in which the pulse separation can be set to defined travel
distance over a particular travel range. A section of a typical
pulse train, recorded using an NI 9223 analog input module
housed in a NI cDAQ-9174 chassis, is shown in figure 9(a).
The pulse train, acquired at an input rate of 10 kS∙s−1, was
set-up so that a pulse was emitted each time the translation
stage made an incremental motion of 20 µm, beginning when
the stage passed −3 mm and ending at 8 mm. The stage was
set to travel at a velocity of 10 mm∙s−1. There are five pulses
in the 10 ms window shown in figure 9(a) which confirms the
10mm∙s−1 stage velocity based on the 20µmpulse separation.
The pulses generated by the stage controller have a minimum
width of 50 µs, therefore, to prevent aliasing of the pulse train,
the pulse separation should not be set too low for a particular
stage velocity. The higher the velocity, the smaller the pulse
separation can be. The small variation in the pulsewidth from
one pulse to the next in figure 9(a), is due to fluctuations in the
stage velocity as it maintains a constant average velocity over
the travel range.

The variation in stage position over the course of a transla-
tion is calculated from the interpolation of the rising and fall-
ing edges of the pulse train. Figure 9(b) shows this variation
for a −3 mm to 8 mm translation with a 20 µm pulse separa-
tion. This data is used to calibrate the absolute stage position
for each of the peaks, based on the timestamps of each of the
spectrometer acquisitions corresponding to them.

Table 1. Summary of the stage velocities and the total measurement
time for each of the measurement sets.

Measurement
set

Stage 1
velocity

Stage 2
velocity (scan)

Measurement
time

1 0.5 mm∙s−1 1.0 mm∙s−1 31.7 s
2 1.0 mm∙s−1 1.0 mm∙s−1 19.7 s
3 2.0 mm∙s−1 2.0 mm∙s−1 10.7 s
4 5.0 mm∙s−1 2.0 mm∙s−1 7.1 s
5 10 mm∙s−1 5.0 mm∙s−1 4.4 s
6 20 mm∙s−1 5.0 mm∙s−1 3.9 s

6. Refractive index and thickness measurements

The overall performance of the system was assessed at a range
of different stage velocities, corresponding to different meas-
urement times. This was done by determining the accuracy
and repeatability of measurements of the refractive index and
thickness of each of the components within the test sample
(shown in figure 5). The instrument is used to measure ∆z,
∆D, and d∆z/dν and these parameters are used to calculate
t with equation (5), which is then used to calculate np and ng
using equations (1) and (2). The velocity of the sample stage
(stage 1) was increased from 0.5 mm∙s−1 to 20 mm∙s−1 in
varying increments as summarised in table 1. The velocity of
the reference stage (stage 2) was also increased for the low-
coherence scans which further reduced the total measurement
time. A set of the measured components for each of the five
elements, the three windows and two air gaps, made under
Measurement set four conditions is given in appendix A1 in
the supplementary materials document. Refractive index and
thickness measurements were made 20 times for each of the
measurement sets. The measurement times in table 1 include
line-scan acquisition, peak detection, and the data analysis
required to derive ∆z and ∆l. The final refractive index and
thickness calculation is done as post-process because determ-
ination of the correct dispersion gradient still requires some
human interaction, particularly with noisy signals and those
affected by fringing (such as in figure 7(b)). The calculation
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Figure 10. Refractive index measurements made at a range of stage velocities. The upper (in green) and lower (in blue) rows show
measurements of ng and np for the three windows (W1 − W3) respectively, and the central row in red shows measurements of the refractive
index of the air gaps (A1, A2).

itself is fast relative to the overall measurement time (tens of
milliseconds).

The refractive index measurements for each of the five ele-
ments within the sample are shown in figure 10. The data
used to produce the plot is tabulated and provided in appendix
A2 in the supplementary materials document. The vertical
grey banding indicates that each of the data points within
that particular band were acquired at the same stage velo-
city. Within each band are eight data-points corresponding
to the measurements of np (shown in blue in the lower row)
and ng (shown in green in the upper row) for the three win-
dows (W1 − W3), and the refractive index of the air gaps
(shown in red in the central row). The magnitudes of the win-
dow and air gap refractive indices are provided by the left
and right y-axes respectively. The air gap refractive index
values are taken from the mean of np and ng measurements.
The error bars on each data-point correspond to the stand-
ard deviation of the 20 individual measurements. The ref-
erence refractive index values for BK7 glass at 850 nm are
1.5100 for np and 1.5252 for ng [31], and 1.0003 for air [31].
These values are indicated by the black horizontal lines in
figure 10.

Whilst the repeatability does reduce somewhat at higher
stage velocities with, for example, a maximum standard
deviation of 2.26 × 10−3 at 20 mm∙s−1, compared to
0.94 × 10−3 at 2.0 mm∙s−1, the accuracy is relatively con-
sistent across the velocity range. The lowest accuracy meas-
ured was for window W1 at 20 mm∙s−1 at 0.11% and
was below 0.1% for all other measurements. The measure-
ment of np for W1 was slightly overestimated at each stage
velocity suggesting a systematic error, possibly due to the
alignment.

The thickness measurements for each of the sample
elements are shown in figure 11. The tabulated data used to
produce the plot can be found in appendix A3 in the supple-
mentary materials document. Again, the grey vertical bands
indicate that all the measurement points within them were
acquired at the same stage velocity. Note that the y-axis is
split into regions covering each of the five different elements.
The reference values for the three windows are indicated by
the black horizontal lines in figure 11. These were derived
from repeated measurements of the window thickness using
a Mitutoyo MDH digital micrometre gauge, which has a res-
olution of 0.1 µm and an accuracy of 0.5 µm. The standard
deviations of 10 measurements of each window are 0.61 mm,
0.57 mm, and 0.49 mm for windows W1 − W3 respectively.
There are no reference thickness values for the air gaps since,
whilst the retaining rings used in the construction of the sample
ensure that the air gaps are approximately 2 mm, it is particu-
larly difficult to measure the gap thickness to sufficient accur-
acy to provide a meaningful reference. The horizontal black
dashed line shown for the two air gaps indicates the mean of
the six measurement sets.

As with the refractive indexmeasurements, there is a reduc-
tion in the repeatability as the stage velocity increases. This
is to be expected given the lower resolution of the detected
peaks. The smallest standard deviation is 0.55 × 10−3 mm,
which was obtained for window W2 at 1.0 mm∙s−1, whereas
the highest is 2.26 × 10−3 mm obtained for window W3 at
20 mm∙s−1. The accuracy remains good to 10 mm∙s−1 with a
percentage error below 0.08% for all windows at all velocities
at 10 mm∙s−1 and below. The accuracy does noticeably reduce
at 20 mm∙s−1 however with a maximum percentage error of
0.17% for windowW2 at 20 mm∙s−1.
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Figure 11. Thickness measurements made across a range of stage velocities. The y-axis is split to cover the ranges of the measurements for
each of the five elements. The three windows (W1 − W3) are shown in blue and the two air gaps (A1 and A2) are shown in red.

7. Discussion and conclusion

This paper has described refractive index and thickness meas-
urement using combined LCI and confocal scanning with an
emphasis on improving the measurement speed. Reducing
the measurement time by increasing translation stage velocity
introduces several difficulties, such as the need for fast data
acquisition and accurate peak localization, and the steps taken
to mitigate these issues has been discussed. Measurements
have been presented using a multi-layered sample consist-
ing of three windows in a lens tube. The effect of trans-
lation stage velocity on the accuracy and repeatability of
refractive index and thickness measurements has been invest-
igated. Whilst there is a reduction in accuracy and repeat-
ability at the higher stage velocities, due to a reduction in
the peak resolution, a total measurement time of 4.4 s with
percentage errors less than 0.1% across all three measur-
ands np, ng, and t was achieved for a total sample length
of ∼10.5 mm. This represents an improvement of approx-
imately two orders of magnitude over previously published
work [20].

Alignment of the beam so that it is on axis is believed to be
the main source of systematic error, and what causes the slight
underestimation of np for windowW1. Spherical aberration in
the focusing lens is also a significant source of systematic error
though this is improved significantly by using OAP mirrors
over comparable lens systems. The OAP mirrors themselves
are difficult to align though and misalignment will introduce

systematic error. The use of OAP mirrors in the instrument is
described in more detail in [27]. The work described here was
carried out in a laboratory and the effects of thermal variations
and environmental disturbances were not noticed, though this
may be an issue if the instrument were used in more difficult
situations.

To make further improvements on the measurement time
through greater stage velocities would ultimately require bet-
ter resolution of the acquired peak data. This would require
faster acquisition and better noise performance to allow
shorter exposure times whilst maintaining a high signal level.
Increasing the optical bandwidth of the spectrometer and
source would also help as it would provide greater separation
of dispersed confocal peaks making the dispersion measure-
ment easier. In the measurements presented here the refract-
ive index difference at the interfaces is relatively large, which
means that the reflected light levels are relatively high.Making
measurements on samples with much closer refractive index
differences will be more challenging, and these improve-
ments would be necessary tomaintain themeasurement speeds
discussed here. Improvements to the measurement accuracy
could bemadewith better peak localization. One potential way
of achieving this could be to implement interferometric stage
encoding [32], which can provide nano-scale position meas-
urement. As it is remote from the stage system itself it should
be easier to synchronise the interferometric position data with
the spectrometer acquisitions than the pulse train technique
described here.
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