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Abstract. A direct visual-servoing algorithm for control a space-based manipu-
lator is proposed. A two-arm manipulator is assumed as a baseline scenario for 
this investigation, with one of the arms performing the manipulation and the 
second arm dedicated to the observation of the target zone of manipulation. The 
algorithm relies on images taken independently from de-localized cameras, e.g. 
at the end-effector of a second manipulator. Through the implementation of a 
Kalman filter, the algorithm can estimate the movements of the features in the 
image plane due to the relative movements between the camera and the target 
and then calculate the torques to be provided to the joints of the manipulator by 
adopting a visual servoing control strategy. Simulations results in two different 
scenarios have been presented to show an adequate behaviour of the presented 
approach in on-orbit-servicing operations. 

Keywords: Space Robotics, On-Orbit Servicing, Visual Servoing, Impedance 
Control. 

1 Introduction 

We are now entering a new and exciting phase that is changing the paradigms of ex-
ploitation of near-Earth space and its resources. In the sixties and seventies, space 
activities were carried on primarily for governmental or military purposes, intended 
more to assert the technical and strategical supremacy of one nation over the others. 
From the eighties up to the end of the twentieth century, the need for word-wide ser-
vices led to the raise of telecommunications and commercial players into the space 
race scene. The race for space exploitation is now changing again, with private actors 
developing a whole new series of activities and economic business opportunities [1]. 
The change is exponentially growing due to a sensible increase of the number of 
launch opportunities, the reduction of the overall missions' costs and numerous in-
vestments for making space the new domain for carrying on and supporting word-
wide commercial and economic activities.  This necessarily is leading to an exponen-
tial growth of the objects populating near-Earth regions. According to the United 
Nations Office for Outer Space Affairs [2], only in 2021 more than 1700 objects were 
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launched into space.  Initially, most of the failures occurred during launch and early 
operations phases, but nowadays, many more failures occur once the satellites are 
operating in orbit. Even if no failures occur, the mission's lifetime is limited by the 
amount of fuel and other consumable items carried onboard by spacecraft. For exam-
ple, in some applications, once the fuel necessary to perform station keeping and atti-
tude maneuvers is finished, the satellite is forced to finish its mission and be dis-
missed, even if all the other systems would be able to continue to carry on their nomi-
nal activities for longer time. Recent studies show that repairing or refuelling these 
satellites would reduce costs significantly [3]. 
For this reason, agencies are interested in the field of in-orbit servicing. Another as-
pect to consider is that a large quantity of such newly inserted in orbit objects is des-
tined to increase space debris population. Thus, numerous current research activities 
and under development missions are exploring and assessing the feasibility of active 
debris removal strategies [4].  
Some of the mission concepts for on-orbit servicing and active debris removal utilize 
robotic manipulators for performing complex operations, such as grasping, manipula-
tion, refuelling, inspections and many others.  Space environmental conditions, such 
as free-floating and frictionless conditions, impose new challenges for the control of 
such robotic systems: classical strategies for Earth-based manipulators are generally 
not applicable to space-based manipulators. In addition, most of the foreseen on-orbit 
operations in future missions impose strict requirements in terms of precision and 
accuracy of the robotic arm movements, and in some cases, these operations will need 
to be performed with a high level of autonomy. Most of the missions carried out in the 
last two decades had robotic operations mainly under teleoperation or manual control 
(e.g. robotic arms in the International Space Station). Teleoperation of space robotic 
assets are currently limited by the eventual delays in communications and strict re-
quirements necessary to maintain constant communication between the robotic ma-
nipulator and the operators. These issues become even more critical when the space-
craft operates far from Earth (i.e., in deep space and planetary exploration missions). 
This way of using on-orbit robotic systems is destined to disappear in favour of more 
autonomous systems that will decide and carry-on operations based on in-situ meas-
urements and evaluation of the necessary operations to be performed without any 
human-in-the-loop.  
Robotic on-orbit service (OOS) and active debris removal (ADR) missions are gener-
ally composed of three elements. The servicing spacecraft, a robotic manipulator, 
attached to the service spacecraft and, finally, the target spacecraft to be served. In 
active debris removal missions, the target spacecraft is replaced by the space debris 
element that needs to be removed from a certain orbital position. One of the challeng-
es in OOS and ADR missions is represented by the uncooperativeness of the target 
objects, either because they have reached the end of their useful life or because they 
have faulty or uncontrolled parts [5]. These missions are also characterized by a set of 
standard phases that span from the launch and early operations when the servicing 
spacecraft is inserted in orbit, orbital manoeuvres to reach the target's orbit, a rephas-
ing and approach phase that allows for having the service spacecraft in close proximi-
ty to the target, a synchronization phase that enables to minimize the relative velocity 
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with respect target's motion, the rendezvous and docking/grasping phase and the sub-
sequent phase where all the robotic operations are performed as well as the disen-
gagement operations that terminates the specific operations to a specific target [6].  
This paper focuses on the control strategies for driving the robotic manipulator once 
the approach and synchronization phases have been already accomplished by the ser-
vice spacecraft and the final rendezvous/grasping phase needs to be performed. Hav-
ing a reliable and robust control becomes of vital importance in such a phase, as it is 
extremely important to avoid unintentional collisions that could cause damage or 
determine the mission failure [7].  
The relative position between the spacecraft and the target must be continuously mon-
itored to avoid collisions [8]. Among the possible means to know the relative position 
between spacecraft, we have opted for using cameras as a sensor because of their 
reliability and versatility than other types of sensors [8]. There are three main options 
for the location of the camera system within the service spacecraft. The first option 
considers a fixed camera installed on the main spacecraft's body in a favourable posi-
tion to oversee the operations and movements performed by the robotic manipulator. 
The second possible option uses an eye-in-hand configuration, where the camera is 
placed at the manipulator's end effector. The third and final option uses a camera in-
stalled on an auxiliary mobile reconfigurable structure. The latter is the option that we 
consider in this work. The problem presented by the first option is the risk of occlu-
sions produced by the manipulator itself, preventing the realization of visual control. 
The second option improves this aspect since the camera moves together with the 
robot's end-effector but does not eliminate the possibility of occlusions in specific 
configurations. The adopted option offers a higher degree of versatility with the pos-
sibility of moving the camera constantly to have the best possible view that allows for 
each operation in any task performed by the robotic arm [9][10]. This article focuses 
on the specific scenario where the service spacecraft is equipped with two robotic 
arms. The first of the arms will be in charge of performing the manipulation tasks, 
while the second one carries on a camera at its end-effector that moves to guarantee 
an optimal observation of the robotic operations and avoids eventual occlusions of the 
observed scene [11].  
The paper proposes a new approach where both the service spacecraft and the target 
are in free-floating conditions at a sufficient distance so that the manipulator is able to 
perform its grasping and manipulation operations [12]. The visual servoing controller 
part is a well-known controller [15] for manipulator control using information ob-
tained from cameras. In this type of control, it is not necessary to perform a 3D recon-
struction of the target position to guide the robot since it only uses information ex-
tracted from the images captured by the camera. The proposed controller obtains the 
error directly from the image plane, directly giving torques to be applied in each of 
the manipulator's joints as a result. In this way, it is not necessary to either estimate 
the relative pose of the target with respect to the servicing spacecraft as well as to 
solve any complex inversion of the kinematic and dynamics of the manipulators for 
obtaining torques to be provided by servomotors. This last feature offers advantages, 
especially for the guidance of free-floating space robots, with eventual actions on the 
main body of the service spacecraft directly calculated by the controller itself, as al-
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ready done by the authors in [13]. Visual servoing is also applied for the control of 
free-floating robots based directly on images, with an eye-in-hand configuration in 
[16] or, as done in [17], for the guidance of a spacecraft during a rendezvous manoeu-
vre.  In this paper, the scenario proposed in [11] is considered where a camera in-
stalled at the end of the second manipulator is used to observe the target features. 
These features are used by the controller to calculate the control actions independent-
ly of the camera position. However, the present study focuses on the estimation prob-
lem of the eventual trajectories of the visual features, which might move due to both 
the motion of the manipulators of the servicing spacecraft as well as the motion of the 
target. The proposed approach uses Kalman filter as a tool for the estimation of the 
movements of the visual features in the image plane. Such estimations can be includ-
ed within the visual servoing controller to obtain a robust and reliable tool that allows 
for moving and catching targets that are also moving with respect to the servicing 
spacecraft. This paper explores such an approach and provides simulations for 
demonstrating the viability of the methodology. 
The rest of the article is organized as follows. Section 2 presents a description of the 
scenario, including the architecture of the service spacecraft and the key characteris-
tics of the manipulators installed on it. Section 3 describes the visual servo control of 
the manipulator in detail, focusing on the estimation of the movements of the visual 
features and of the target motion via a Kalman filter implementation. Such estima-
tions will then be used within ad-hoc build visual servoing controllers that track spe-
cific trajectories in the image in the specific free-floating base case. This is described 
in Section 4 with a resulting control law that will be then used to drive the robotic 
manipulator in test case simulation scenarios. The results obtained from the simula-
tions are presented in Section 5. Finally, Section 6 summarize the main findings ob-
tained in the present investigation. 

2 Robotic spacecraft 

This section presents the main details of the robotic spacecraft and the on-orbit servic-
ing scenario considered in this paper. A servicing spacecraft is equipped with two 
robotic arms: the main dynamic parameters of the servicing spacecraft and the robotic 
arms are indicated in Table 1 and Table 2, respectively (both robotic arms have the 
same dynamic parameters). One of the robotic arms (robotic camera) presents a cam-
era at its end-effector and extracts the visual features from a target spacecraft to per-
form the guidance of the other robotic arm (robotic manipulator). Image extraction 
and processing are not addressed in this paper, and it is supposed that these can be 
performed so that the controller can get and track a pattern with m points of the target 
spacecraft.  

Figure 1 represents the on-orbit servicing scenario considered in this paper. As 
previously indicated, a set of m visual features are extracted from the target using the 
robotic camera, C.  With B is represented the coordinate frame at the servicing space-
craft centre of mass, and E represents the coordinate frame at the end of the manipula-
tor robot. Finally, an earth-centred inertial coordinate frame, called I is used. 
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Table 1. Dynamic parameters of the servicing spacecraft. 

Mass (Kg)  Inertia(kg∙m2) 
Ix Iy Iz 

2550 6200 3550 7100 
 

Table 2. Dynamic parameters of the servicing spacecraft. 

   Inertia 
Arms Mass (Kg) Ix Iy Iz 
Link1 35 2 0.2 2 
Link2 22 3 0.2 3 
Link3 22 3 0.2 3 
Link4 12 0.1 0.2 0.4 
Link5 12 0.1 0.2 0.3 
Link6 10 0.2 0.25 0.3 

 

 

 

Fig. 1. Servicing spacecraft and extracted visual features. 
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3 Visual servoing of a manipulator and estimation of the target 
motion in the image space 

An image-based visual servoing system directly uses visual features extracted from 
the images obtained by the camera to generate control actions of the manipulator to 
track and converge progressively toward the desired features in the image plane. This 
approach differs from position-based controllers in that it is not necessary to calculate 
the 3-D pose of the observed object. This way, the control is performed directly in the 
image space. This paper assumes that the image processing algorithms can always 
extract specific points as visual features of the target. This set of points is represented 
with the variable 𝒔. The visual controller must apply the control actions in such a way 
that set 𝒔 progresively reaches the value of the desired features, 𝒔𝑑. In this way, an 
error function is defined, and the objective of the controller is to reduce the value of 
such an error function progressively. In the next paragraphs, classical visual servoing 
systems are modified to allow the manipulator guidance when the visual features are 
obtained from a mobile camera (the robotic camera in this paper). Additionally, the 
estimation of the target motion is included in the next section to improve the control-
ler behaviour during the tracking. 

 
3.1 Visual controller using the robotic camera 

In the previous paragraphs, the main properties of the employed image-based con-
troller are described. However, in order to guide the manipulator robot, some modifi-
cations must be performed in the previous approach. The classical image-based con-
troller considers that an eye-in-hand camera is employed. However, the camera is 
located at the end of the robotic camera in our case. To overcome this problem, a 
virtual camera located at the end of the manipulator robot is considered. This virtual 
camera will be employed to simulate the use of an eye-in-hand camera at the manipu-
lator robot. This controller presents several improvements with respect the one de-
scribed in our previous work [11]. The presented approach allows to determine the 3D 
pose of the target spacecraft frame with respect to the robotic camera only using im-
age information. Additionally, the pose of the characteristic points with respect to the 
virtual camera can be obtained. Finally, this last information is projected in the image 
space to obtain the visual features employed by the visual servoing system. Therefore, 
the visual servoing can be performed independently on the point of view. These steps 
will be described in the next paragraphs. 

First, we consider 𝑴𝑇
𝐶   as extrinsic parameters of the real camera located at the end 

of the robotic camera (pose of the target spacecraft frame with respect to the robotic 
camera frame). A target 3D point, 𝑷𝑃𝑖

𝑇 , can be expressed in the robotic camera coordi-
nate frame as: 

 
𝑷𝑃𝑖

𝐶 (𝑥𝑃
𝐶 , 𝑦𝑃

𝐶 , 𝑧𝑃
𝐶) = 𝑴𝑇

𝐶 𝑷𝑃𝑖
𝑇  (1) 
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Considering a pin-hole camera projection model, the point 𝑷𝑃
𝐶 , expressed with re-

spect to the camera reference frame, is projected onto the image plane at the 2D point 
𝒑𝑖. This point is computed from the camera focal length, 𝑓, as: 

 

𝒑𝑖 = (𝑥𝑖 , 𝑦𝑖)𝑇 = (𝑓
𝑥𝑃𝑖

𝐶

𝑧𝑃𝑖
𝐶 , 𝑓

𝑦𝑃𝑖
𝐶

𝑧𝑃𝑖
𝐶 )

𝑇

 (2) 

Finally, the units of (2) specified in terms of metric units are scaled and trans-
formed in pixels coordinates relative to the image reference frame, as: 

 
𝒔𝑖 = (𝑓𝑖𝑥 , 𝑓𝑖𝑦)

𝑇
= (𝑢0 + 𝑓𝑢𝑥𝑖 , 𝑣0 + 𝑓𝑣𝑦𝑖)𝑇 (3) 

where 𝒔𝑖 = 𝒔𝑖(𝒓(𝑡))), and 𝒓(𝑡) is the relative pose between the camera and inertia 
frame and (𝑓𝑢, 𝑓𝑣, 𝑢0, 𝑣0) are the camera intrinsic parameters. The intrinsic parameters 
considered are the position of the optical center (𝑢0, 𝑣0), and (𝑓𝑢 = 𝑠𝑥, 𝑓𝑣 = 𝑠𝑦) repre-
sent the focal length in terms of pixels, where 𝑠𝑥 and 𝑠𝑦  are the scale factors relating 
pixels to distance. 

In order to perform the manipulator robot guidance using the virtual camera, the 
following steps have been implemented: 

 
1. First, 𝒔 = (𝒔1, 𝒔2, ⋯ , 𝒔𝑚)𝑇 is considered as the extracted visual features by the 
robotic camera. From these visual features, the pose of the target spacecraft frame 
with respect to the robotic camera,  𝑴𝑇

𝐶  must be obtained (estimation of the camera 
extrinsic parameters). The estimation of these extrinsic parameters will be done by the 
definition of the following error function: 
 

𝒆 = 𝒔𝑣 − 𝒔 (4) 

Where 𝒔 have been defined as the extracted visual features and 𝒔𝑣 is the image posi-
tion of the same features computed by back-projection employing the estimated ex-
trinsic parameters. Therefore, it is required to define a control function that reduces 
the previous error function by modifying the extrinsic parameters. Please note that 
when this error function is zeroed, the estimated extrinsic parameters will be the real 
ones of the camera. To enable this, the time derivative of the error function is com-
puted as: 

�̇� = �̇�𝑣 − �̇� =
𝜕𝒔𝑣

𝜕𝒓

𝜕𝒓

𝜕𝑡
= 𝑳𝑠

𝜕𝒓

𝜕𝑡
 (5) 

where 𝑳𝑠 is the interaction matrix used in classical image-based visual servoing sys-
tems [15]. A proportional control law is defined to reduce the error function. Specifi-
cally, an exponential decrease of the error, 𝒆, is imposed by �̇� = −𝜆1𝒆, being 𝜆1 a 
positive gain. Therefore, the following control action is obtained: 
 

𝜕𝒓

𝜕𝑡
= −𝜆1𝑳𝑠

+𝒆 (6) 
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2. Using the previous step, the pose of the target spacecraft frame with respect to the 
robotic camera is obtained 𝑴𝑇

𝐶 . From the spacecraft kinematics, it is also possible to 
obtain the relative position between the robotic camera and the virtual camera located 
at the end of the manipulator robot, 𝑴𝐶

𝑉𝐶 . The homogeneous transformation matrix 
between the target spacecraft T and the virtual camera, VC, can easily be obtained as 
𝑴𝑇

𝑉𝐶 = 𝑴𝐶
𝑉𝐶𝑴𝑇

𝐶  . 
3. A kinematic model of the features extracted from the target spacecraft is known so 
the 3D position of each of the characteristic points with respect the frame T is known, 
𝑷𝑖

𝑇. Using this information and the matrix 𝑴𝑇
𝑉𝐶 , the pose of the characteristic points 

with respect to the virtual camera is equal to 𝑷𝑖
𝑉𝐶 = 𝑴𝑇

𝑉𝐶𝑷𝑖
𝑇. Considering 

(𝑥𝑖
𝑉𝐶 , 𝑦𝑖

𝑉𝐶 , 𝑧𝑖
𝑉𝐶) the coordinates of the previous pose, Equations (2) and (3) can be 

used to obtain the value of the visual features in pixel coordinates in the image space, 
𝒔𝑖. These features will be the extracted features at each iteration of the task. 
4. In order to guide the manipulator robot, an image-based visual servoing system can 
be applied. This approach allows the tracking of a given trajectory by using visual 
information. This control action can be performed from the visual features 𝒔𝑖 and the 
desired positions of these features 𝒔𝑖𝑑, i. e., the value of these features in the desired 
location to be achieved. From the previous features, it is possible to define the set of 
observed and desired visual features as 𝒔 = (𝒔1, 𝒔2, ⋯ , 𝒔𝑚)𝑇 and 𝒔𝑑 =
(𝒔1𝑑, 𝒔2𝑑, ⋯ , 𝒔𝑚𝑑)𝑇 respectively, and the control action as: 
 

𝒗𝑉𝐶 = −𝜆2𝑳𝑠
+(𝒔 − 𝒔𝑑) (7) 

where 𝒗𝑉𝐶 are the velocities to be applied with respect to the virtual camera and 𝜆2 a 
positive control gain. 

 
3.2 Estimation of the target spacecraft motion in the image space 

The visual servoing system presented in the previous section does not take into ac-
count the eventual movements of the target satellite. This section extends the previous 
visual servoing system to include the estimation of the target spacecraft's motion and 
better track the trajectories in the image space when the target is in motion. To do 
this, it is necessary to estimate the variations in the image error due to the motion of 
the target spacecraft and include it in the computation of the control actions.  

The expression that relates the control action with respect to the virtual camera co-
ordinate frame, the image error and the image error estimation due to the motion of 
the target spacecraft is: 

𝒗𝑉𝐶 = (
𝜕𝒆�̂�

𝜕𝒓
)

+

(−𝜆𝒆𝑠 −
𝜕𝒆�̂�

𝜕𝑡
) (8) 

where 𝒆𝑠 = 𝒔 − 𝒔𝑑 is the image error that needs to be minimized. The estimation of 
the motion velocity of the target spacecraft using an eye-in-hand camera system can 
be obtained from the camera velocities measurements and the error function. There-
fore, from Equation (8) we can obtain the value of the estimation of the error variation 
due to the motion of the target spacecraft (note that the proportional control action 
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allows for obtaining an exponential decrease of the error function and, therefore, �̇�𝑠 =
−𝜆𝒆𝑠): 
 

𝜕𝒆�̂�

𝜕𝒓
= �̇�𝑠 −

𝜕𝒆�̂�

𝜕𝑡
𝒗𝑉𝐶  (9) 

To obtain the value of the estimation of the motion at each iteration, a discretiza-
tion of Equation (9) can be done, obtaining the following expression: 

 

(
𝜕𝒆�̂�

𝜕𝑡
)

𝑘
=

𝒆𝑘 − 𝒆𝑘−1

∆𝑡
−

𝜕𝒆�̂�

𝜕𝒓
𝒗𝑉𝐶 (10) 

where t  can be obtained by computing the delay at each iteration. Additionally, the 
term 𝜕𝒆�̂�

𝜕𝑟
 is equal to the identity matrix, and therefore (10) can be simplified in the 

following relationship: 
 

(
𝜕𝒆�̂�

𝜕𝑡
)

𝑘
=

𝒆𝑘 − 𝒆𝑘−1

∆𝑡
− 𝒗𝑉𝐶 (11) 

 
Therefore, Equation (11) can be used to measure the image error variation due to 

the movement of the target spacecraft. Specifically, two sources of error can be identi-
fied as an error. On the one hand, the estimator depends on the precision in the image 
processing. On the other hand, errors in the measurement in the camera motion, 𝒗𝑉𝐶, 
can also produce errors in the estimation provided by Equation (11). In the next sec-
tion, a target spacecraft motion estimator is proposed by using a Kalman filter. 
 
3.3 Target spacecraft motion estimation 

Different approaches can be used to filter the measurement error obtained when the 
image error variation due to the target motion is estimated. One of these approaches is 
approaches are the ones based on Kalman filters [18]. These filters, do not generate 
correct estimations when abrupt changes in the state vector are obtained (these abrupt 
changes are considered noise and the filter requires several iterations for the conver-
gence). In this section, the formulation of a Kalman filter is presented to be applied to 
the specific case presented in this paper, i. e., the estimation of the motion of the tar-
get spacecraft. 

In a general case, the equations of the model state and measurement can be consid-
ered as: 

 
𝒙(𝑘+1) = 𝑭𝒙(𝑘) + 𝒗(𝑘) 
𝒛(𝑘) = 𝑯𝒙(𝑘) + 𝒘(𝑘) 

 
(12) 

 
where: 
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• 𝑭 is the state transition matrix. This matrix relates the state in the previous 
iteration k-1 with the current state k (without noise). 

• 𝑯 is the measurement matrix, which relates the state with the measurement. 
• It is assumed that the random variables 𝒗 and 𝒘 are independent. 𝒗 is the 

noise process, and it is supposed to be with white centered noise and with 
covariance matrix Q. 𝒘 is the measurement noise. It is supposed to be with 
white centered noise and with covariance matrix R. 
 

The target motion components are not correlated; therefore, two independent Kal-
man filters are applied to each of the components (𝜕𝒆𝑠�̂�

𝜕𝑡
,

𝜕𝒆𝑠�̂�

𝜕𝑡
). In the next paragraphs 

the subscript s (e.g., in 𝜕𝒆�̂�

𝜕𝑡
) is used to represent generically any of the components, x, 

y. The equations of the state model and measurement of the Kalman filter are: 
 

(
(

𝜕𝒆𝑠

𝜕𝑡
)

𝑘+1
𝜼𝑘+1

) = 𝑭 (
(

𝜕𝒆𝑠

𝜕𝑡
)

𝑘
𝜼𝑘

) + (
0

𝒗(𝑘)
) (13) 

 

(
𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1
= 𝑯 (

(
𝜕𝒆𝑠

𝜕𝑡
)

𝑘+1
𝜼𝑘+1

) + 𝒘(𝑘) 
(14) 

 
 

where (
𝜕𝒆�̂�

𝜕𝑡
)

𝑘
 is the variation of the error due to the target spacecraft motion. This 

term needs to be measured by using equation (11). Therefore, the prediction of the 
state vector is given by: 

 

(
𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1|𝑘
= (

𝜕𝒆�̂�

𝜕𝑡
)

𝑘|𝑘
 (15) 

 
with the matrices 𝑭 and 𝑯 being: 

 

𝑭 = (
1 1
0 𝜌

) (16) 

 
𝑯 = (1 0) (17) 

where 𝜌 is the correlation grade between the successive accelerations of the target 
(this parameter changes between 0 and 1). In this case, the prediction and estimation 
equations of the Kalman filter are respectively: 

 

(
(

𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1|𝑘

�̂�𝑘+1|𝑘

) = 𝑭 (
(

𝜕𝒆�̂�

𝜕𝑡
)

𝑘|𝑘

�̂�𝑘|𝑘

) (18) 
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(
(

𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1|𝑘+1

�̂�𝑘+1|𝑘+1

) = (
(

𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1|𝑘

�̂�𝑘+1|𝑘

) + 𝑲𝑘+1𝜸𝑘+1 

 

(19) 

where 𝛾𝑘+1 is the innovation between the measurement and the previous prediction. 
The covariance matrices of the error prediction and estimation, the gain and measure 
innovation are given by: 
 

𝑷𝑘+1|𝑘 = 𝑭𝑷𝑘|𝑘𝑭𝑇 + 𝑸 
𝑷𝑘+1|𝑘+1 = (𝑰 − 𝑲𝑘+1𝑯)𝑷𝑘+1|𝑘 

𝑲𝑘+1 = 𝑷𝑘+1|𝑘𝑯𝑇(𝑯𝑷𝑘+1|𝑘𝑯𝑇 + 𝑹)
−1

 

𝜸𝑘+1 = (
𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1
− (

𝜕𝒆�̂�

𝜕𝑡
)

𝑘+1|𝑘
 

(20) 

4 On-orbit robot manipulator visual servoing  

This section describes the robot manipulator dynamics and the controller designed to 
perform the tracking of image trajectories. First, the dynamics of the robot manipula-
tor can be defined by the following equation: 

 

[
𝑭𝑏

𝝉
]  = [

Mbb Mbm

Mbm
 T Mmm

] [
�̈�𝑏

�̈�
] + [

𝒄𝑏

𝒄𝑚
] (21) 

where q̈ ∈ ℜn is the set of accelerations of the manipulator joints, �̈�𝑏= [�̇�b
T �̇�b

T]T∈ 
ℜ6 represents the linear and angular accelerations of the service spacecraft with re-
spect the inertial coordinate frame, Mbb ∈ ℜ6×6 is the inertia matrix of the spacecraft, 
Mbm ∈ ℜ6×n is the coupled inertia matrix of the spacecraft and the robot manipulator, 
Mmm ∈ ℜn×n is the inertia matrix of the robot manipulator; 𝒄𝑏 and 𝒄𝑚∈ ℜ6 represents 
a velocity/displacement-dependent, non-linear terms for the spacecraft and robot ma-
nipulator, Fb ∈ ℜ6 is the force and moment exerted on the service spacecraft, and 𝝉 ∈ 
ℜn is the applied joint torque on the manipulator. This paper assumes that no control 
action is applied to the base spacecraft, therefore, 𝑭𝑏 = 0. Additionally, free-floating 
conditions are considered: the base spacecraft moves when the manipulator performs 
a motion. With these considerations Equation (21) can be written as: 

 
Mmm

* �̈�+ H*= τ (22) 

where Mmm
* ∈ ℜn×n represents the generalized inertia matrix of the manipulator and 

service spacecraft and H*∈ ℜn represents the generalized Coriolis and centrifugal 
matrix: 
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Mmm
*  = Mmm - Mbm

T Mbb
 -1Mbm (23) 

H*= cm- Mbm
T Mbb

 -1cb (24) 

Additionally, the linear and angular momenta of the robot manipulator and base 
spacecraft (𝓵T,ΨT)

T
 ∈ ℜ6 are: 

[
𝓵
𝜳

] = Mbbẋb+ Mbm�̇� (25) 

where �̇� ∈ ℜn are the manipulators' joint velocities, and �̇�𝑏= [𝒗b
T ωb

T]T∈ ℜ6 repre-
sents the linear and angular velocities of the service spacecraft in the inertial coordi-
nate frame. The relationship between the time derivatives of the joint positions, �̇�, and 
the corresponding end-effector's absolute linear and angular velocities can be obtained 
by the manipulator Jacobian, Jm∈ ℜ6×n, and the Jacobian matrix of the service space-
craft, using the following relationship: 

ẋe = Jm�̇� + Jbẋb (26) 

To obtain the equation that relates joint velocities and the velocities of the manipu-
lator end effector we can combine Equations (26) and (25), obtaining the following 
equation: 

ẋe =  Jg�̇�+ �̇�ge (27) 

where: 

Jg =  Jm − JbMbb
-1Mbm (28) 

 �̇�ge =  JbMbb
-1 [

𝓵
𝜳

] (29) 

In Equation (27), Jg is the Generalized Jacobian Matrix which relates the joint ve-
locities of the manipulator arm and the end effector velocities. Additionally,  �̇�ge, is an 
offset velocity due to the non-zero momentum.  

The previous differential kinematics is required to be extended to determine the re-
lationship between image and joint coordinates. As previously indicated, the interac-
tion matrix, 𝑳𝑠 , relates the velocities of the extracted visual features in the image 
space, �̇�, and the end effector motion, ẋe . Taking into account this last relationship, 
Equation (27) can be expressed as:  

�̇� =  L𝑠 Jg�̇�+  L𝑠�̇�ge =  L𝐽�̇�+ �̇�ge  (30) 

where LJ is the product of the interaction matrix and the robot Jacobian. This matrix 
relates joint velocities and the time derivative of the extracted visual features. Addi-
tionally, �̇�ge is the projection in the image space of the velocity  �̇�ge. Therefore, the 
control action given in Equation (7) can be extended taking into account the free-
floating conditions and the estimation of the motion of the target spacecraft using the 
following equation: 
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�̇� = −𝜆3𝑳𝐽
+ (𝒆𝑠 −

𝜕𝒆�̂�

𝜕𝑡
− �̇�ge) (31) 

5 Results  

This section presents the main results obtained in the application of the proposed 
controller to perform the manipulator guidance considering the on-orbit servicing 
scenario detailed in Section 2. The initial position of the target spacecraft is (0,10, 0) 
m with respect to the base spacecraft coordinate frame. The base spacecraft is left free 
to move in a free-floating condition when the robotic arms operate. No external forces 
are applied to the base spacecraft. Two different kinds of maneuvres are presented in 
this paper. In the first one, the robotic manipulator uses visual information extracted 
from the target spacecraft to perform a motion in only single direction (x or z with 
respect the T coordinate frame), maintaining the distance with respect to the target 
spacecraft. The second experiments use visual information to perform more complex 
motions which require displacements in several directions. 

 
5.1 Visual controller to guide the manipulator in a single movement  

In this case, the visual information obtained by the robotic camera is used to guide 
the robotic manipulator in just one direction. As previously indicated, the visual in-
formation to be fed to the controller is based on the recognition and tracking of four 
visual feature points extracted from the target spacecraft. The coordinates of the initial 
features extracted by the camera in both the maneuvres under analysis are 𝒔𝑖 =

[
𝒔𝑖𝑥

𝒔𝑖𝑦
]

𝑇

= [
452 556 572 468
556 572 468 452

]
𝑇

. To obtain a displacement along y-direction the 

desired features to be included in Equation (31) are the following ones: 

𝒔𝑑 = [
𝒔𝑑𝑥

𝒔𝑑𝑦
]

𝑇

= [
452 556 572 468
631 648 543 527

]
𝑇

 (32) 

Analogously, to obtain a displacement along z-direction, the following features 
will be considered as the desired ones: 

𝒔𝑑 = [
𝒔𝑑𝑥

𝒔𝑑𝑦
]

𝑇

= [
529 633 649 545
556 572 468 452

]
𝑇

 (33) 

The results obtained in the application of the controller using both sets of desired 
visual features are indicated in Fig. 2. Fig. 2.a, and Fig. 2.d represents the image tra-
jectory of the four visual features. From the analysis of such figures, the visual fea-
tures describe straight trajectories from the initial to the desired features. In both cas-
es, the desired visual features are achieved. However, in order to show more clearly 
the motion performed by the servicing spacecraft, the 3D trajectories described by the 
robot manipulator are shown in Fig. 2.b, and Fig. 2.e, respectively. The trajectory 
described by the robotic manipulator is in blue in both figures. The manipulator end-
effector correctly performed displacements along y and z directions, maintaining a 
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constant distance with respect to the target spacecraft. Finally, Fig. 2.c, and Fig. 2.f 
represents the manipulator joint torques and the force and moments applied to the 
base spacecraft due to the motion of the manipulator. 

 
 
 

a) 

b) 

c) 

d) 

e) 

f) 

End-effector trajectory 

x (m)  

x (m)  

z 
(m

)  

z 
(m

)  
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Fig. 2. a) image trajectory of the extracted visual features (displacement in y-direction). b) 2d 
trajectory of the servicing spacecraft (displacement in y-direction). c) Joint applied torques, and 
force and moments in the base spacecraft (displacement in y-direction). d) image trajectory of 
the extracted visual features (displacement in z-direction). e) 2d trajectory of the servicing 
spacecraft (displacement in z-direction). f) Joint applied torques, and force and moments in the 
base spacecraft (displacement in z-direction). 

 
 

5.2 Visual controller to guide the manipulator following complex motion 
directions 

The second simulation assesses the applicability of the proposed strategy when the 
desired motion implies a simultaneous displacement in several directions. As previ-
ously indicated, the visual information extracted from the target spacecraft is based on 
the four visual feature points of the target seen and extracted from the images cap-
tured by the camera. The coordinates of the initial features extracted by the camera 
are the same indicated in the experiments in Section 5.1, while the desired features to 
be included in Equation (31) are the following: 

 

𝒔𝑑 = [
𝒔𝑑𝑥

𝒔𝑑𝑦
]

𝑇

= [
374 478 494 390
480 496 392 375

]
𝑇

 (34) 

By considering these last visual features, a movement of the end effector is ob-
tained along both y- and z-directions simultaneously while keeping fixed the distance 
of the base of the spacecraft and the target spacecraft. Additionally, another case can 
be considered by setting as desired visual features the following ones: 

𝒔𝑑 = [
𝒔𝑑𝑥

𝒔𝑑𝑦
]

𝑇

= [
546 656 673 563
594 613 500 486

]
𝑇

 (35) 

If these last visual features are used, the manipulator robot performs an approach to 
the target spacecraft with a displacement along both y- and z- directions simultane-
ously. The results obtained in the application of the controller using both sets of de-
sired visual features are indicated in Fig. 3 and Fig. 4. The 3D trajectories described 
by the robot manipulator in both experiments are represented in Fig. 3. Fig. 4.a, and 
Fig. 4.c represents the image trajectory of the four visual features in the image plane. 
The visual features describe a straight right trajectory from the initial and the desired 
features but, differently from Fig. 2.a, and Fig. 2.d, their trajectories move along the 
diagonal of the image plane. In both cases, the desired visual features are achieved. 
As shown in Fig. 3.a, the manipulator performs a displacement in a plane parallel to 
the target spacecraft, maintaining a fixed distance with respect to the target. As it is 
shown in Fig. 3.b, in this last trajectory the manipulator robot also performs an ap-
proach to the target, achieving the desired pose. Finally, Fig. 4.b, and Fig. 4.d repre-
sents the manipulator joint torques, and the force and moments applied to the base 
spacecraft due to the motion of the manipulator. 
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Fig. 3. a) 3D trajectory of the servicing spacecraft (trajectory 1). b) 3D trajectory of 
the servicing spacecraft (trajectory 2). 

Fig. 4. a) image trajectory of the extracted visual features (trajectory 1). b) Joint applied tor-
ques, and force and moments in the base spacecraft (trajectory 1). c) image trajectory of the 
extracted visual features (trajectory 2). d) Joint applied torques, and force and moments in the 
base spacecraft (trajectory 2). 
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6 Conclusions  

The paper presented a visual servoing algorithm suitable for on-orbit servicing and 
manipulation. The algorithm is applicable to a spacecraft equipped with two-arm 
manipulator. The two arms are dedicated to manipulation and observation tasks, re-
spectively.  

A visual servoing controller independent from the observed scene's point of view 
was consequently developed. The virtual features could be virtually reconstructed 
following a specific pattern seen on the target body and consequently assumed at-
tached to the end effector of the operating manipulator. A Kalman filter was imple-
mented to estimate the movements of the visual features due to the target satellite 
motion as well as these due to the intrinsic movement of the service spacecraft due to 
the manipulator operations.  

Numerical results show that the so-developed controller was able to drive the ma-
nipulator in such a way to make the virtual features match the real features on the 
target body even when the target was relatively moving with respect to the base of the 
sercicing spacecraft.  

Further studies will assess the robustness of the proposed controller against envi-
ronmental torques and forces, evaluate the performance of the controller with differ-
ent frame rates of the camera, and compare the results with other tracking controllers. 
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