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Abstract: The success of the lattice Boltzmann method requires efficient parallel programming
and computing power. Here, we present a new lattice Boltzmann solver implemented in Taichi
programming language, named Taichi-LBM3D. It can be employed on cross-platform shared-memory
many-core CPUs or massively parallel GPUs (OpenGL and CUDA). Taichi-LBM3D includes the
single- and two-phase porous medium flow simulation with a D3Q19 lattice model, Multi-Relaxation-
Time (MRT) collision scheme and sparse data storage. It is open source, intuitive to understand, and
easily extensible for scientists and researchers.
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1. Introduction

The study of fluid flows is an important subject of civil, mechanical, and chemical
engineering. Accurate calculation of the forces, pressure, and velocity can help us to better
understand the flow and its mass/heat transport process. The lattice Boltzmann method
(LBM) is a numerical method for simulating fluid dynamics introduced three decades
ago [1,2]. Since then, it has quickly developed and has attracted significant attention in
academia and industry. The lattice Boltzmann method is based on a special discretisation
of velocity space, time, and space: an ensemble of particles, the motion and interactions of
which are confined to a regular space–time lattice [3,4]. These particle groups are much
larger than real fluid molecules, but they show the same behaviour in density and velocity
as the real fluid at macroscopic scale. The Navier–Stokes equations can be recovered by
LBM at macroscopic scale [5–7]. This unique mesoscale feature allows the LBM to simulate
fluid/gas flow without directly solving continuum equations and distinguishes it from
conventional computational fluid dynamics (CFD) methods: the conventional CFD method
discretises the governing equation in a top-down approach, the LBM recovers the governing
equations from the defined rules for discretised models in a bottom-up approach.

Several lattice models have been proposed for the LB method [6,8–10]. The most
popular and widely used lattice model has been used in 2D and 3D [10] called D3Q19. The
model contains 19 velocities at each lattice node. We used this lattice model as our LB solver
implementation. The collision term is the key component in the LB method; it defines how
particle groups exchange momentum and energy locally at lattice nodes. The simplest one
that can be used for flow simulation is the Bhatnagar–Gross–Krook (BGK) operator [11]. A
multiple-relaxation-time (MRT) scheme was developed to overcome the drawbacks of the
BGK model, e.g., numerical instability [12]. Using various relaxation-time parameters for
different moments of macroscopic quantities is the main concept behind MRT. The MRT
approach can increase the numerical stability while lowering the computational time by
at least one order of magnitude and keeping the same accuracy. A thorough analysis of
MRT’s numerical stability was conducted in [13]. We used the MRT scheme as a collision
term in our single- and two-phase solver development.
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The LB method can be easily extended to multiphase multi-physics applications due
to its mesoscopic nature. There have been many multiphase/multicomponent LB models
proposed in the past two decades. These models generally can be grouped into four
categories: the colour gradient model [14–18], the free energy model [19–21], the pseudo-
potential Shan–Chen model [22–25], and the phase-field model [26–28]. We implemented
an optimised colour-gradient model proposed in [18], which permits improved numerical
stability, a higher viscosity ratio, and a lower capillary number compared to other two-
phase models.

Compared with conventional CFD techniques, the LBM has several advantages:

- It is relatively simple to implement. LBM relies on particle group distributions. The
interaction between nodes are fully linear, while the nonlinearity enters into a local
collision process within each node [29]

- The LBM algorithm is mostly local, leading to efficiency and scalability on a paral-
lel computer [30]

- Robust handling of complex geometries.

In the past few decades, several code packages emerged and have been well-maintained,
including Palabos [31], OpenLB [32], Walbera [33], and many others [34]. Most of them
were implemented in C++ on CPU architecture for its high computing efficiency and object-
oriented language. However, the parallel packages require strong programming skills, e.g.,
CUDA and C++. To remove these barriers and allow the researcher to focus on algorithm
and application development, we developed a 3D single-phase MRT LBM solver and two-
phase improved colour gradient MRT solver [18] using Taichi programming languages [35],
named Taichi-LBM3D. The objective of this new LBM solver is to facilitate researchers
who want to focus on the LB algorithm or application but not on the programming, while
guaranteeing the high computing efficiency on parallel platforms. The researchers could
prototype their new algorithm rapidly and/or test their new applications on multicore
CPUs or massively parallel GPUs. Interestingly enough, recent efforts were found to use
PyTorch [36] to develop LBM models on GPUs, but these were limited to single-phase flow
applications.

Based on the Taichi computing infrastructure, Taichi-LBM3D can be executed on a
shared memory cross-platform with CPU backend (e.g., x86, ARM64) and GPUs (CUDA,
Metal and OpenGL). The implementation is short: around 400 lines for single-phase
flow and 500 lines for two-phase flow. The solver is also intuitive to understand and
is implemented using python-like syntax along with Taichi embedded vector/matrix
operations. This unique feature allows further extension with minimum effort. In addition,
the solver has a sparse storage option, which is essential for the simulation of flow over a
porous medium. The sparse storage option is decoupled from the computing kernel. The
computing performance is comparable with original C++ implementation on CPUs and
much faster on GPUs. Researchers will be able to test new ideas and applications on Taichi-
LBM3D without losing computing efficiency, and development time can be potentially
reduced from days to hours. Taichi-LBM3D would enable integrating the LBM simulations
with Taichi’s automatic differentiation facility [37], which will be our future work. This
paper is organised as follows. Section 2 presents the overview of the LBM algorithm and
its implementation. Section 3 shows three benchmark problems for the Stokes flow, Navier–
Stokes flow, and the two-phase flow. Section 4 shows different numerical applications and
the overall speed comparison. Section 5 presents a summary and conclusion.

2. Algorithm

The lattice Boltzmann method (LBM) uses a discrete Boltzmann equation to simulate
fluid flow that divides the algorithm into a collision and a streaming step. The location of the
particle distribution functions (PDFs) in space is presented on the nodes of the lattice grid,
and a small set of lattice velocities are used to represent the particle velocities. Under the
assumption of a low Mach number Ma = u/c� 1, the Maxwell–Boltzmann distribution
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can resemble the equilibrium to second-order accuracy in velocity. To implement a lattice
Boltzmann simulation, four major steps should be included:

1. Initialisation of the distribution function fi(x, 0)
2. Collision step: A time iteration takes the populations from their state at time t to the

next state t + ∆t, where ∆t is a constant discrete time step:

Collision step: fi(x + ei∆t, t + ∆t) = fi(x, t) + Ωi, i = 0, ..., 18, (1)

We used the multi-relaxation-time scheme D3Q19 lattice Boltzmann method for the
Stokes flow calculation [13], which allows independent adjust adjustment of the bulk and
shear viscosity, which significantly improves the numerical stability for a low viscosity
fluid. D3 represents the space dimension and Q19 indicates the number of discretised
microscopic velocities, where ei is the discretised microscopic velocities:

ei =


0 c −c 0 0 0 0 c −c c −c c −c c −c 0 0 0 0
0 0 0 c −c 0 0 c −c −c c 0 0 0 0 c −c c −c
0 0 0 0 0 c −c 0 0 0 0 c −c −c c c −c −c c

 (2)

where c = ∆x/∆t, ∆x is the lattice length, and ∆t is the constant time step. The weights wi
for the D3Q19 stencil are

wi = 1/3 i = 0; wi = 1/8 i = 1...6; wi = 1/36 i = 7...18 (3)

The multi-relaxation-time (MRT) collision operator is:

Ω = M−1S(M f −meq) (4)

The collision process is conducted in the momentum space, and the equilibrium
moment is calculated by meq = M f eq. The moments of the distribution function are
expressed as

m = (ρ, e, ε, jx, qx, jy, qy, jz, qz, 3pxx, 3πxx, pww, πww, pxy, pyz, pzx, mx, my, mz) (5)

The physical meaning of these moments can be found in [12]. The collision diagonal
matrix S is a diagonal comprised of relaxation rates:

S = diag(0, se, sξ , 0, sq, 0, sq, 0, sq, sν, sπ , sν, sπ , sν, sν, sν, sm, sm, sm) (6)

The relaxation rates sν and sξ are associated with the kinematic viscosity ν and bulk
viscosity ξ, respectively, that can be calculated as:

ν =
1
3
(

1
sν
− 1

2
)c2∆t, ξ =

2
9
(

1
se
− 1

2
)c2∆t (7)

The relaxation time τ is defined as τ = 1/sν. We chose the following value

se = sξ = sπ = sν, sq = sm = 8
2− sν

8− sν
. (8)

3. Streaming step:
fi(x + ei∆t, t + ∆t) = fi(x, t + ∆t) (9)

Different boundary conditions, e.g., simple bounce-back and periodic, were
implemented.

4. Computation of macroscopic hydrodynamic quantities, density, and momentum are
conserved values that can be calculated from:

ρ(x, t) = ∑
i

fi(x, t) (10)
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ρu(x, t) = ∑
i

ei fi(x, t) (11)

Multicomponent Lattice Boltzmann Models

A general colour gradient lattice Boltzmann model can be summarised in 4 steps

1. Single phase collision using MRT scheme
2. Surface tension perturbation to f ′i obtaining f ′′i
3. Recolouring
4. Streaming.

We employed an optimised colour-gradient approach [18] for the two-phase flow
problem. To maintain the inbuilt parallelism of the lattice Boltzmann method, only the
values of distribution functions of the nearest neighbour nodes were required. High
viscosity ratios and a low capillary number problem were possible in this model, as it
increased numerical stability. Velocity and pressure use only one full size distribution
function. A recolouring approach was used to limit the diffusion on the interface while
adding additional terms to the equilibrium moments in the MRT collision stage. Two
component densities were indicated by the variables ρr and ρb. The definition of parameter
φ is

φ =
ρr − ρb
ρr + ρb

(12)

The colour gradient vector C of the phase field can be calculated using

C(t, x) =
3

c2∆t ∑
t

ωieiφ(t, x + ei∆t) (13)

The orientation of the interface can be obtained by a normalised gradient:

nα =
Cα

|C| (14)

The two separate LB equations will compute the convection of density field ρr, ρb.
Take ρr for example,

gi(x + ei∆t, t + ∆t) = geq
i (ρr(x, t), u(x, t)) (15)

The equilibrium distribution function geq
i is

geq
i = wiρr(1 +

3
c2 ei · u) (16)

Only the local equilibrium distribution function is required in the collision step. Thus,
only the summation ρr = ∑18

0 gi needs to be recorded rather than all the values.
The gradient of the phase field is required to calculate the surface tension term. The

extra terms for the surface tension are

m1 = −σ|C|(n2
x + n2

y + n2
z) = σ|C|

m9 =
1
2

σ|C|(2n2
x − n2

y − n2
z)

m11 =
1
2

σ|C|(n2
y − n2

z)

m13 =
1
2

σ|C|(nxny)

m14 =
1
2

σ|C|(nynz)

m15 =
1
2

σ|C|(nxnz)

(17)
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The relaxation matrix, kinematic, and bulk viscosity calculation are the same as a
standard MRT–LBM.

The Taichi-LBM3D scripts are easy to understand and can be easily modified by the
users. For example, the collision operator in Equation (4) is the most computation intensive
task in the LBM algorithm. The reader could easily refer to Listing 1 and Equation (4).
Another benefit is the sparse data structure that has been built in Taichi. Listing 2 shows
the dense and sparse memory allocation in Taichi.

Listing 1. Example of collision operator in Taichi-LBM3D for single phase flow problem.

1 @ti.kernel
2 def colission ():
3 for i,j,k in rho:
4 if (solid[i,j,k] == 0):
5 m_temp = M[None]@F[i,j,k]
6 meq = meq_vec(rho[i,j,k],v[i,j,k])
7 m_temp -= S_dig[None ]*( m_temp -meq)
8 if (ti.static(force_flag ==1)):
9 for s in ti.static(range (19)):

10 m_temp[s] += (1 -0.5* S_dig[None][s])*GuoF(i,j,k,s,v[i,j,k])
11

12 f[i,j,k] += inv_M[None]@m_temp

Listing 2. Examples of dense and sparse memory allocation in Taichi-LBM3D.

1 # Non Sparse memory allocation
2 f = ti.Vector.field (19,ti.f32 ,shape =(nx ,ny ,nz))
3 F = ti.Vector.field (19,ti.f32 ,shape =(nx ,ny ,nz))
4 rho = ti.field(ti.f32 , shape=(nx ,ny,nz))
5 v = ti.Vector.field(3,ti.f32 , shape =(nx,ny ,nz))
6

7 # Sparse Storage memory allocation
8 f = ti.field(ti.f32)
9 F = ti.field(ti.f32)

10 rho = ti.field(ti.f32)
11 v = ti.Vector.field(3, ti.f32)

3. Numerical Benchmark

In this section, the implementation of the Taichi-LBM3D is benchmarked by com-
parison with well-known numerical test cases. We started with the viscous-driven to
inertia-driven flow; finally, we benchmarked the two-phase capillary fingering.

3.1. Stokes Flow

Here, we considered a Plane Poiseuille flow problem. The flow was created between
two infinitely long parallel plates. A constant pressure gradient was applied in the direction
of flow. The analytical velocity profile u(x) is described by the Poiseuille equation

u(x) =
f

2ν
(a2 − x2) (18)

where f is the pressure gradient or a body force, x is the coordinate, ν is the viscosity,
and 2a is the distance between two plates. We chose four different widths 3, 5, 11, and
21 lattice points. The comparison of the simulated results and analytical results are shown
in Figure 1. Excellent agreement was achieved for all widths, due to the use of halfway
bounce-back boundary conditions for the walls along the flow direction and the usage of
the multiple-relaxation-time scheme.
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Figure 1. The velocity field compared with the analytical solution under different channel widths of
3, 5, 11, and 21 lattice size.

3.2. Lid-Driven Flow

The 3D lid-driven flow is a classic benchmark problem and has been extensively
validated [38,39], especially for laminar flow cases. The flow in a cube chamber was driven
by a constant velocity at the top lid. The domain was [0, 1]× [0, 1]× [0, 1]. The top wall had
a velocity (1,0,0). The laminar flow with Reynolds number Re = 1000 was considered for
our benchmark. The flow will become steady state at Re = 1000, and the simulation was
performed until the relative residual reached the tolerance. Figure 2 shows a comparison of
velocity profiles through the centre of the cavity with a lattice refinement of 253, 503, 1003,
and 2003. It can be observed that the simulated results agreed with the references with
mesh refinement [38]. The iso-surfaces of the Q-criterion of the velocity field for the lattice
size 503 are shown in Figure 2.

Figure 2. Lid-driven cavity flow for Re = 1000. Left: velocity profiles on the mid-plane y = 0.5 with
mesh refinement with reference data [38]. Right: Iso-surface of Q-criterion of the velocity field for
the lattice size 503 visualised in Paraview.

3.3. Capillary Fingering

Capillary fingering is a well-known hydrodynamic instability problem, and it was
used to validate the LBM multicomponent model. Two fluids had different viscosities. One
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fluid was displaced by a second phase of fluid along a non-slip channel. A growing finger
of the driving fluid was observed if the capillary number Ca was large enough. The Ca is
defined as

Ca =
utν2

σ
(19)

where ut is the velocity of the tip of finger, ν2 is the kinematic viscosity of the driving
fluids, and σ is the surface tension. The colour gradient model was used to study the
capillary fingering. A lattice size 512 × 32 was used. The first half of the domain contained
substance 0, and the rest was occupied by phase 1. Periodic boundary conditions were
used in the x direction and bounded with non-slip boundaries. A pressure gradient was
imposed by applying a body force in the x direction. Figure 3 shows the evolution of
fingers for binary fluids with a viscosity ratio of 20 and a tip velocity of 0.05 simulated by
the colour gradient model. Halpern and Gaver [40] studied the fingering phenomenon in a
channel, by measuring the width of the fingers as a function of the capillary number Ca.
The simulated results with the colour gradient models were compared with reference [40],
as shown in Figure 4. A good agreement with the experimental data can be seen. These
numerical examples show that the fingering phenomena can be captured and properly
modelled in Taichi-LBM3D.

Figure 3. Capillary fingering evolution for viscosity ratio 20 at equal time intervals of 1000 time steps
from top to bottom with a surface tension of 0.00496. The tip velocity is 0.05.

Figure 4. Finger width as a function of capillary number. Our simulation results from the colour
gradient model are shown as stars in comparison with the results from Halpern [40] shown as a
solid line.

4. Engineering Applications

This section presents a list of numerical applications from inertia dominated flow to
viscous dominated flow and from single phase to two phase to illustrate the wide range of
Taichi-LBM3D capability.



Fluids 2022, 7, 270 8 of 12

4.1. Single Phase Flow

In this section, an inertia-dominated external flow problem with direct numerical
simulation is presented. The geometry is from a car and an urban building model. The 3D
CAD models were first converted into voxel-based images, by a binary matrix with 0 and 1
that represented pore nodes and solids, respectively. There are many voxelisation tools
available [41,42]. A uniform flow condition was imposed with a grid of 200× 600× 200
and 300× 400× 200 for these two cases. The streamlines were plotted in Figure 5. The
second order accurate halfway bounce-back boundary condition was used. There was no
turbulence model for all the simulations.

Figure 5. The snapshot of the external flow simulation and streamlines using Taichi-LBM3D with
computational domain 200× 600× 200 and 300× 400× 200. The fluid viscosity is 0.1 in the lattice
unit, and dt = 1 in the lattice unit.

4.2. Simulation of Single-Phase Flow in Porous Media with Sparse Data Storage

Here, we validated the Taichi-LBM3D solver for porous media application and com-
pared the permeability with the standard CPU implementation. A porous medium with a
Fontainebleau sandstone was extracted from the image of a cylindrical core [43,44]. Here,
we tested the Fontainebleau sandstone sample with a resolution of 7.5 (µm/ pixel) with
porosity 13%. The flow was driven only by a body force. The flow field of porous medium
flow is shown in Figure 6. The permeability of a porous medium can be calculated from
the empirical Darcy’s law. We reached the same permeability value with 789 (mD) with
the flow resolution 1313, with a sparse storage scheme, which significantly reduced the
memory requirement in proportion to the porosity.

Figure 6. The flow field of porous medium flow simulation using Taichi-LBM3D: left: streamline of
velocity field, right: initial geometry of porous structure. The domain is 1313 lattice units,and the
fluid viscosity is 0.1 in a lattice unit.

4.3. Two-Phase Flow with Sparse Data Storage for Porous Medium

A two-phase flow through the same Fontainebleau sandstone is presented in this case.
To simulate the drainage and imbibition processes, two buffer layers were added at the
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inlet and outlet of the sample to allow fluid to be injected and flow out. The contact angle
of the solid surface was specified as ψs = 0.7; this value is the cosine of the desired contact
angle, and the value is between −1 and 1. The interfacial tension of the two phases was set
at CapA = 0.005.

Figure 7 shows the snapshots of the Bentheimer sandstone drainage process. Excluding
the inlet layer, which was saturated with oil initially, the sample was completely saturated
with water (wetting phase) (non-wetting phase). To drive the non-wetting fluid into the
sample, the uniform body force was added in the x-direction. Before entering the inlet,
the fluid that was moving out changed colour and entered a non-wetting phase. This
simulated a pure injection drainage process with a non-wetting phase. Given the high
capillary pressure, some small holes and throats were not filled with a non-wetting phase.

Figure 7. Snapshots of the drainage process simulation of Bentheimer sandstone. The non-wetting
phase (oil) is shown in blue, and the rock is shown in transparent green. Saturation increases from
left to right. The viscosity of invading fluid is 0.5 in a lattice unit and the viscosity of the defending
fluid is 0.1 in a lattice unit.

4.4. Performance Tests on Parallel Platforms

Taichi programming languages provide good performance on different platforms. The
adopted computing platforms were an NVIDIA A100, AMD Radeon Pro 5300 4 GB in Metal
backend, and 3.3 GHz 6-Core Intel Core i5 with 12 threads. A modified performance metric
for LBM codes is Million Lattice Updates per Second (MLUPs) considering the porosity for
flow over porous media. This metric is calculated by

MLUP =
nxnynz

Compute Time (s)× 106 × porosity (20)

where nx, ny, and nz are the dimensions of the simulations. CPUs and NVIDIA A100
support both double and single precision. The AMD Radeon Pro 5300 4 GB in metal
backend supports single precision only, so all the cases were shown in single precision
for comparison purposes. Three flow problems were run under mesh refinement from
single phase to multiphase. The details of computation speed are reported in Table 1.The
computation speeds reached over 900 MLUPs using an NVIDIA A100 with D3Q19 and
MRT. The performance was much better than the PyTorch implementation with 150 MLUPs
reported in [36]. Other popular LBM codes, e.g., the latest version of OpenLB [32], require
over 200 cores CPUs to reach the same speed. Palabos showed 24.8 MLUPS at 128 cores and
required over 4000 cores to reach 900 MLUPs [31]. The current version of implementation
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shows that the NVIDIA A100 was 60 times faster than its CPU counterpart. Figure 8 shows
the overall comparison of performance of Taichi-LBM3D with other codes reported in the
literature. The implementation will require further optimisation. A well-optimised LBM
algorithm could reach over 1000 MLUPs using V100 GPU [31].

Table 1. Performance report for different hardware.

Test Cases NVIDIA A100 AMD Radeon Pro
5300

3.3 GHz 6-Core Intel
i5 12 Threads

Memory 40 GB 4 GB 64 GB

503 662 189 13.6
1003 870 192 13.5
1503 861 \ 13.5
2003 900 \ 13.5
2503 890 \ 13.5

1-phase 1003 449 110 12.1
1-phase 2003 550 115 14.5
1-phase 3003 550 \ 14.5
1-phase 4003 550 \ 14.5
2-phase 1003 250 70 6.9
2-phase 2003 283 \ 7.7
2-phase 2503 310 \ 7.7

Figure 8. Performance of Taichi-LBM3D under different hardware with other codes measured
in MLUPS.

5. Conclusions

In this work, we presented Taichi-LBM3D, a novel cross-platform 3D single-phase
and two-phase LBM solver on shared-memory many-core CPUs or GPUs implemented in
Taichi programming language. We were able to produce an LBM solver under 500 lines
of code for a complex two-phase problem with surface tension. Scientists and engineers
could easily prototype their LBM models and employ them on GPU-accelerated worksta-
tions. Numerical implementation was benchmarked with three well-known problems with
convergence studies. A wide range of applications from viscous and capillary to inertia
dominated flow was shown. In the last, the MLUPS were employed to measure the speed
of LBM under different platforms. The performance of the NVIDIA A100 GPU reached
over 900 MLUPS for single-phase flow and 500 for two-phase flow with surface tension. It
is approximately 60 times faster than the 3.3 GHz 6-Core Intel Core i5. The code is available
under MIT Licence on GitHub.
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