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Abstract

A method for the calculation of the three orthodowmalocity components in planar
Doppler velocimetry (PDV) using four or more measlvelocity components (to the
three typically used) is presented. The advantdmpeslvantages are assessed using a
Monte-Carlo simulation and experimental measuremehthe velocity field of a rotating
disc. The addition of a fourth velocity componeastbeen shown to lead to reductions in
the final errors of up to 25%. The selection ofwirey configurations for experiments is
discussed by simulating the level of errors in meas velocity components and
investigating the final level of errors in the @gonal velocity components. Experimental
measurements of the velocity field of a rotatingcdare presented, demonstrating the effect

of viewing configuration on the final level of erro
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1. Introduction

Planar Doppler velocimetry (PDYJ also know as Doppler global velocimetry (DGV¥)is a
flow measurement technique that can measure thi@gonal velocity components over a
plane defined by a laser light sheet. This is agdmmed by measuring the Doppler shift of light
scattered from particles seeded into the flow asidguan absorption line of a molecular gas,
usually iodine, as an intensity-to-frequency trams®f. The component of the velocity that is
measured depends upon the observation dire@j@md the direction of the illuminating ligtit,
and the resulting Doppler shifty, is given by the Doppler formula:

v=v(o—|)m/
o

A 1)

wherev is the optical frequency is the velocity vector and is the free space speed of light.
The vector difference,6(— 1) as shown in figure 1 defines the direction and mitage the
sensitivity vector of a particular view that is angponent of the velocity vector at the point of

interest.

Measuring the Doppler shift from a single observatdirection allows the measurement of a
single component of the velocity. By increasing tluenber of observation directions to at least
three, three components of velocity can be meassmediltaneously, in a non-orthogonal

reference frame. If a 2D detector is used, velocéyg be measured over a plane defined by a
light sheet. Alternatively, it is possible to megsihree velocity components using a single
viewing direction and three different illuminatiatirections. It is not possible to measure

directly the three orthogonal components of velocits there is no practical arrangement of

three views, using a single light sheet, wheresthesitivity vectors are orthogonal. Therefore,



the three measured velocity components must beftiamed from the measurement coordinate
system (non-orthogonal) to an orthogonal coordisgsgeni. Previous work has only considered
the use of three views, the minimum number requieedietermine the components of the
velocity vector. Inclusion of redundant views has §0 be reported in the literature and in this
paper a method of calculating the orthogonal vefocomponents using more than three
measured velocity components is presented andhtluemnce on error is discussed.

The selection of a viewing geometry for a three-ponent PDV system will affect the level of
error in the calculated orthogonal velocity compuse There are several considerations that
determine the selection of a viewing geometry & in PDV. These include unobstructed views
of the region of interest within a facility, theagkement of views with the aim to increase signal
and the arrangement of views to minimize error. F@ny experimental arrangements limited
optical access will restrict viewing configurationsinimizing the potential for error
optimisation. Increased light intensities by placwiews in forward scatter would lead to an
improved signal-to-noise ratio, however there Ww#l a penalty in additional uncertainty due to
determining the angle between the view and illutigmavector§ and how the measurement
uncertainty in the Doppler shift translates to eélouncertainty.

In our previous publicatiosnd those of othetd®**

assessments of the level of errors, and their
causes, have been investigated. However, thesstigagons have focussed on determining the
level of error in the measured components and thaseonly been limited investigatfbii*into
how these errors propagate through the transfoomatiatrix used to map data from the non-
orthogonal to the orthogonal coordinate systemné&ti derived expressions for the uncertainty
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in the computed orthogonal velocity, Nobetsal.” suggest the use of the condition number of



the transformation matrix as a measure of the lsilittaof a viewing configuration and Ellicgt

al.'® suggest special case geometries where laser fregtiectuations are cancelled out in the
transformation to the orthogonal velocity composefithey suggest a method of optimising a
three-component PDV system using these specialgsm®etries and minimising the condition
number. However, due to viewing constraints in apeeiment it may not be possible to select

this special case viewing geometry.

This paper will investigate the optimisation of thewing geometry for a three-component PDV
system. In section 3 the factors influencing thea®n of viewing geometry are described. In
order to assess the performance of different vigwaonfigurations a number of methods are
described in section 4. The use of the conditiomier of the transformation matrix is discussed
in section 4.1. A Monte-Carlo simulation of the geesing of PDV data with known quantities
of noise introduced is described in section 4.2 andexperimental arrangement of a two-
frequency PDV system, used to make measuremenésrotating disc, is described in section
4.3. These are then used to investigate the faeftesting the relative performance of several
viewing configurations in section 5, and to invgate the benefits of using additional velocity
components in the calculation of the orthogonabe®y components in section 6. Finally, in
section 7, experimental data is presented thaingared to the simulation results demonstrating

the use of additional velocity components.

2. Methods for the computation of the orthogonal velocity
components

Throughout previous work in PDV, researchers hawecentrated upon either making single

velocity component measuremeéiiter three-component velocity measurem¥hitsusing three



measured non-orthogonal components. To determméhttee orthogonal velocity components
at a location in the flow it is necessary to measat least three non-orthogonal velocity
components, which can then be mapped to an ortldgmordinate system aligned with the
experiment. Using the definitions shown in figuréh2 velocity components can be converted to

the orthogonal velocity components, U, V and W gsihe following expressions given by

Reinatf:
det([ ) HU | Y2y =YZ ) |U2|(le3 _Y321)+|U3|(Y122 _Yzzl)] (2
det([a])[ |U | X Z -X Z ) |U2|(X123 - X3zl)_|U3|(X122 - Xzzl)] (3)
1
:F([a])UUlKXng - X3Y2)_|U2|(X1Y3 - X3Y1)+|U3|(X1Y2 - XZYl)] (4)
Where
|U|1 Magnitude of the measured component from camera Yie
|U|2 Magnitude of the measured component from camera 2ie
|U|3 Magnitude of the measured component from camera 8ie
X1,Y1,Z1 Unit vector components defining the directior(@f- 1)
X2,Y 2,22 Unit vector components defining the direction(@f— 1)
X3,Y3,Z3 Unit vector components defining the direction(@f— 1)
u,v,w Orthogonal velocity components, horizontartical and out-of-plane

respectively.



det([a]) det([A]) = X,Y,Z5 +¥,Z, X3 + Z,X,Y; = Z,Y, Xy = X Z,Y, Y X2,

If more than three different observations are takemew system of equations is required to
transform the data. A system of equations for aer-e@dundant set of measurements can be
solved using a least squares method. Restrictirg rthmber of measurements for this

development to four to match the experimental systsed here, a system of equations to be

solved can be expressed as:

|U1| Xl Y1 Zl U
|leZ| — ?(2 52 22 V (5)
| 3| 3 3 3 W
Ul [ X, Y. Z,
This is equivalent to:
U, =Jv (6)

WhereV = (U,V,W), Uy is the column vector containing the measured Vlotagnitudes and
Jis the transformation matrix. The general leastses method for linear equatiéhis given

by:
V=0"wl)™rIwu, 7)

Herew is the weighting matrix, and has the form;



w 0 0 O
0w, 0 O

w= ’ (8)
0 0 w, O
0 0 0 w,

The matrix allows each equation to be ranked, Vather values indicating greater importance

andw; 4 are the relative weightings.

This produces a result that attempts to minimise difference between each of the four
measured values and the calculated values resuitiagbest fit' value folJ, V andW although

this may not be the true value. Therefore (5) &)atén be written:

i

Xl Yl Zl U
|32| _ ?(2 :((z ? Vv ©)
| 3| 3 3 3w
Ul [ X, Y. Z,
U, =V (10)
Solving (10) forV gives:
U (df — eg)g + (ce—bf )h+ (be-cd)j
V |=L| (ce-bf)g +(af —cc)h+(bc-ae)j (11)

Where:



g:ZXiUi\Ni h:ZYiUi\Ni j:ZZiUi\Ni

_ 1
-- a(df —eg) - b(bf - ce)+ c(be-dc)

Although the above analysis has used only four aglocomponents, the solution given in
equation (11) is general and can be expanded t@ ri@an four components wherds the

number of velocity components to be mapped. Thithatewill be described as the 4C method
in the remainder of this paper and the method giverequations (2), (3) and (4) as the 3C

method, referring to the number of velocity compaseaused in the transformation.

3. Factors influencing the selection of a viewing geometry

The level of uncertainty in the final computed ogbnal velocity components will depend both
on the level of uncertainty in each measured compbrio be transformed, and on the
transformation process itself. The effect of aipalar observation direction on the uncertainty
of an individual measured velocity component cannbestigated by considering the individual
sources of uncertainty. There are three factolsetoonsidered, firstly uncertainty in determining
the sensitivity vector from the observation anetadumination directions will result in variable
uncertainty in the velocity component dependingrupbservation direction. The second is due
to how the uncertainty in the measured Dopplertshifl convert to a measured velocity
component uncertainty. The third factor is the at@on in signal levels due to the Mie scattering
intensities. Views located in forward scatter wilve a higher signal level than those in back
scatter, resulting in less uncertainty in deterngnihe Doppler frequency shift and hence less

uncertainty in the measured velocity component.



3.1. Velocity uncertainty due to determining the sensitivity vector
Elliott and Beutnél give a derivation for the level of error in detéming the sensitivity vector

(6- 1) by considering the error in the angle betweentiee vectors from the Doppler equation

using:

AU, = AT
0@ 2tan(g/2)

A (12)

Where ¢ is the angle betweea and i, Ag is the error in this angle, and, is the velocity
component. The level of error as a function ofvlev direction can be represented graphically
by considering andi in a spherical coordinate system from whictan be determined. figure 3
shows this variation of the uncertainty in the nuead velocity component, as the observation
direction is varied. Here the colour representsiével of uncertainty in the measured velocity
component for the observation direction represehtethe position on the surface. Values were
calculated using equation (12) and an uncertaintpof 1°. The observation direction was
varied between +60from the normal to the light sheet, which is prggiang in the positive X
direction in the XY plane. As the magnitude of tlnecertainty is also dependant upon the
velocity magnitude the calculations for two diffeterelocities, (50,50,10) m/s and (30,300,30)
m/s, are shown. It can be seen from equation @m8},the pictorial representation in figure 3,
that as the observation vector moves into forwasdter, approachesGsignifying thaté and1

are approaching a parallel direction and the lefekror increases.

The error in this anglegp, arises directly from the determination of the tees 6 and 1.
Determination ob can be physically measured as a bulk directiomftioe region-of-interest in

the flow to the detectors. However, the observatimaction will vary for each pixel across the



image introducing a systematic error. Alternatiyeliglibration images of a target can by used to
calculate the observation vectors for each pixehimimage from images of a known tafget
Some measurement uncertainty may also be introddeedo misalignment of the target with
the light sheet. The uncertainty in the laser illiation direction has three sources; the first is

a measurement uncertainty in the bulk illuminatilirection; the second is due to a variation in
illumination direction due to the divergence of thser sheet in the measurement plane; and the
third is convergence/divergence of the laser stieekness. It is possible to correct to a certain
extent for the last two of these effects when pssicey the PDV data; however there will still be

a degree of uncertainty in the laser illuminatiaection.

As well as introducing a variation in the error dme measured velocity components the
uncertainty in the view angles will also introdueeror into the transformation from the
measured velocity components to the orthogonal citglocomponents. Reindthgives
expressions for the uncertainty in the orthogomahgformation for the 3C method. Similar
expressions can be found for the 4C method with atided contributions from the fourth
measured velocity component and the fourth seitgitwector and these are shown in equations
(13)-(15). From these equations it can be seenttigalevel of this uncertainty is related to the

magnitude of the velocity components and will there also vary with flow velocity.

R T = =

A il R R I

10



i Rl B BRI BT T

3.2. Velocity uncertainty due to the error in the measured Doppler shift
The second factor, error in the measured velo@typmonent due to uncertainty in the Doppler

shift, can be investigated by considering the fmifay error equation derived from the Doppler
equation:

= oy, A(AV) :_LA(AV) (16)

AU
d(Av) sin(gp/ 2)

WhereAv is the Doppler shiftA(Av) is the uncertainty in the Doppler shiktjs the wavelength
of the illuminating light,@is the angle between the observation and illumomatiectors and),

is the magnitude of the measured velocity compor@antributions to the error in determining
the Doppler shift will come from camera noise, #reor in measuring or modelling the iodine
transmission line used and uncertainty in the l&sguency. The magnitude of the uncertainty
in Doppler shift will be constant for all viewingrdctions, however the resulting uncertainty in
the velocity component will not be constant and wéd dependant upon viewing direction. The
variation in the measured velocity component urdety for a 5SMHz Doppler shift uncertainty
is shown in figure 4. The plot again shows thathasview moves further into forward scattering

there will be an increase in the velocity componardertainty.

3.3. Mie scattering intensity
The third factor to consider is the Mie scatteringensities, as although backscatter angles

reduce the level of uncertainty due to the abotectd, the scattering intensities at these angles
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will be greatly reduced resulting in higher measwuat uncertainty. The plot shown in figure 5

shows the relative intensities of the Mie scattgfor different view angles.

4. Evaluation methods for assessing PDV viewing geometries

The effect that the choice of viewing geometry loasthe final level of uncertainty in the
computed orthogonal velocity components, will bgdamant in design considerations for new
experiments and the evaluation of establisheditiasilto determine if PDV is applicable. In
order to investigate this, several viewing confajions typical of those found in the literature
were defined and are shown in schematic form iarég. A spherical coordinate system can be
used to describe each view using two angiethe rotation around from the X-axis is the XZ
plane and3, the elevation from the XZ plane. The Cartesiamgonents and view angles are
given in table 1. The configurations chosen areedktical for experimental implementations,
including two that have been previously repoffedror each configuration, except configuration
E which uses multiple light sheets, the illuminatigector (laser sheet) is in the positive X
direction. To investigate the benefits of usingiaddal data to calculate the orthogonal velocity
components a fourth view was added to each ofahégurations. Where possible this view was
selected to have similar viewing angles to the mthwee, although for the reported

configurations no account was taken for possibkrabtion of this additional view.

For configuration A, the four views are alignedtkat each of the view vectors, from the origin
of the coordinate system to the cameras, are aligneh that the bulk view vector of each view
is a function of only two of the Cartesian co-oatm system variables. The views are all on the
negative Z-axis side of the laser sheet. ConfignmaB again has all four views on the same side

of the light sheet. This configuration is similar ¢configuration A however the set-up aims to

12



increase the angle between the sensitivity vectins. reported sensitivity vectors of Reirfath
are used in configuration C. This is similar to Gguration B except that one view has been
rotated, by 18% about the Y-axis placing it on the opposite sfiehe laser sheet. The fourth
view has been added between views 1 & 2, level wighw 3. All four views are located in
forward scatter with respect to the laser directiactor. Configuration D uses similar view
angles to configuration C expect that now the firsee views are all located in back scatter.
Configuration E follows the configuration of Roeleteal.”, which consisted of a single view and
three laser sheets in the same plane from diffevehbgonal directions. The fourth measured
component is added by including a fourth illumipatidirection. The sensitivity vectors all have
a positive Z-axis component and at the origin afaration of only two of the Cartesian co-
ordinate variables. Configuration F uses a simitaultiple light sheet approach with two

observation directions and two laser sheets.

4.1. The condition number of the transformation matrix

How well the measured velocity components can bppme to the orthogonal Cartesian co-
ordinate system can be described empirically by ke of the condition number of the
transformation matrix. The condition numbe(A), of a matrix can be used as a measure of the
sensitivity of the solution of the system of linegyuations defined by the matrix to errors in the

data and is defined &s

(=] |a7] )
Here, A, is the transformation matrix arﬂ@“ is the norm of the matrix and can be defined in

several different forms. In this paper four defonis of the condition number are used based on

four different definitions of the norm of the matri
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K1 The norm is based on the largest column suf in

K> The norm is based on the largest column value in

Ks  The norm is based on Frobenius-norm of marix/>_ diag(A'A)

Ka The norm is based on the largest row sur.in

The computed condition number for the ideal caserevthe three sensitivity vectors are aligned
with the axes of a Cartesian co-ordinate systesimasvn in table 2. The closer the valuex(i)
to this ideal case the better conditioned the masrifor transforming measured results to the

orthogonal coordinate system.

Values for the different condition numbers were caoldted using the built-in Matlab
programming language function, for the first thuéews for each of the viewing configurations
defined in table 1. These are presented in tablee® only three views for each configuration
are considered. Low values fA) are achieved for configurations where the denti vectors
are well spread. This is evident for configuratiovisere one of the sensitivity vectors is on the
opposite side of the light sheet (Configurations&CD) compared to the having all three
sensitivity vectors on the same side (Configuratiéng& B). There is a small change in the view
direction vectors in Configuration A to Configu@ti B. This however leads to a halving of
K(A). A further reduction can be achieved on thaugadf Configuration B by moving one of the

view directions to the other side of the light gheeein Configuration C.

For all definitions ofk(A) the magnitude ok(A) shows a similar trend. Low values kfA) are

obtained for conditions where the sensitivity vestare well spread or are close to orthogonal
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and are close to the directions of the Cartesiaordmate system of the experiment. High values

of K(A) are determined where the sensitivity vectoessamilar.

4.2. Monte-Carlo simulation of error sources in a PDV system

To analyse and investigate error sources in PDMpate-Carlo simulation has been developed
to model conditions typically found in PDV experinte and are summarised in table 4. The
process used in the model is shown in figure Tiaity a viewing configuration is defined and
the sensitivity vectors for each view calculatetiisTis done using a simple pin-hole model of
the collection optics to calculate the views angteseach pixel across the image. This includes
the variation in observation direction across thadge as would be found in experiments. From
these the sensitivity vector for each pixel can fobend by subtracting the defined laser
illumination vector. The rays within the light sheeere assumed to be parallel, not diverging as
would be found in some experiments. Using the Deppfuation and the calculated sensitivity
vectors, images representative of the Doppler shifthe frequency of scattered light were
generated for a defined velocity field),/,W m/s. One such image was generated for each of
the four different views allowing the assessmerttaih three and four component PDV systems.
An experimental measurement of the iodine absamplioe was then used to convert from
Doppler shift to filtered transmission images. Taktive Mie scattering intensity for each of the
views was then calculated using a distributionartiple sizes. The transmission images are then
converted to intensity images (equivalent to titerigd signal and unfiltered reference images
captured in a PDV experiment). These images arkedda account for the Mie scattering
intensities where it is assumed that the full camange can be used at a scattering anglef 90
as the signal levels of views in forward scatter ba attenuated to avoid saturation of the CCD.

Views with scattering intensity equal or greatearththis are assumed to have a maximum
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intensity (at 100% transmission) of 4000 countseWw4 with lower scattering intensities are

scaled accordingly.

From these computed Doppler shift images the ntimegonal velocity components can be
calculated as in standard PDV processing. Subséequansformation back to orthogonal
velocity components recovers the original velodigyd perfectly. The only error introduced is
the rounding errors in the calculations and thestiamty in the measured iodine absorption line
used. Other errors sources can be investigateditiyg a known amount of noise at different
stages simulating what is found in a typical expent. Three possible ways of adding noise
were implemented. Firstly the contribution from tECD camera noise, ERE> can be
introduced. This is added to the calculated intgnsiages by converting this intensity in counts
to photoelectrons detected at each pixel foundgusia analogue-to-digital conversion factor for
the CCD camera. Noise is then modelled using asBoidlistribution and rounding the result of
the conversion back to counts introduces the etitanalogue-to-digital truncation. The second
method is adding uncertainty to the Doppler shEfRR>.p. This is modelled by adding a random
guantity of noise to each pixel in the Doppler simfage from a normal distribution. This is used
to model sources of error such as the laser frexyu@mcertainty and iodine transmission
uncertainty. The third source of error added, ERRis used to model the error introduced by
uncertainty in the measurement of the viewing agl® include ERRey a random quantity of
noise, taken from a normal distribution, is addedach pixel of the view angle images. New
sensitivity vectors, that include this error, dnert calculated. When both ERf, ERRyop and
ERRyiew are included in the calculation of the velocityrgmnent, this will be described as

having had variable error added, ERR referring to the fact that the level of error time
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calculated velocity components will depend upon diservation directichdue to the Mie

scattering and the Doppler formula. For the purpdgais discussion a fourth method for adding
noise was used. Here a random quantity of noiselded to each pixel after the calculation of
the velocity component; this will be termed as ¢anserror, ERR,, as the same level is added
regardless of observation direction. This has ngsighl significance and is only used in the
assessment of the transformation to orthogonalcitglcomponents discussed later. Once all of
the measured velocity components have been gedethey are then transformed to the
orthogonal velocity components. The level of pragad error is then found by comparison of
the calculated orthogonal velocity components \high reference velocity field that was defined

initially.

4.3. PDV experimental configuration

The error sources assessed theoretically in preveagtions were investigated experimentally
(results presented in sections 5 and 7) usingibeiequency PDV (2-PDV) system developed
by Charrettet al'®?3is shown in figure 8. This system uses fibre-imggiundle$’ to port up to
four views of the region of interest to a single CCamera (LaVision - SensiCam 12bit,
1280x1064 pixels) which views the combined endheffibre imaging bundle through an iodine
absorption cell. The light sheet was generated waith argon ion laser (Spectral Physics
BeamLok 2060) that is run single line (514.5nm)ngsa temperature-tuned etalon. The light
sheet was formed using a beam scanning technicaeeilded by Roehlet al’. The signal image

is collected with the laser tuned to the 50% trassion of an iodine absorption line. A reference
image is collected with the laser tuned to a sedoegliency that is on a portion of the iodine

spectrum for which there is full transmission thgbuhe filter.
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The 2-PDV system was used to measure the well-definéatig field of a rotating disk. Four
views of the disk where captured and pixel viewtoea@and position scaling information was

121, The measurement error of

determined using images of a target by the metliddobeset a
the final orthogonal velocity components was thetetmined by subtracting the velocity field
determined from the rotational frequency of thekdisom the PDV measurements. The
advantage of using this PDV configuration is thatdes not include additional uncertainties due
to the polarisation sensitivity of the beam spliti@d pixel matching effects of using two CCD
cameras to simultaneously collect signal and refaxémages. There are however disadvantages
associated with the technique including variatiorihe scattered light intensity between images

due to seeding concentration changes and the caystd the illumination intensity although

this will not be a problem when making measuremasiisg a rotating disc.

5. Investigation of PDV error sources and their influence on
measurement uncertainties

The impact of view angle on velocity component utaety was investigated experimentally
using the 2-PDV system described in section 4. Four diffe@rhponents, of the velocity field
of a rotating disc, were measured with each offélie bundle arms positioned at angles located
increasingly into forward scatter, so that the ealofg were90°, 7¢°, 5’ and 30 respectively.
Images of a calibration target were used to de-whepviews onto a scaled image and to
calculate the observation directions for each ¢teWhis was then used to calculate theoretical
velocity components, based upon the calculated tiponsiscaling, observation direction

information and the frequency of rotation of thesadiThese theoretical velocity components
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were then subtracted from the experimental measuedatity components, and a histogram

taken of the remaining values, giving a measut@eievel of error in each component.

The results, figure 9, show that the magnitudehef érror increases as the view moves into
forward scatter agtends to zero. The error approximately doubles bebwwwhen the view is
normal to the light sheet and when located predantly in forward scatter. This result suggests
that while higher signal intensity levels are at#dile in forward scatter there is a penalty in the
uncertainty of the measured component. Howeveshatuld be noted that these measurements
where made on a rotating disc where the scattentegsity varies less with view angle than it

would for a seeded flow.

The Monte-Carlo simulation was then used to assask of the viewing configurations defined
in section 4. The effect of calculating the undettain each measured velocity component from
the observation direction was compared to the sitmawhere all of the measured velocity
components are assumed to have the same uncertdimy variable error (ERR) was
simulated by calculating ERRRp from the Mie scattering intensity, adding a Doppshift
uncertainty (ERB,p) of 2.5MHz and an uncertainty in each of the vavgles (ERRew) of 0.2

For the simulation using a constant level of uraety in the velocity components (ERE) the
noise added to each component had a standard idavait2.0m/s. This value was chosen to

produce final uncertainties of typical experimemagnitude.

The level of propagated noise in the orthogonabeig components was found by considering
the orthogonal component residuals, which are #leutated velocity fields minus the known

velocity fields. Figure 10 shows histograms of thesnaining noise, for two configurations (A
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and B) for each of the orthogonal components Und @ using the 3C method. A velocity of
(10,100,10) m/s the U, V and W components respectively was usdtke standard deviation of
the normal distribution can be used as a measutleedkvel of error for each result. These are

shown for the different viewing configurations ugitme first three components, in table 5.

Figure 10 and table 5 demonstrate that if a cohdémel of noise is added to each measured
velocity component then configuration B will leaxldmaller final errors than configuration A in
all three orthogonal components. This is becauséiguration B has better conditioning for the
transformation (condition number ~ 7) compared aafiguration A (condition number ~14).
However, when variable uncertainty is included toaditioning of the matrix becomes less
important, such that the advantage of configuraBos reduced. This is due to configuration B
having two views (views 1 & 2) significantly interfvard scatter leading to larger uncertainties
in these measured velocity components althoughb#tter conditioning still leads to lower
uncertainties in the U and W components. Configonaf also has view 3 located in backscatter
leading to lower signal levels and increased uaadst in this component. If the components are
measured with separate integration times to ersgtesignal levels then the uncertainty in this
component could be reduced although backgroundesicet may become more of an issue if the
camera integration times are high. The measuregtiglcomponent uncertainty is related to the
flow velocity therefore if a different velocity figt is used the results will change. Simulations for
a velocity field of (30,300,30)m/s are shown inléab for configurations A and B. For this
higher velocity field the advantage of configuratiB is again reduced indicating that a prior
knowledge of the magnitudes of the flow velocitiedl be helpful in selecting the view

configuration to be used.
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The results for all of the configurations are gigesented in table 5. Configuration C is better
that either A or B due to a combination of bettemditioning and good signal levels.
Experimentally this is a good configuration as ¥iews are located in forward scatter, leading to
good scattering levels and reduced integrationgimenimizing the effect of background light.
Configuration D is better still due to good conaiiting and the location of views in backscatter
resulting in smaller uncertainties in these meabwemponents as described in section 3.
However, the location of the views in backscattayrtead to problems with long integration
times and background light. The multiple light shapproach modelled in configuration E
provides good transformation to the orthogonal congmts, and reasonable scattered light
levels, with all of the measured components hasginglar signal levels. Additionally the use of
a single camera will overcome image misalignmendrerbetween the views, which have not
been included in this model. A disadvantage howesehat the components are no longer
captured simultaneously so only time averaged floars be measured. Configuration F uses two
views and two light sheets and again it was assutm@ideach of the components is captured
sequentially so that all views will have similargsal levels. The conditioning for this

transformation is not as good as for configuratomence the uncertainties are greater.

The simulation confirms that generally for a loveendition number the residual error will be
lower. However, the effect of Mie scattering intéynsand Doppler formula uncertainty,

discussed in section 3, will play an important rolehe selection of a viewing configuration.
The effect of the magnitude of the velocity fieldncalso influence view selection and prior

knowledge of the flow would be helpful in selectithg view configuration.

21



6. Simulation of transformation to orthogonal velocity components
using additional measured velocity components.

In order to assess the benefits of the 4C methodabdulating the orthogonal velocity

components, the computed velocity components wereepsed using the first three components
(with the 3C method) and all four components (ughng 4C method). The residuals were then
calculated as before. Figure 11 shows the histograinthe residuals for both configuration A

and configuration B for both methods of calculatihg orthogonal components. The standard
deviations for the other configurations are showtable 6 for calculations using the 3C method
and the 4C method. Variable uncertainty was intceduto each component depending upon the
observation direction as described in section 5ahthe components were equally weighted in

the calculation using the 4C method.

Figure 11 shows that the addition of a fourth meagswwomponent significantly lowers the level
of error in two (U and W) of the three orthogonalponents while the third (V) remains
unchanged. For these configurations no attempt wade to optimise the positioning of the
fourth view, rather it was placed so that the vigyvangles were similar to the original three
views. Similar improvements can be seen for thertionfigurations in table 6 with one or two
components having improved error levels with theaming components unchanged or slightly

degraded.
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The actual benefit of calculating the orthogonalloe#y components using additional
components will depend upon the flow to be measaeedell as optical access constraints. The
use of extra information from redundant views appda be of greater benefit for poorly
conditioned viewing configurations such as confagions A and B and so could be of benefit
where optical access prevents an ideal viewingigordtion using three views. However it may
be that by selecting the 'best' three of the foenws the reduction achieved using the 4C method
can be obtained using the conventional 3C methbis. Was investigated by calculating the U, V
and W components using all four combinations oé¢hviews and the 3C method. The lowest
achievable error level in each orthogonal componmsimg the 3C method was found. This is
shown in table 7 along with the error levels fowsing the 4C method and the percentage

change in standard deviation when changing fromgusie 'best' 3C method to the 4C method.

When the best three views are used to calculate @dlcogonal velocity component, the benefit
of calculating the orthogonal velocity componerdsg the 4C method is reduced. Use of the 4C
method however provides a further improvement theertainty of out-of-plane component for
all of the configurations and some improvementhe bther components for several of the
configurations. From this it can be seen that tlemelit of measuring a fourth velocity
component will depend upon the viewing configunatidhe greatest benefit is for poorly
conditioned configurations were adding a fourth porment could significantly improve the final
uncertainty. Optimal results will be achieved byngsa combination of the two methods,
selecting the optimal method for the calculatioreath orthogonal component. For example if

configuration C were used, the results of the medrild suggest that the U and W components
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should be calculated using the 4C method whilsMivemponent should be calculated using the

3C method using the best three of the four views.

7. Experimental investigation of error propagation using a two-
frequency PDV (2v-PDV) system

The Monte-Carlo simulation discussed in the previsections can be used as a tool to determine
the most significant source of error by comparisath an experiment. The simulation was
configured to model the conditions of an experimehere a 2-PDV system measured the
velocity field of a rotating dis€. The disc rotated at a frequency of 105Hz and:tmemon field

of view after de-warping was approximately 100x1@@ngiving a velocity range af33m/s in

the field of view. The effect of low-pass filterifigas not been investigated here, and all results,
both modelled and experimental are presented withoy filtering being applied. It should be
noted that all of this analysis is non-specific 20-PDV and is equally applicable to a

conventional PDV system.

Two configurations similar to A and B, previoushestribed, where used, with the views
positioned as close as possible to those definedkeMer due to experimental limitations less
elevation than desired was possible. The experamhemdw angles are shown in table 8, where
the values differ from those defined in table 1donfigurations A and B. The desired values are

shown in parenthesis.

The influence of different view configurations isosvn in figure 12 where the simulation was
adjusted to give results of error that compare weath the experimental results. The Mie

scattering calculation for small-dispersed sphépeaticles in air in the model was not used as
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the variation of scattering intensity for a solidface will be different. Instead the uncertainty i
the Doppler shift (ERR,,) was assumed to be ~5 to 5.5MHz depending uporrabeived
scattered light intensity. The viewing directiongres calculated using the results of the de-
warping process. It is known that this technique does not worknad for views that are close
to perpendicular to the light sheet, the unceryaintthe viewing angles (ERR\) used was
therefore between (f.land 0.8 depending upon the viewing angles for each viewe T
comparison shows that the simulation correctly jotedthe effect of changing view

configuration.

The effect of using additional velocity componemsshown in figure 13. Here orthogonal
components calculated using the 3C method are ceupa those calculated using the 4C
method, for configurations A. Details of the stambdeviation of the error are shown in table 9
for both configurations and both methods. As predicearlier by the Monte-Carlo simulation,
the addition of a fourth measured velocity companemproves the error level in at least two of
the final orthogonal components. This is apparemt doth view configurations used. For
configuration A the error of the U and W componergspectively are reduced by ~15% and
~25% when using a fourth velocity component. Trduotions for configuration B are less but
the U component error is still reduced by ~9% whemg a fourth component while the W
component is reduced by ~25%. The results show dbapredicted by the simulation, the

additional information of even a single extra meament can reduce the level of error.
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8. Conclusions

A Monte-Carlo simulation was developed to assessetinor sources, the influence of viewing
geometry and the benefits of additional data foWPystems. The simulation was compared to
experimental results made using @DV system and used to identify the error levels o
different sources. The simulation showed that teefgpmance of a three-dimensional PDV
system is strongly influenced by the geometry @ éixperimental configuration, including the
direction of the laser sheet and the choice of wigwangles. Even though the error level of
individual measured velocity components may be @tetde, the transformation matrix that is
used to map the results to an orthogonal co-orelisypgtem can significantly amplify this noise.
The condition number of the transformation matran de used as a rough guide to assess the
impact the transformation will have on results.haligh conditioning alone is not the only factor
that should be taken into account when selectimiewing configuration with scattered light
intensity and viewing angle both affecting the lewé uncertainty in the non-orthogonal

components.

As both the error level of individual velocity cooments and the error propagated by the
transformation to orthogonal components are dependpon the flow velocity. This result
indicates that a prior knowledge of the expectebborges will be useful in determining a

suitable viewing configuration.

The addition of a fourth measured velocity compadres been shown to significantly reduce

the level of errors in the orthogonal componentlsis Tresult was most significant for view
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conditions where the transformation matrix was pooonditioned. The measurement of four
velocity components is simple to implement when kiray with a PDV system using imaging

fibre bundles. It is may also be possible to furtimeprove the level of errors in some of the
orthogonal velocity components by weighting (in #@& method) the components depending

upon their expected level of error however thisunegs further investigation.
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Figure 1. The relationship of laser
illumination direction and observation
direction to the measured velocity
component determined from the Doppler
equation. Hered is the observation direction,
1is the laser illumination direction
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Figure 2. Definitions used in the conversion
from measured velocity components to the
orthogonal components. Heré, is the
observation direction of the nth view andi is
the laser illumination direction; X, Y, and Z,
are the Cartesian components of the
measured velocity(G, -T) component.
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Figure 3. Variation of the uncertainty in the velogty component due to the
uncertainty in the angle@ (betweend and1). Positions on the surface represent
the observation direction and the colour the magnitde of the velocity
uncertainty. The illumination direction is indicated and the uncertainty in the

angle@was assumed to be°l
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Figure 4. Variation of the uncertainty in the
velocity component due to the uncertainty in
Doppler shift measurement. The illumination
direction is indicated, and the uncertainty in
the measurement of Doppler shift was
assumed to be 5MHz.
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Figure 5. Variation in relative Mie scattering
intensity for a seed particles size distribution

of 0.1-0.4um.
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Configuration A Configuration B Configuration C

Configuration E Configuration F

Configuration D

Figure 6. Schematic diagrams showing the viewing néigurations used.
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Figure 7. Flow diagram showing the

modelling process.
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- Argon lon Laser : I =
isolator

Detector head
: Imaging  cojlection
. optics lens .

:= :_{ cco[I-H H
Control/ Capture = |odine Combined end:
computer : absorption cell of imaging fibr@
H bundles :

.
photo-diodes

absorption cell [C_] AOM

A

Optical HWP PBS HWP

View 1

View 2

View 3

View 4

Optical fibre
beam delivery

Region of interest

Beam scanning
light sheet generator

Figure 8. Schematic showing the experimental arraregnent used for the three dimensional
velocity measurements. AOM — acousto-optic modulatpPBS — polarising beam splitter;
BS — beam splitter; HWP — half wave plate.
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Figure 1. The relationship of laser illuminatiomedition and observation direction to the
measured velocity component determined from theplpequation. Heré is the observation
direction,i is the laser illumination direction

Figure 2. Definitions used in the conversion fromasured velocity components to the
orthogonal components. Hedgis the observation direction of the nth view amglthe laser
illumination direction;X,, Y, andZ, are the Cartesian components of the measureditye(6¢-
1) component.

Figure 3. Variation of the uncertainty in the vetlpcomponent due to the uncertainty in the
angleg (betweerd andi). Positions on the surface represent the observdirection and the
colour the magnitude of the velocity uncertaintigeTllumination direction is indicated and the
uncertainty in the anglewas assumed to bé.1

Figure 4. Variation of the uncertainty in the vetlpcomponent due to the uncertainty in
Doppler shift measurement. The illumination direntis indicated, and the uncertainty in the
measurement of Doppler shift was assumed to be 5SMHz

Figure 5. Variation in relative Mie scattering insity for a seed particles size distribution of-0.1

0.4um.
Figure 6. Schematic diagrams showing the viewintfigarations used.
Figure 7. Flow diagram showing the modelling preces

Figure 8. Schematic showing the experimental agarant used for the three dimensional
velocity measurements. AOM — acousto-optic moduj&8S — polarising beam splitter; BS —
beam splitter; HWP — half wave plate.

Figure 9. Histograms of the measured error in #ecity components for various values of
angleg 90° (+), 7¢ (+), 50 (x) and 30 (*)

Figure 10. Histograms of the error in the orthoda@aanponents for configuration A (red) and
configuration B (blue); Solid lines are for caldida with constant error added to the measured
components; Dashed lines (may be obscured) aafoulation with a variation in error due to
observation direction. A velocity field of (10,1Q0) m/s was used.

Figure 11. Histograms of error in orthogonal conmgas for configuration A (red) and
configuration B (blue). Solid lines show the emasing the 3C method of calculating the
orthogonal velocity components and the dashed Bhesv the error using the 4C method.

Figure 12. Histograms of the error in the orthoda@aeanponents for configuration A (red) and
configuration B (blue) for both the simulated (ddine) and experimental results (data points)
for the velocity field of a rotating disc.

Figure 13. Histograms of the experimental errahmorthogonal components for configuration
A using the 3C method (crosses) and the 4C metihatd )(
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Table 1. Definitions of the viewing configurationsused showing the Cartesian
components and viewing angles for each observatialirection.

Configuration A

Configuration B

61 62 63 64

O 0y 03 04

X 0.000 0.000 -0.7070.000
Y 0.707 -0.707 0.000 0.000
Z 0.707 0.707 0.707 1.000

X 0500 0.500 -0.7070.707
Y 0.707 -0.7070.000 0.000
Z 0500 0.500 0.707 0.70

a(®) 90 90 135 90 a® 45 45 135 45
B(°) 45 -45 0 0 B°) 45 -45 0 0
Configuration ¢& Configuration D

O & & Oy O 07 0 04

X 0460 0.460 0.383 0.383

X -0.5000.500 -0.707 0.707

Y 0.628 -0.628 0.000 0.000 Y 0.707 -0.7070.000 0.000

Z 0.628 0.628 -0.9240.924 Z 0500 0.500 -0.7070.707
a(®) 54 54 -67 67 a® 135 135 225 45
B(°) 40 -40 0 0 B(°) 45 -45 0 0
Configuration E Configuration F

O a O
X~ 0.000 Four orthogonal laser X 0.000 0.500 Two light
Y 0.000 sheets in the same Y 0.000 0.707 sheets used

Z 1.000 plane used sequentially
(1,0,0), (-1,0,0), (0,1,0)

al® 90 &(0,-1,0)

BO) 0

Z 1.000 0.500 sequentially
(1,0,0) &

a® 90 45 (0,1,0)

B®) O 45
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Table 2. The sensitivity vectors of the ideal
case configuration, and the computed
matrix conditioning numbers for the
different definitions.

Cartesian components of the
measured velocity components /
sensitivity vectors
X Y Z

(G:—7)  1.000 0.000 0.000
(6,—%)  0.000 1.000 0.000
(0s—%)  0.000 0.000 1.000

Condition Numbers
K1 Ko K3 Kg

1.000 1.000 3.000 1.000
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Table 3. Condition numbers for the
viewing configurations used in the
investigation (' three views only)

Configuration Condition Number
K1 Ko K3 Ka
A 1475 9.13 10.41 14.55
B 711 503 6.63 8.98
C 347 138 3.13 3.23
D 6.15 279 449 4.68
E 450 241 387 4.00
F 845 543 7.31 8.95
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Table 4. Conditions used in simulation

Parameter Value

Field of view 100 by 100 mm.

Image size 400 by 400 pixels.

Imaging distance 1.5m.

llluminating wavelength  514.5 nm.

Light sheet Parallel rays with
directiont.

Seed particle size range 0.1 —0.4im*
CCD A/D conversion 5e/count
factor

* Particle size range selected to match the outpthe
seeder used in previous experimental investigatbns
Cranfield'" %%
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Table 5. Computed standard deviation of orthogonatomponent residuals (computed
values minus original values) for three measured ooponents (3C) with a constant error
and variable error on measured velocity componentir a velocity field of (10,100,10) m/s

Standard deviation of computed orthogonal comporesitiuals

(m/s)
Condition Numbef? Constant err¢? Variable errdf
U V w U V w
A 14.75 6.0 2.8 10.1 59 3.2 10.4
B 7.11 4.2 2.0 6.1 4.8 3.2 8.4
A 14.75 - . - 9.2 7.6 19.8
B 7.11 - - - 7.9 7.1 17.3
C 3.47 2.2 2.3 1.7 3.1 3.4 2.4
D 6.15 1.3 3.5 3.6 1.3 3.3 3.5
E 4.50 2.0 3.5 2.0 2.3 4.3 2.8
F 8.45 6.3 3.5 4.5 7.7 4.8 7.3

(1) Condition numbex1;

(2) Constant error, ERR,, added to components (standard deviation 2.0m/s);

(3) Variable error, ERR;, added to components - errors calculated usingmp@r shift
uncertainty of 2.5 MHz and uncertainty in view asybf 0.%;

* Velocity field of (30,300,30) m/s used.
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Table 6. Computed standard deviation of orthogonatomponent residuals (computed
values minus original values) for a velocity fieldf (10,100,10) m/s.

Standard deviation of computed orthogonal comporesitiuals

(m/s)

3C method" 4C method?
U V W U \/ w
A 59 3.2 10.4 4.1 3.2 6.0
B 4.8 3.2 8.4 3.5 3.2 4.7
A 9.2 7.6 19.8 4.4 7.6 6.5
B’ 7.9 7.1 17.3 4.0 7.0 50
C 3.1 34 2.4 2.8 35 2.1
D 1.3 3.3 3.5 1.3 3.3 3.2
E 2.3 4.2 2.8 2.0 2.4 1.6
F 7.7 4.8 7.3 4.1 3.6 3.1
D 3¢ method

®4C method with equal weighting of all velocity cooments.
Velocity field of (30,300,30) m/s used.
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Table 7. Comparison of the computed standard deviain of orthogonal component
residuals (computed values minus original values)sing the best 3 of 4 views and the 4C
method for a velocity field of (10,100,10) m/s. Nagjve percentage changes indicates a

reduction in uncertainty when using the 4C method.

Standard deviation of computed orthogonal component

residuals (m/s)
'‘Best’' 3C method

4C method % Change

U \% W U \% W U \ W
A 5.2 3.2 7.1 4.1 3.2 6.0 -21.2 0.0 -15.5
B 3.2 3.2 5.1 3.5 3.2 4.7 9.4 0.0 -7.8
A 4.5 7.6 7.3 4.4 7.6 6.5 -2.2 0.0 -11.0
B’ 3.3 7.0 9.6 4.0 7.0 5.0 21.2 0.0 -47.9
C 3.1 3.4 2.3 2.8 3.5 2.1 -9.7 2.9 -8.7
D 1.3 3.3 3.5 1.3 3.3 3.2 0.0 0.0 -8.6
E 2.0 2.4 2.1 2.0 2.4 1.6 0.0 0.0 -23.8
F 4.0 3.7 3.6 4.1 3.6 3.1 2.5 -2.7 -13.9

Velocity field of (30,300,30) m/s used.
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Table 8. Viewing angles used for experimental
measurements, (previously defined value)

Configuration View View View View View

angle 1 2 3 4
@)
A a 180 180 -135 180
21 -21 0 0
(45) (45)
B o 135 135 -135 135
21 -21 0 0
(45) (45)
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Table 9. Standard deviation of orthogonal
component residuals (experimental values
minus theoretical values) for a velocity
field of a rotating disc

Standard deviation of the orthogonal
component residuals
(m/s)
3C method 4C method
U vV W U vV W

A 3.25 5,50 4.90 2.81 5.50 3.69
B 2.40 4.22 3.16 2.18 4.22 2.38
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Table captions

Table 1. Definitions of the viewing configurationsed showing the Cartesian components and
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Table 7. Comparison of the computed standard dewiaf orthogonal component residuals
(computed values minus original values) using st B of 4 views and the 4C method for a
velocity field of (10,100,10) m/s. Negative per@ge changes indicates a reduction in
uncertainty when using the 4C method.

Table 8. Viewing angles used for experimental mesaments, (previously defined value)

Table 9. Standard deviation of orthogonal componesitiuals (experimental values minus
theoretical values) for a velocity field of a ramaf disc
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