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Abstract 

The continued development of the industrial internet of things (IIoT) has caused an increase in the availability of industrial 

datasets. The massive availability of assets operational dataset has prompted more research interest in the area of condition-

based maintenance, towards the API-lead integration for assets predictive maintenance modelling. The large data generated 

by industrial processes inherently comes along with different analytical challenges. Data imbalance is one of such problems 

that exist in datasets. It affects the performance of machine learning algorithms, which yields imprecise prediction. In this 

paper, we propose an advanced approach to handling imbalance classification problems in equipment heterogeneous datasets.  

The technique is based on a hybrid of soft mixed Gaussian processes with the EM method to improves the prediction of the 

minority class during learning.  The algorithm is then used to develop a prognostic model for predicting aircraft component 

replacement. We validate the feasibility and effectiveness of our approach using real-time aircraft operation and maintenance 

datasets. The dataset spans over seven years.  Our approach shows better performance compared to other similar methods. 
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1. Introduction 

 

The recent advancement in industrial technology, 

known as the fourth industrial revolution, has broken 

the barriers between physical and digital worlds. The 

technological revolution involves the integration of 

technologies such as the Internet of Things (IoT), the 

application of artificial intelligence (AI), the 

Application Programming Interface (API), and 

machine learning in the industrial process to enhance 

productivity. It is this collective force that has 

brought an increase in the generation and availability 

of industrial datasets. Businesses are 

leveraging the large available datasets generated by 

the modern industrial system to make a more 

informed decision.  

One such application area is the assets predictive 

maintenance, which, instead of relying on 

component average life statistics, it uses direct 

condition monitoring data to forecast or estimate 

upcoming maintenance based on historical 

knowledge. Predictive maintenance has a 

comparative advantage in almost all industries 

compared to other forms of maintenance strategies. 

Application of equipment prognostics is vital, 

especially in a domain where the criticality of the 

system or component may affect health and safety, 

such as aircraft health monitoring, nuclear industries, 

and many more.  

The increasing availability of datasets also comes 

along with more analytical challenges, which raises 

the necessity of applying an advanced algorithm to 

harness knowledge for better-informed decisions. 

This necessity is highlighted in equipment’ 

predictive maintenance, where the monitoring 

system is expected to provide accurate prognostic 

alerts in advance to plan for maintenance ahead of 

time to avoid unexpected failure. One of the 

analytical challenges that inherently comes with raw 

asset operational datasets and affects the 

performance of data-driven predictive models is the 

data imbalance problem. 

 

Nomenclature 

API        Application Programming Interface  

CBM  Condition-based Maintenance 

CMS  Central Maintenance System 

FIN  Functional Identification Number 

MPG Mix Gaussian Process 

 

Data Imbalance problem is a well-known problem 

in machine learning and data mining 

communities[1]. It is a common problem faced by 

most of the real-world applications because 

industrial processes are designed to function 

normally with few faults recorded. Data imbalance 

occurs in industrial datasets as a result of a rare event 

failure, as compared to the healthy state of the 

monitoring system. 

li2106
Text Box
Published by SSRN. This is the Author manuscript issued with: Creative Commons Attribution Non-Commercial No Derivatives License (CC:BY:NC:ND 4.0).  The final published version (version of record) is available online at DOI:10.2139/ssrn.3718065. Please refer to any applicable publisher terms of use.



Dangut et al. SSRN (2020)  

2 

 

Rare failure occurs as a result of the infrequent 

occurrence of some unexpected equipment break 

down, causing unplanned maintenance. For 

example, in aircraft scheduled maintenance strategy, 

the failure that occurs in-between a scheduled 

maintenance -defined time intervals are proven to be 

rare, but their impact on business can be grave[2,3].  

Therefore, the rare failures are often more critical to 

predict because its occurrence could have a 

potentially negative impact on society or 

business[4]. The majority of the data generated from 

the aircraft central maintenance system is highly 

characterized by a healthy majority, and the faulty 

minority (represents the rare failures).  

Furthermore, an extreme data imbalance problem 

is a scenario where a dataset contains a high 

representation of samples in one class than other 

classes present in a dataset. Learning from an 

extremely imbalanced dataset is quite challenging 

for traditional machine learning algorithms, which 

often leads to undesired prediction outcomes.  The 

class Imbalance problem has shown to degrades the 

performance of predictive modelling, causing 

imprecise prediction[5]. In a situation where the 

imbalance ratio is extreme, the learning algorithm 

may sometimes consider the minority class as an 

outlier or noise and end up dropping them, which 

will result in bias leaning that is learning from one 

class[6].  

The class imbalance problem has recently drawn 

significant research attention. A lot of techniques 

and approaches for handling imbalance problems 

have been proposed in the literature. The majority of 

these techniques are based on the nature 

(distribution) of the dataset or its application domain. 

Although Imbalance learning has been extensively 

researched [7][1], the open literature lacks a unified 

solution to handling the imbalanced dataset for 

predictive maintenance modelling, especially in the 

aerospace domain and particularly the aircraft 

central maintenance system dataset. Hence, it is still 

an open area of research.  

Therefore, in this paper, we proposed a hybrid 

technique to overcome the extreme imbalance 

problem in heterogeneous datasets. The proposed 

approach comprises the integration of boosting with 

divide and merge strategy and Mixed Gaussian 

Process (MPG). The technique is designed to 

enhance predictive maintenance modelling for 

aerospace applications. The focus is on enhancing 

the prediction of the minority class in the process of 

developing an aircraft components failure prognostic 

model.  

 

This paper presents the following contributions. 

1. A proposed hybrid technique for improving the 

prediction of the minority class in the imbalanced 

dataset is designed and implemented. 

2. A predictive model for predicting component 

replacement is developed to improve predictive 

maintenance in aerospace. 

3. The model is validated on real-time aircraft 

operational and maintenance dataset.  

 

The remainder of this paper is organized as 

follows: Section two formally presents the related 

work to this study. The study methodology is 

presented in section three. The experimental setup is 

shown in section four. In section five, we discuss the 

results. Finally, we make our conclusion and future 

work in section six.  

 

2. Related Work  

 

Many approaches and methods for handling 

imbalanced datasets in the process of developing 

data-driven predictive modelling have been 

proposed in the literature. A comprehensive review 

of the existing methods can be found in [4,8,9]. The 

methods can be summarized into three main 

categories: 1. Data level approached:- It involves 

resampling the dataset before presenting it as input 

to the learning algorithm, and this can be achieved in 

different ways, some of which are under-sampling 

(that is randomly taking out some samples from the 

majority class to balance with the minority class). 

Over-sampling (involves adding more samples to the 

minority class to adjust with the majority class). A 

hybrid of the Under-sampling and Over-sampling 

is possible.  

The algorithm level approach: - It involves 

modifying the learning algorithm so that it can 

respond favorably to both classes during learning. A 

typical example is cost-sensitive learning where the 

weight of classification is defined for each class; for 

example, a higher weight can be set for minority 

class so that during learning, the algorithm will focus 

more on the minority class, hence improving its 

prediction.  

Another approach is the ensemble and hybrid 

methods; this approach involves the combination of 

two or more approaches to improve the predictive 

performance of the machine learning model.  

 The aforementioned approaches have their pros and 

cons. For instance, in the data under-sampling 

methods, since samples are reduced from the 

majority class, it makes it prone to losing informative 

data points, which could be used in defining a 

decision boundary during learning. Similarly, in the 

oversampling approach, since artificial synthetic 

data points are created, this can lead to the problem 

of generalization and also the original structure of 

the dataset is altered, which can affect the output of 

the model. Likewise, In the algorithm level, cost-

sensitive methods, defining the cost of 

misclassification for each class is quite challenging.  
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Therefore because of the peculiarity of our dataset 

and the application domain, none of the out-of-box 

existing solutions was suitable. 

2.1. Machine Learning  

Machine learning is grouped into different types, 

such as supervised learning, unsupervised learning, 

semi-supervised learning, active learning and 

reinforcement learning. The use of more than one 

type of learning is referred to as hybrid learning. In 

this study, we are using classification, which is 

supervised learning, and clustering, which is 

unsupervised learning, hence the hybrid.  In 

supervised learning, the algorithm builds a 

mathematical model from a dataset that contains 

input and known output (labels). The conventional 

approaches are classification and regression. In the 

case of unsupervised learning, the algorithm builds a 

mathematical model from the dataset that contains 

only input variables without labels. Unsupervised 

learning is mostly used to find structure in the 

dataset, such as grouping or clustering[10].   

Many machine learning algorithms exist; their 

application depends on the nature and type of dataset 

and the problem at hand. For example, Support 

Vector Machine (SVM) and Decision Tree (DT) 

algorithms can be used for classification in 

supervised learning. Likewise,  K-means, Gaussian 

process algorithm can be used for clustering in 

unsupervised learning. The combination of more one 

weak learns to form a robust classifier in order to 

achieve a better result is known as ensemble 

learning[11][12]. Many recent machine learning 

approaches have been designed based on ensemble 

learning to deal with various categories and 

dimensions of data imbalance challenges. Also, in 

many application domains [13], the most common 

ensemble learning techniques are bagging and 

boosting[14].  

 

 

Figure 1. Machine Learning Hybrid Framework for enhancing 

class prediction 

 

The framework is based on the hybrid approach, 

that is it combines a supervised and unsupervised 

machine learning methods to improve the prediction 

of the minority class. 

2.2. Mixed Gaussian Process Methods  

vandaplas et al. [15] and  Fong et al. [16]. Shows 

that the clustering method, which is based on 

learning a mixture of Gaussians, involves the 

collection of a mix of k- component distribution to 

form a mixture distribution function.  𝑓	(𝑥) =
∑ 𝛼)𝑓)	(*))
)+, .     (1) 

𝛼) 	is the mixing weight for the Ith component in the 

construction of Gaussians distribution 	𝑓(𝑥). K is 

the number of component distribution 

 

The dataset used in this study is multi-variant, and 

some variables are latent, that is, unobserved, 

meaning the source distribution is not known. We 

use the Expected Maximization algorithm (EM) to 

minimize a likelihood function by iterating and 

guessing the distribution until convergence. K-

means algorithm groups data using a hard clustering 
approach that is no overlapping of clusters.(Point 

belongs to a cluster, or it does not belong to) While 

EM algorithm computes the probability that it 

belongs to a cluster, which is referred to as soft 

clustering [17][18]. 
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Figure 2. Clustering method based on learning a mixed of 

Gaussians 

µi: is the mean; that is center of the mass 

σ
2: is the variance; that is spread of the mass 

Table 1. EM algorithm 1 

Given an unknown observation of  𝐱𝟏 , 𝐱𝟐 , 𝐱𝟑 , …	𝐱𝐧 

 

1. Start with two randomly placed Gaussians ( 𝛍𝟏,	𝛅𝟏
𝟐		),  

      ( 𝛍𝟐	,	𝛅𝟐
𝟐 		) in the space  

2.  E- Step: 

 For each point: 𝐏(𝟏|𝐱𝐢) = does it look like it came 

                  from 1? 

3. M-step: 

 Adjust ( 𝛍𝟏,	𝛅𝟏
𝟐		)  and ( 𝛍𝟐	,	𝛅𝟐

𝟐 		) to fit points assign 

                   to them  

4. Loop until convergence  

 

3. Methodology  

Our proposed approach is similar to the hybrid 

method algorithm proposed by VanderPlas et al. 

[15]. However, our approach differs in the base 

learning algorithm. Instead of using hard K-means 
for clustering, we use a soft Mixed Gaussian Process 

with EM (MGP-EM).  

The MGP-EM approach helps in computing the 

probability of points belonging to the 

cluster, which deals with an in-between point to 

avoid ambiguity problems in clustering. The 

proposed method is designed to overcome the 

problem of class-overlapping or small-size sample, 

which is difficult for the classifier to learn, hence 

improving the prediction of a minority class. It is 

also to handle the problem of over-sampling using 

K-means clustering, which is sensitive to outliers 
and noise and unable to handle more massive 

datasets. Putting the data into lagging windows and 

bootstrapping it helps in the learning phase by 

keeping the statistics, which avoids processing the 

whole dataset; instead, it keeps only the statistics of 

the outcome of each window.  

Bagging- based (i.e., divide and merge) is used 

to improve model performance that is increasing 

detection rate (True Positive) and reduce the false 

positive. The mixed Gaussian process is used as a 

based learner in the Boosting step.  

 

Figure 3. The Architecture of the proposed approach 

We performed cross-validation during the 
training phase to avoid model over-fitting problems. 

We classify the model using the proposed hybrid 

method, using a cluster-based –Mixed Gaussian 

Process as weak learners. The result of MGP-EM is 

then combined with the Ensemble bagging method 

using the random forest as a based learner. 

 

Table 2.  Hybrid Algorithm 2. 

STEP 1: Input the Imbalanced Dataset D =  𝑥𝜖	:𝑥,,	𝑥;,			.		.		.		𝑥=		> 

STEP 2: Divide the Data in Windows 𝑊1,𝑊2	… 	𝑊𝑛 

STEP 3: Initialization 𝑥,		 = 1/𝑛 

STEP 4: Then Mixed Gaussian Process (EM) is used as a base 

learner in the boosting =  𝛼)𝑓)	(𝑥) and adjust weight 

STEP 5: Calculate the True Positive and False Positive Rate  

STEP 6: Iterate Until the end of windows 

STEP 7: return final hypothesis 𝐻(𝑥) = 	∑ 𝛼)𝑓)	
)
)+, (𝑥) 

STEP 8: END 

4. Experimental Setup  

To validate the effectiveness of the proposed 

approach. The experiment uses a dataset obtained 

from a fleet of commercial aircraft, which has been 

recorded for over seven years. The data is a recorded 
component failure recoded as a log by aircraft cental 

maintenance computers. The data is heterogeneous 

in nature, meaning it comes from different aircraft 

sub-systems, and it contains numerical, textual, and 

symbolic. 

As a first step, the data is preprocessed and 

transformed for machine learning, because to make 

use of the log-based dataset for developing a 
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predictive model, the log needs to be filtered and 

interpreted, and predictive feature extracted. 

 The data is then divided into two using the event 

date. Data from 2011 to 2015 is used for training the 

model and from 2016 to 2018 for testing the model.   

In the experiment, we investigate the performance of 

the proposed method against existing ensemble 

learning methods.  

We measured the performance of the model using 

precision, recall, F1-score.  

 

Precision:-
EFGH	IJKLMLNH	

EFGH	IJKLMLNHOPQRKH	IJKMLNH	
  (2) 

 

Recall:-	 EFGH	IJKLMLNH	

EFGH	IJKLMLNHOPQRKH	SHTQMLNH	
  (3) 

 

F1-Score:- 2 ∗ IFHVLKLJ=∗WHVQR	

IFHVLKLJ=OWHVQRR	
  (4) 

 

We presented the experimental results in Table 3. In 

the experiment, we select out of many, the aircraft 

components identified by Functional Item Number 
(FIN) that are replaced as a result of an unplanned 

breakdown. We focused on the aircraft component 

with the highest number of replacements in the 

dataset. The components considered are: 

4000KS - Electronic Control Unit,  4000HA - High-

Pressure Bleed Valve,  4001HA – Pressure 

Regulating Valve, 5RV1 – Satellite Data unit. 

5. Result and Discussion  

As seen in Table 3. The result of the proposed 

method is compared against the baseline algorithm, 

which is the Random Forest algorithm (RF). The 

result shows that our approach outperformed the 

baseline method both in precisions and recall. 

Similarly, the F1-score indicates that the proposed 
approach is able to detect both classes with less bias. 

The high recall score shows that the proposed 

approach is able to detect the minority class better, 

which is our class of interest (the rare faults). 

However,  the model includes some points of the 

majority (false negatives). This can be considered 

acceptable in this context, as we are more interested 

in reducing the false-positive rate than a false 

negative. It can also be observed that the imbalance 
ration has an effect on the result. In the cases with 

higher IR, the model is able to learn better while in 

the cases with the lower performance, the 

performance is drop. Despite the extreme imbalance 

ratio in all the cases considered, the proposed 

method was able to predict more than 80% of the 

rare equipment failure. The result also shows the 

effectiveness of the model in handling extreme class 

imbalance problems in big data. 
 

6. Conclusion 

This paper proposes a hybrid framework for data-

driven predictive maintenance. We focus on 

enhancing the prediction of the minority class in the 

data Imbalance classification problem. Data 

imbalance problem is a data analytics challenge that 

degrades the performance of data-driven predictive 

models. Our approach is based on a hybrid ensemble 
method, which improves the prediction of the 

minority class during learning.  The proposed MGP-

EM approach helps in computing the probability of 

points belonging to the cluster, which deals with an 

in-between point to avoid ambiguity problems in 

clustering. The proposed method overcomes the 

problem of class-overlapping or small-size sample, 

which is difficult for the classifier to learn, hence 

improving the prediction of a minority class. It also 

overcomes the problem of over-sampling using K-

means clustering, which is sensitive to outliers and 

noise and unable to handle more massive datasets. In 

the feature, we will try to improve the performance 

of the aircraft predictive model by including other 

aircraft related datasets such as environmental and 

weather data. We will also work on improving the 
detection of extremely minority in a multi-class 

context by applying the deep-learning approach.  

Table 3.The result showing the performance of the proposed Framework 

 Ensemble method -Random Forest (Baseline) Proposed Hybrid Approach  

Components 4000KS 4000HA 4001HA 5RV1 4000KS 4000HA 4001HA 5RV1 

Precision 0.77 0.70 0.71 0.79 0.94 0.90 0.92 0.96 

Recall 0.60 0.59 0.60 0.63 0.85 0.80 0.82 0.89 

F1-Score 0.67 0.64 0.65 0.70 0.89 0.85 0.87 0.93 

AUC 0.60 0.65 0.66 0.72 0.90 0.86 0.88 0.95 

IR 0.0031 0.0024 0.0028 0.0039 0.0031 0.0024 0.0028 0.0039 
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