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A B S T R A C T   

To achieve efficient recovery of subsurface energy resources, a suitable trajectory needs to be identified for the 
production well. In this study, a new approach is presented for automated identification of optimum well tra-
jectories in heterogeneous oil/gas reservoirs. The optimisation procedures are as follows. First, a productivity 
potential map is generated based on the site characterisation data of a reservoir (when available). Second, based 
on the fast-marching method, well paths are generated from a number of entrance positions to a number of exit 
points at opposite sides of the reservoir. The well trajectory is also locally constrained by a prescribed maximum 
curvature to ensure that the well trajectory is drillable. Finally, the optimum well trajectory is selected from all 
the candidate paths based on the calculation of a benefit-to-cost ratio. If required, a straight directional well path, 
may also be derived through a linear approximation to the optimised non-linear trajectory by least squares 
analysis. Model performance has been demonstrated in both 2D and 3D. In the 2D example, the benefit-to-cost 
ratio of the optimised well is much higher than that of a straight well; in the 3D example, laterals of various 
curvatures are generated. The applicability of the method is tested by exploring different reservoir heteroge-
neities and curvature constraints. This approach can be applied to determine the entrance/exit positions and the 
well path for subsurface energy system development, which is useful for field applications.   

1. Introduction 

The design of optimised well systems with their trajectories max-
imising the total profit while minimising the construction cost are 
crucial for the oil/gas industry (Lee et al., 2009). Studies have been 
carried out to develop optimisation techniques for such purposes in the 
past decades, mainly focusing on well placement optimisation (Guyag-
uler and Horne, 2000; Taware et al., 2012; Naderi and Khamehchi, 
2017) and well trajectory optimisation (Lee et al., 2009; Xu et al., 2019; 
Zheng et al., 2019). Especially, the research group at Stanford University 
has carried out extensive studies on well placement optimisation. Badru 
(2003) presented an optimisation approach based on a quality map with 
genetic and polytope algorithms to determine optimal well locations. 
Onwunalu (2006) used a genetic algorithm to optimise the deployment 
of nonconventional wells. A proxy based on cluster analysis was applied 
to reduce the excessive computational requirements. Moreover, new 

procedures for well placement optimisation using particle swarm opti-
misation as the underlying algorithm have been applied to large-scale 
field problems (Onwunalu and Durlofsky, 2010, 2011). For some ap-
plications, particle swarm optimisation has been shown to outperform 
genetic algorithms (Onwunalu, 2010). Yeten et al. (2003a; 2003b) 
applied a genetic algorithm with an artificial neural network, a hill 
climber and a near wellbore upscaling, to optimise the number of pro-
ducers and injectors, types, locations and trajectories. Ye (2019) applied 
the particle swarm optimisation method to optimise well placement 
with three constraints: maximum well length, minimum inter-well dis-
tance, and minimum well-to-boundary distance. The 
constraint-handling treatment was also found to improve optimiser 
performance. In addition, other methods, such as finite difference ap-
proximations (Volkov and Bellout, 2018) and mesh adaptive direct 
search (Isebor and Durlofsky, 2014), have also been developed. 
Furthermore, other researchers have used adjoint or stochastic 
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perturbation methods for the optimisation of well placement (Bellout 
and Ciaurri, 2012; Jesmani et al., 2020; Zhang et al., 2020). 

For each single well, the well trajectory plays a significant role in the 
performance of the well and its economic viability. However, the issue of 
optimising well trajectories is particularly challenging. To tackle this 
problem, different mathematical methods have been developed, e.g. the 
radius-of-curvature method (Liu et al., 2004) and the 
minimum-curvature method (Sawaryn and Thorogood, 2005). Recently, 
several mathematical frameworks, such as genetic algorithms, swarm 
algorithms, artificial neural networks and near-well upscaling ap-
proaches, have been developed to optimise the geometrical configura-
tion of production wells (Hamida and Azizi, 2017; Hassan et al., 2017). 
Other researchers have optimised sidetrack wells and horizontal wells 
using a heuristic differential search algorithm in conjunction with a 
stochastic gradient technique (Hanea and Casanova, 2017; Wang et al., 
2016). Furthermore, software such as COMSOL Multiphysics have been 
adopted for numerical simulation to optimise multilateral wells (Chen 
et al., 2012). 

By reviewing the literature on well trajectory optimisation, it is 
found that in previous studies (Atashnezhad and Wood, 2014; Mansouri 
et al., 2015; Wang et al., 2016), many important factors such as reservoir 
heterogeneities have not been adequately considered. Furthermore, the 
starting point and the end point of the well path are fixed in many 
models. The objective functional to be minimised is often based on 
drilling costs (related to the well length) without considering the ben-
efits (related to the oil production potential) (Sawaryn and Tulceanu, 
2009). In addition, most existing methods in the literature assumed a 
priori a regular shape for the trajectory, such as straight lines or circular 
arcs, before applying optimisation (Xu, 2019). This may not produce the 
most optimum solutions. Thus, a generalised framework is developed for 
optimising well trajectories in heterogeneous reservoirs in this paper. 
The novelty of our approach is threefold. First, reservoir heterogeneities 
are considered by constructing a productivity potential map based on 
site characterisation data. The kriging method is applied to generate a 
continuous geological map with appropriate and adequate grids in the 
2D model. Second, instead of artificially assuming the starting and target 
points of the well before optimisation, as adopted in many other existing 
models, our method can automatically determine these points through 
optimisation based on the fast-marching method (FMM) (Sethian, 1996, 
1999; Xie and Yang, 2012; Sharifi et al., 2014). The FMM method has 
been widely applied for many studies in petroleum engineering, where 
researchers have used it to optimise the spacing of wells or hydraulic 
fractures, although the trajectories are assumed to be straight paths 
(Al-qasim et al., 2017; Huang et al., 2017; Iino and Datta-Gupta, 2018; 
Paryani et al., 2018). The FMM approach has also been utilised for 
drainage volume research (Xie and Yang, 2012), pressure analysis (Han 
et al., 2018) and heat transfer calculation (Cui et al., 2016). Third, the 
well trajectory optimised in our method is not constrained by pre-
determined shapes and numbers of lines or arcs. 

This paper is organised as follows. In section 2, the main theoretical 
principles of the fast-marching method are described. In section 3, the 
procedures for well trajectory optimisation based on the fast-marching 
method are presented. In section 4, the proposed method is applied to 
two-dimensional (2D) and three-dimensional (3D) heterogeneous res-
ervoirs. Finally, a discussion and conclusions are provided in sections 5 
and 6, respectively. 

2. Continuous-space shortest path and fast marching method 

Searching for the continuous-space shortest path is a challenging 
problem encountered in many research fields, e.g. robot navigation at 
minimum costs (Garrido and Moreno, 2011). The basic framework of 
such a problem is described as follows. For a starting point A and a cost 
function F(x1, x2, …, xn) in a n-dimensional space Rn, the aim is to find a 
path γ(τ): [0, ∞) →Rn connecting point A to B minimising the integral 
(Sethian, 1999), i.e. the cumulative cost along the path, written as: 

∫ B=γ(L)

A=γ(0)
F(γ(τ))dτ (1)  

where τ is the arc-length parameterisation of γ (i.e. |γ(τ)| = 1), and L is 
the total length. 

For two-dimensional (2D) problems, a starting point of A(x0, y0) and 
the cost function F(x, y) are defined. Then, T(x, y) is defined as the 
minimum cost to connect A to a point (x, y) (Sethian, 1999): 

T(x, y)=min
γ

∫ (x,y)

A
F(γ(τ))dτ (2) 

The function T(x, y) = C represents all points in the 2D space that can 
be arrived at with the minimum cost C. The paths with the minimum 
cost are orthogonal to the level curves (T): 

|∇T(x, y)|
F(x, y)

= |∇T(x, y)|V(x, y)= 1 (3)  

where a speed function V(x, y) is introduced as the inverse of the cost 
function F(x, y). Here, equation (3) is an Eikonal equation and can be 
solved by the Fast Marching Method (FMM), which was first proposed 
by Sethian (1996) to calculate the propagating time at different points 
for fronts monotonically advancing from a starting point with different 
speeds. Thus, T(x, y) can be seen as the arrival time at the point (x, y). V 
(x, y) is the propagation speed (Sethian, 1999). In other words, the 
problem of finding the shortest path with the minimum cost can be 
reduced to solving the Eikonal equation, i.e. equation (3), which can be 
achieved by using the FMM. 

To solve equation (3) using FMM, the problem domain is discretised 
using an orthogonal grid (Sethian, 1996, 1999). In the 2D domain, each 
point (x, y) has four neighbouring nodes, i.e. (x+Δx, y), (x-Δx, y), (x, 
y+Δy) and (x, y-Δy). Then, T(x, y) can be solved from the following 
equations (4)–(6) with the minimum solution chosen (Sharifi and Kel-
kar, 2014): 

T1 =min
{

T(x− Δx,y), T(x+Δx,y)
}

(4)  

T2 =min
{

T(x,y− Δy), T(x,y+Δy)
}

(5)  

|∇T(x, y)| =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

T(x, y) − T1

Δx

)2

+

(
T(x, y) − T2

Δy

)2
√

=
1

V(x, y)
(6)  

where Δx and Δy represent the grid spacing. The solution to T(x, y) in 
equation (3) is T1+1/V(x, y) if T2 > T > T1, T2+1/V(x, y) if T1 > T > T2, 
or the solution to equation (6) if T > max{T1, T2}. 

An example of a 5-stencil Cartesian grid is presented in Fig. 1 to 

Fig. 1. A schematic showing the procedures for constructing a distance map 
using the fast-marching method (FMM); adapted from (Xie and Yang, 2012). 
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illustrate the FMM algorithm, defining the middle point as the starting 
point (red square in Fig. 1a). The grid nodes are labelled based on three 
categories: unarrived nodes (whose arrival times have not been 
reached), occupied nodes (whose arrival times have been reached), and 
trial nodes (whose arrival times have been calculated but are still 
changeable). The basic steps are presented below:  

(1) Label all nodes as “unarrived”;  

(2) Activate an “occupied” node (i.e. the red square in Fig. 1a) as the 
starting point;  

(3) For the “occupied” node, mark its neighbouring “unarrived” 
nodes to be “trial” (markers A, B, C and D in Fig. 1b);  

(4) Loop over all the nodes labelled with “trial” and calculate its 
arrival time from its “occupied” neighbour(s) as the minimum of 
local solutions to the Eikonal equation (e.g. marker A in Fig. 1c);  

(5) Once the arrival time of all the nodes labelled “trial” have been 
predicted, the one with the minimum arrival time is recognised as 
a new “occupied” node (e.g. marker A in Fig. 1c);  

(6) Repeat steps (3)–(5) until all points are “occupied”, so that a 
distance map representing the minimum arrival time from the 
starting point is generated for the entire problem domain. 

After the distance map is generated (Fig. 1), level sets radiating from 
a starting point A and covering the entire domain can be constructed 
(Fig. 2). For a given end point, e.g. the point B, identification of the 
shortest path is then achieved by back-propagating from B to A based on 
the gradient descent (Sethian, 1999): 

Xt =∇T(x, y),with X(0)=B (7) 

Two validation examples of path planning solved using FMM are 
presented here. In a homogeneous 2D domain (Fig. 3a) with a constant 
speed function, i.e. V(x, y) in equation (3), the shortest path connecting 
the corner points A and B is identified, i.e. the straight blue line 

Fig. 2. Illustration of finding the shortest path from point B to A using gradient 
descent on a series of level sets. 

Fig. 3. The identification of the shortest path connecting the start and end points in a homogeneous domain using the fast-marching method: (a) a homogeneous field 
with a constant speed V, and (b) the corresponding distance map. 

Fig. 4. Optimum path search in a maze-type heterogeneous domain using the fast-marching method: (a) the heterogeneous field involving barriers (blue) and 
passages (red), and (b) the corresponding distance map. 
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diagonally crossing the domain. It can be seen that the path follows the 
gradient of the distance map, which is the optimum trajectory as ex-
pected (Fig. 3b). 

In Fig. 4, another demonstration example based on a maze system 
representing a complex heterogeneous scenario is presented. The blue 
barriers and red regions are associated with low and high-speed values, 
respectively. It can be seen that the identified shortest path (i.e. the thick 
black line) from point A to B avoids the barriers and passes through maze 
successfully, which further confirms the validity of FMM for optimum 
path identification. 

3. Optimisation procedures of well trajectory in heterogeneous 
reservoirs  

(1) Model assumption 

The main assumptions of our optimisation approach include (i) the 
starting or entrance point (e.g. heel): of the well is located in a selected 
problem boundary, where the starting point can be randomly distrib-
uted; (ii) the well penetrates through the entire boundary and ends at the 
selected boundary of the exit point; (iii) the boundary pressure of the 
reservoir remains constant and the productivity is related to geological 
properties (e.g. permeability, porosity and saturation).  

(2) Mathematical modelling 

The concept of productivity potential map (equation (8)) proposed 
by Narayanasamy et al. (2006) is adopted to describe the heterogeneity 
of the reservoir. The productivity potential, P, is given as: 

P=KφSo (8)  

where K is the permeability, φ is the porosity and So is the oil saturation.  

(3) Objective function 

The productivity of a well is closely associated with the well length 
when the productivity potential is uniformly distributed (e.g., horizontal 
well section). Usually, the longer the well is, the higher the productivity 
is, and the higher the benefit. However, longer wells also come with 
higher drilling costs. Thus, it is necessary to achieve a balance between 
the productivity and the drilling length (i.e. the highest productivity 
potential per well length). The benefit-to-cost ratio is calculated for all 
the paths associated with each particular entrance point. The objective 
function to be maximised is the productivity potential per well length, 
defined as the benefit-to-cost ratio, ζ: 

ζ =
∫

Lϕ(s)ds
∫

Lds
(9)  

where ϕ(s) is the average potential value at the well intervals repre-
senting the production “benefit”; L is the total well length which is 
considered to be proportional to the construction “cost”.  

(4) Constraints  

i ∈ I j ∈ J                                                                                     (10) 

|∇T(x, y)|P(x, y)= 1 (11)  

W =∇T(x, y),with W(0)=B (12)  

arcsin
(

Gkc
2000

)

+ arcsin
(

Gk+3c
2000

)

≤ q (13)  

where i ∈ I represents an entrance point i on the assumed problem 
boundary I. j ∈ J represents an exit point j on the assumed problem 
boundary J. P(x, y) is the productivity potential. W is the generated path 

coordinates from one entrance point to one exit point B. Equation (11) 
and (12) are solved by the fast-marching method as described in section 
2. In equation (13), Gk and Gk+3 represent two adjacent constrained well 
sections of the discretised well path; Gk+1 and Gk+2, which are between 
them (i.e. Gk and Gk+3), represent two assumed unconstrained well 
sections; q is the pre-determined dogleg constraint; c is the maximum 
local curvature.  

(5) Workflow of the algorithm 

The workflow and detailed steps for the optimisation of well tra-
jectories is given in Fig. 5. First, pre-requisite field data (e.g. perme-
ability, porosity and oil saturation) are collected from exploration wells. 
Permeability, porosity and saturation fields can be further derived by 
using the kriging method. 

A number of entrance and exit points are selected for consideration. 
For a given entrance point, a corresponding distance map is constructed 
using the FMM based on the productivity potential map. For each exit 
point, an ideal unconstrained path (with no curvature constraint) is 
obtained using the FMM. Next, the trajectory is adjusted to avoid sharp 
turns according to a drilling angle constraint or dogleg constraint 
(Mitchell and Miska, 2011), so that the designed well path can be 
drillable for field application. A schematic of the dogleg constraint is 
given in Fig. 6, where the red curve represents the unconstrained path 
and the blue curve represents the constrained path obtained by imposing 
the dogleg constraint. The detailed procedures include: 

Fig. 5. Flowchart of the well trajectory optimisation method.  
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(1) Discretise the unconstrained well path using a structured mesh so 
that the well path can be divided into a series of sections;  

(2) Focus on two adjacent well sections (e.g. well section G1 and G2 in 
Fig. 6b). The well section in the downstream grid (e.g. well sec-
tion G2) is constrained by the well direction in the upstream grid 
(i.e. well section G1) due to the predefined dogleg constraint 
angle q. The blue dashed line is the direction of well section G1 in 
the upstream grid. The angle between the possible well section 
direction in the downstream grid and well section G1 needs to be 
less than the constraint angle. In other words, the well section in 
the downstream grid needs to be within the region between the 
blue dashed line and the yellow drillable direction, as shown in 
Fig. 6b. If the unconstrained well direction in the downstream 
grid is found to be within the drillable dogleg angle (e.g. well 
section G3), the well direction will keep the same in the down-
stream grid. If the unconstrained well direction in the down-
stream grid is found to be beyond the drillable dogleg angle, the 
well direction will be corrected to the dogleg angle itself. For 
example, as shown in Fig. 6b, the red unconstrained well section 
G2 is corrected to orange constrained well section G4.  

(3) Apply step (2) to the whole unconstrained well path from the 
given entrance point to the exit point. A constrained well path for 
this given entrance point can be obtained. 

The procedures described above are repeated until all the entrance 
points have been considered. For M entrance points and N exit points, a 

total of M × N paths will be considered during this procedure. Finally, 
from all the candidate paths, the final path is selected as the one with the 
highest benefit-to-cost ratio, which also determines the entrance and 
exit points. The algorithm of the well trajectory optimisation process is 
also presented in the appendix. 

4. Results 

4.1. 2D well optimisation in heterogeneous reservoirs 

Assuming a reservoir whose longitudinal dimensions are much larger 
than its transversal dimension, such that a horizontal well (approxi-
mately in-plane) is often drilled, a 2D model can be used to approximate 
the behaviour. The site characterisation data from a real reservoir 
(Liang, 2015) are applied to demonstrate the well optimisation method. 
As shown in Fig. 7a, the variable permeability field is determined based 
on the measurements from ten exploration boreholes distributed at 
different locations in a 5 km × 5 km domain. For the purposes of 
demonstration, the reservoir is assumed to be fully saturated by oil and 
the porosity is constant (e.g. 0.2). However, neither of these assumptions 
affect the generality of our method, which can be applied to problems 
where the reservoir is not fully saturated and where the porosity 
spatially varies. For the specific example here, permeability is the only 
variable affecting the productivity potential, as shown in equation (8). 
The domain is discretised into a 50 × 50 grid with a mesh size of 100 m. 
A coordinate system is defined with its origin at the left bottom corner of 

Fig. 6. (a) Comparison of the unconstrained and constrained well paths; (b) Schematic illustrating the dogleg constraint applied in the well trajectory optimisation.  

Fig. 7. (a) An oil reservoir (5 km × 5 km) characterised by a number of borehole measurements of its variable permeability field (the number is the figure indicates 
the local permeability measured in Darcys); (b) a constructed productivity potential map using the ordinary kriging method. 
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the domain (Fig. 7a). A productivity potential field (Fig. 7b) is then 
derived by interpolating/extrapolating from the measurement locations 
using the ordinary kriging method (Chabala and Mulolwa, 2017; Hu and 
Shu, 2015; Jang et al., 2016). We use an implementation of the kriging 
method by Schwanghart (2010). 

The starting point or entrance point (e.g. heel) of the well is located 
along the left boundary of the problem domain. The well penetrates 
through the entire domain and ends at the right boundary (the exit 
point). Thus, a horizontal well is to be drilled across the domain starting 
from an entrance point located at the left boundary. A number of 
candidate entrance points are looped over at the left boundary, located 
at intervals of 200 m in the y coordinate. To avoid boundary effects, the 
y coordinate of the entrance point is restricted to be within the range of 
1000–4000 m (see Fig. 8). There is no restriction on the y coordinate of 
the exit points which are considered in the range of 100–4900 m with an 
interval of 100 m. This will result in 784 constrained paths in total. 

For clarification of the procedure, the analysis is based on one of the 
candidate entrance points, which will then be repeated for the remain-
ing entrance points. A distance map for the problem domain is first 
constructed for a given entrance point (Fig. 8). Then, all the possible exit 
points are looped over at the right boundary, and for each exit point, 
FMM is used to generate a path penetrating the domain through regions 
of high productivity potential as much as possible. In this study, we use 
Kroon’s implementation of the FMM (Kroon, 2011). In the algorithm 
presented in this paper, to ensure the drillability of the well, a threshold 

value of the dogleg constraint is defined to obtain a set of drillable well 
paths for each exit point. The procedure is carried out for the remaining 
entrance points. Finally, by comparing the benefit-to-cost ratios of all 
the constrained paths, an optimum drilling path is identified for the well. 
To better elaborate the comparison process, the case where the entrance 
point is at a y-coordinate of 4000 m of the left boundary is taken as an 
example. Fig. 9 shows the benefit-to-cost ratios and optimised well 
lengths of different exit points of the right boundary for the entrance 
point mentioned above. The dogleg constraint is defined to be 30◦. For 
this particular entrance point, the highest benefit-to-cost ratio is the 
optimised exit point when the well entrance point is at a coordinate of 
4000 m on the left side of the domain. Considering all entrance points, 
the final constrained optimised well trajectory can be seen in Fig. 10 and 
has a total length of 5055 m, a minimum radius of curvature of 227 m, an 
entrance height of 3800 m and an exit point at 4200 m. The 
benefit-to-cost ratio of the optimised well is 0.0284, which is much 
higher than the ratio (i.e. 0.0031) of the straight well in Fig. 11. 

The final path does not pass through the region with a high pro-
ductivity potential. In order to do so, the path would first have to pass 
through a region of low productivity potential, and the algorithm de-
termines that a better benefit-to-cost ratio is obtained by drilling 
through regions of medium productivity potential. 

Here, the effects of the dogleg constraint angle on the optimisation 
results of well trajectories are also explored. The c in Fig. 11 represents 
the maximum curvature of the optimum well path after being generated. 
It can be seen that the optimised path gradually becomes a straight line 
as the dogleg angle constraint is decreased (i.e. the permitted amount of 
angular deviation from a straight line is reduced). Considering the 
technical limitations in drilling engineering, the constraint angle (as 
illustrated in Fig. 6) needs to be adjustable for this method to be of 
practical use. For field applications, it might be easier to drill a well with 
a small curvature. However, it may miss some regions of high produc-
tivity potential (i.e. red areas in Fig. 11). 

Different productivity potential fields are also tested, which are 
randomly generated for the purposes of demonstration (Fig. 12). Cases 1 
to 3 correspond to the permeability fields associated with the produc-
tivity potentials, and the final well trajectories as determined by the 
method described. The entrance points for cases 1 to 3 are 2000 m, 3600 
m and 3800 m respectively. It can be seen that the proposed optimisa-
tion method can identify an optimum path that effectively passes 
through regions of high productivity potential in different testing cases 
of complex heterogeneity conditions. 

4.2. 3D well optimisation in heterogeneous reservoirs 

In this 3D example, a synthetic heterogeneous reservoir model is 
constructed for demonstration purposes, although the method described 
in this study is applicable to real problems if field data is available, 

Fig. 8. The distance map for a selected entrance point as the starting position of 
the well path in the problem domain (5 km × 5 km). 

Fig. 9. Benefit-to-cost ratio, ζ, and optimised well length, L, of different exit 
points (coordinate y). 

Fig. 10. The final optimum, curvature-constrained well trajectory for the het-
erogeneous reservoir. 
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which has been demonstrated in the last section, where the kriging 
method was applied to field data to reconstruct the permeability field. 
The approach can be equally applied to both field and synthetic data, in 
both 2D and 3D. 

The problem domain in the 3D case is assumed to be a cuboid, and 
five potential entrance points are located on the upper side with co-
ordinates given as (25, 25), (5, 5), (5, 45), (45, 5), (45, 45) (Fig. 13). 

Porosity and saturation are assumed to be constant throughout the 
heterogeneous reservoir. A 3D random permeability field (i.e. produc-
tivity potential), is generated based on the principles of spatial fre-
quency and elementary waves. In order to introduce spatial variation, 
trigonometric functions are used in the form of cos( α→ ⋅ x→), where α→=

2π(k, l,m) is the wavevector, | α→| is the wavenumber and x→ = (x, y, z). 
Here, k, l and m are integers. Then the permeability (i.e. productivity 

Fig. 11. Optimised well trajectories in the heterogeneous reservoir subject to different curvature constraints. Here, c denotes the maximum curvature of the 
well path. 

Z. Lyu et al.                                                                                                                                                                                                                                      



Journal of Natural Gas Science and Engineering 88 (2021) 103853

8

potential) field of a heterogeneous reservoir can be described as the sum 
of several elementary waves given by 

f (x, y, z)=
∑K

k=− K

∑L

l=− L

∑M

m=− M
A(k, l,m)cos( α→ ⋅ x→+ ϕ) (14)  

where ϕ(k, l, m) represents the phase angle of a uniform random dis-
tribution in the range of -π/2 and π/2, due to the assumption of an equal 
probability. In the natural system, larger amplitudes are more frequent 
with small oscillations. To generate a realistic system, the amplitude A 
(k, l, m) is given as 

Fig. 12. Optimised well trajectories in heterogeneous reservoirs with different productivity potential distributions.  

Fig. 13. Schematic of the 3D well trajectory optimisation problem.  

Table 1 
Specific values of the parameters for synthetic random field generation.  

Parameter Value 

K, L, M 20 
Mean of the Gaussian distribution 0.8553 
Standard deviation of the Gaussian distribution 1 
Mean of the uniform distribution 0 
Range of the uniform distribution -π/2, π/2 
β 1.8  

Fig. 14. Productivity potential of the 3D synthetic reservoir.  

Fig. 15. Optimised well paths for five entrance points.  
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A(k, l,m)= g
(

k, l,m
)

h
(

k, l,m
)

=
g(k, l,m)

⃒
⃒k2 + l2 + m2|

β =
g(k, l,m)

(
k2 + l2 + m2

)β/2

(15)  

where g(k, l, m) represents a random Gaussian distribution, h(k, l, m) is a 
function with frequency-dependent amplitude tapering off in the range 
of higher wavenumbers in conformity with the spectral exponent β 
(where β > 0). 

Table 1 gives the specific values for the different statistical param-
eters in our model. The domain is discretised into a 50 × 50 × 50 grid 
system and the width of the domain is 5 km. Fig. 14 gives the simulated 
distribution of productivity potential for the 3D synthetic heterogeneous 
reservoir models. 

The optimised well paths for five different entrance points are shown 
in Fig. 15. In addition, as shown in Fig. 16, a straight well can be further 
generated by applying the least squares fitting method based on the 
mathematically optimum well path. 

Furthermore, the proposed method can also be applied to optimise 
trajectories of horizontal wells or laterals as part of multilateral wells. 
Fig. 17 shows one lateral starting from the mainbore to the targeted side 
(left side in the figure) in a multilateral well. Here, three potential 
entrance points are analysed for illustration purposes, but more entrance 
points may be analysed if required. 

As shown in Fig. 18, three paths may be considered as three laterals 
to be drilled if their spacing corresponds to the design value. Alterna-
tively, one final optimised lateral can be further obtained through 

comparing benefit-to-cost ratio of the paths. In Fig. 19, optimised lat-
erals can be slightly different due to various limitations on radii of 
curvature. Compared with vertical wells, drilling a lateral through the 
mainbore with strong local curvature can be more difficult. Thus, 
straight paths for laterals can also be derived with a least squares 
analysis. 

Fig. 16. Schematic of optimised well and further optimised straight well using the least squares method.  

Fig. 17. Schematic of the 3D lateral trajectory optimisation problem in a multilateral well.  

Fig. 18. Optimised horizontal laterals starting from various entrance points 
along the mainbore. 
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5. Discussion 

The concept of using a productivity potential map (e.g. permeability 
field) to optimise well trajectories has been adopted by many re-
searchers due to its simplicity and intuitiveness (Kharghoria and Cakici, 
2003; Taware, 2012). Most have used it to identify “important” regions 
with good geological properties (e.g. high permeability) in the field, 
such that vertical or horizontal wells can be optimally placed for 
enhanced production (Filho, 2005; Ravalec, 2012). In this paper, a 
productivity potential map is used based on the permeability, porosity 
and saturation data as the reference for optimising the well drilling path. 
For the well trajectory optimisation problem in this study, the well path 
is generated by replacing the speed function V(x, y) in equation (3) with 
the productivity potential of equation (8). The FMM is employed for the 
purpose of well optimisation, which may represent a first attempt at 
applying the FMM approach to optimise the well trajectory of a 
non-straight and curvature-constrained path. Compared with other well 
trajectory optimisation methods (Liu et al., 2004; Sawaryn et al., 2005, 
2009; Atashnezhad et al., 2014; Mansouri et al., 2015; Wang et al., 2016; 
Xu et al., 2019), the presence of geological heterogeneities can be 
considered and their influences are modelled quantitatively via the 
productivity potential map. The entrance and exit points can be opti-
mised and selected by comparing the benefit-to-cost ratios of various 
well trajectories in the optimisation process. Moreover, the well trajec-
tory optimised in our method does not rely on any assumption of the 
path shapes and geometries. In addition, the model proposed in this 
paper aims to provide fast solutions to the complex optimisation prob-
lem of well trajectories in heterogeneous reservoirs (the simulation time 
can be as little as a few minutes on standard desktop computers). It is 
worth mentioning that in this paper the benefit-to-cost ratio is used to 

evaluate the economic viability, which is slightly different from some 
previous researchers who used the Net Present Value (NPV) as an 
objective functional (Badru, 2003; Onwunalu, 2006; Ye, 2019). How-
ever, similar results are expected to be produced by the two metrics. Our 
method is also easy to use and convenient for the field application due to 
the short time it takes for optimisation. In this paper, orthogonal grid is 
applied for demonstration, whereas the use of non-orthogonal grids may 
be explored in the future. 

6. Conclusions 

In this paper, a new optimisation workflow based on the fast 
marching method is developed and applied for optimising well trajec-
tories in heterogeneous oil/gas reservoirs. We have elaborated the 
detailed procedures of this optimisation algorithm, which searches for 
the optimum path by maximising the benefit-to-cost ratio. The model 
has been validated based on a homogeneous reservoir scenario and a 
heterogeneous maze system. To enable the applicability of this model for 
oil/gas field drilling problems, we have implemented a dog-leg 
constraint algorithm to take into account the curvature requirement of 
well paths and ensure their drillability according to a prescribed 
threshold. The capability and performance of this well optimisation 
approach have been demonstrated in a series of 2D and 3D simulation 
studies, where single well trajectory is optimally predicted and multiple 
laterals of various curvatures are optimally designed. Our research 
findings have important implications for a broad range of geo-
engineering problems involving well design and construction, such as 
hydrocarbon resource extraction, geothermal energy production and 
carbon dioxide sequestration as well as waste water reinjection. 

Fig. 19. Optimised horizontal laterals associated with various radii of curvature.  
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Appendix 

Algorithm: well trajectory optimisation.   

(1) Initialise the geological condition (permeability, porosity and saturation) using equation (8) 
(2) If the geological data are scattered points, apply the kriging method to generate a continuous productivity potential 

map as shown in Fig. 7 
(3) Define the dogleg constraint angle q, number of grids at each direction K, candidate entrance points I (e.g. the left 

boundary in Fig. 8), and candidate exit points J (e.g. the right boundary in Fig. 8) 
(4) For i = 1: I 
(5) Generate the ith distance map based on the FMM based on equations (3)–(6) as shown in Fig. 8 
(6) For j = 1: J 
(7) Generate the unconstrained well path using the FMM for ith entrance point and jth exit point 
(8) Discretise the unconstrained well path into K sections 
(9) For k = 1: K 
(10) Calculate the angle between section k and section k+1, as shown in Fig. 6 
(11) If angle < q, Continue; End 
(12) If angle > q, Correct the well section k+1 to the closest drillable direction; End 
(13) Calculate and store the benefit-to-cost ratios of each well path and well path coordinates 
(14) End 
(15) End 
(16) End 
(17) Compare the benefit-to-cost ratios 
(18) Select the well path with the highest benefit-to-cost ratio (e.g. Fig. 10)  
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