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Abstract: In this investigation, three-dimensional molecular dynamics simulations have been 
performed in order to investigate the effects of the workpiece subsurface temperature on various 
nanocutting process parameters including cutting forces, friction coefficient, as well as the 
distribution of temperature and equivalent Von Mises stress at the subsurface. The simulation 
domain consists of a tool with a negative rake angle made of diamond and a workpiece made of 
copper. The grinding speed was considered equal to 100 m/s, while the depth of cut was set to 2 nm. 
The obtained results suggest that the subsurface temperature significantly affects all of the 
aforementioned nanocutting process parameters. More specifically, it has been numerically 
validated that, for high subsurface temperature values, thermal softening becomes dominant and 
this results in the reduction of the cutting forces. Finally, the dependency of local properties of the 
workpiece material, such as thermal conductivity and residual stresses on the subsurface 
temperature has been captured using numerical simulations for the first time to the authors’ best 
knowledge. 

Keywords: molecular dynamics; nanocutting; subsurface temperature; Von Mises stresses; thermal 
conductivity 

 

1. Introduction 

Nano/micro-cutting is a term widely used to describe material removal at nanoscale. 
Nanocutting processes are characterised by the high-speed of the cutting tool as well as their ultra-
precision. Nowadays, nanoscale machining processes are playing an essential role in the modern 
manufacturing industry, while numerous investigations on the topic have been performed since the 
late 1990s. Machining processes at the nanoscale can be grouped in four categories depending on 
their applications: (a) deterministic mechanical nanometric machining, (b) loose abrasive nanometric 
machining, (c) non-mechanical nanometric machining, and (d) lithographic method [1]. Mechanical 
nanometric machining appears to be the more advantageous among its alternatives, as it allows for 
the machining of complex 3D shapes, while the cutting accuracy can reach tens on nanometers [2,3]. 
Moreover, as advocated by Stephenson et al. [4], who investigated the nano-grinding process of hard 
steel using a 76 µm cubic boron nitride (CBN) grit with a depth of cut set equal to 500 µm, nanometric 
machining can generate very smooth and repeatable surface finish (Ra < 10 nm). 

Over the course of time, the development of high-performance computers (HPCs) has 
contributed to the advancement of nanotechnology [5]. The evolution of HPC facilities has allowed 
for very computationally expensive simulations. Three of the most important numerical modelling 
techniques in terms of mechanics and thermodynamics are (a) kinematic models, (b) finite element 
analysis (FEA), and (c) molecular dynamics (MD) simulations. Kinematic and FEA models can be 
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used for the estimation of the physical characteristics, such as the cutting forces and temperature in 
two different scales, i.e., macroscale [6] and microscale [7]. Notwithstanding the above, recent studies 
on kinematic [8] and FEA models [9] have shown the limitations of the aforementioned modelling 
techniques with respect to their accuracy. Their poor accuracy when approaching micro- and 
nanoscale is due to the fact that in such small scales the surface-area-to-volume ratio increases; 
consequently, surface phenomena become increasingly dominant [10]. 

On the other hand, the MD simulations method is based on the calculation of the atoms’ 
trajectories using Newton’s equation of motion in order to extract meaningful properties of materials 
and investigate physical phenomena. In addition, MD simulations can provide high-resolution 
information and require no ab initio assumptions in contrast to kinematic models and FEA. MD 
simulations have often been utilised in research investigations during the last couple of decades due 
to their capability of capturing atomistic details [11–13]. Many researchers have used MD simulations 
for several applications, such as crack propagation [14], nanoflows [15], and defect formation in 
nanocutting [16,17] in order to understand the corresponding phenomena at the nanoscale level. 
Since this study will be focusing on nanoscale phenomena during the nanocutting process, MD has 
been selected as the most suitable modelling technique among the alternative options. 

Pioneering MD investigations were focused on nanocutting of copper, aluminium, and silicon 
workpieces with different grinding speeds ranging between 100 and 500 m/s and various tool sizes 
and geometries [18]. Inamura et al. [19] evaluated the 2D nanoscale cutting interaction between a 
copper workpiece and a diamond tool. They showed that the cutting process is affected by the 
interaction between the tool and workpiece atoms. One of the most investigated topics related to 
nanocutting phenomena is the effect of the tool geometry on the grinding mechanics [20]. Xie and 
Fang [21] conducted an investigation, which was mainly focused on the effects of the cutting-edge 
radius on the chip formation, cutting forces, and stress distribution at atomic and close-to-atomic 
scales (ACS). Since conventional continuum mechanics could be no longer applied, they proposed a 
study to verify the mechanism employed at the ACS process. Due to the fact that the material removal 
mechanism at ACS remains unclear, it is still difficult to increase the machining accuracy from 
nanoscale to atomic scale. The authors demonstrated that, with an ACS cutting depth of 1 nm, the 
minimum chip thickness could be down to a single atomic layer. As a consequence, the ACS cutting 
process was found to be affected by two sizing effects, namely the cutting radius size effect and the 
atomic sizing effect. Moreover, it was found that it is necessary to control with extreme accuracy the 
movement of the atomic layers in order to avoid surface deformities at ACS. In another study, Rentsh 
and Inasaki [22,23] employed MD simulations in order to shed light on the dislocation generation, 
surface roughness, residual stresses, and crack propagation. Overall, MD has been widely used for 
studying manufacturing processes [24,25], while the number of published papers per year 
implementing this technique is continuously increasing. 

Previous MD simulations have shown that there are several key parameters with a significant 
impact on the nanocutting mechanism. According to [26], the workpiece temperature in the grinding 
process is affected by many factors, including the workpiece material, the tool material, application 
of grinding fluid, grinding speed, and wheel dressing conditions. Early studies on thermal modelling 
of grinding processes focused on conventional grinding and high efficiency deep grinding (HEDG), 
which had some significant limitations on the depth of cut—which ranged between 0.2 and 25 mm 
or more—the wheel, and workpiece speed [27,28]. Following these first studies, Werner et al. [29] 
attempted to model the heat flow to the workpiece, tool, chip, and fluid in creep feed grinding using 
FEA. Rowe, Black, and Morgan [30,31] investigated critical temperatures for the onset of thermal 
damage for several ferrous materials. In a recent study, Romero et al. [32] analysed the temperature 
distribution over an orthogonal cutting tool during nanocutting. In another study, Li at al. [33] 
demonstrated that the smaller depth of cut reduces subsurface damage, improves the grinding 
efficiency, and reduces energy consumption. 

Based on the above, it is evident that the thermal effects on nanocutting have not been rigorously 
analysed yet in the atomic scale. This investigation is focused on the effects of the workpiece 
temperature on the nanocutting mechanism. The current analysis has been carried out with the aid 
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of three-dimensional molecular dynamics (MD) simulations. The effects of the workpiece 
temperature on the cutting forces (Fx and Fy), friction factor (η), and the temperature distribution at 
the cutting area will be analysed and discussed. In addition, equivalent Von Misses stresses have 
been calculated over the simulation domain to analyse the stress distribution over the workpiece. The 
comparison of the obtained results provides us with a new point of view of the behaviour of the 
workpiece material with respect to yield strength and fracture toughness. The large-scale 
atomic/molecular massively parallel simulator LAMMPS (version 16 May 2018, Sandia National 
Laboratories, Albuquerque, NM, USA) [34] has been used for the completion of the simulations of 
this study and the OVITO software (Release 3.1.0, OVITO GmbH, Amtsgericht Darmstadt, Germany) 
has been used to visualise and analyse the atomistic output data [35]. 

2. Methodology 

An MD simulation model has been developed for the purposes of this study. The MD simulation 
domain consists of a cutting tool made of diamond and a copper workpiece. The cutting tool was 
modelled as a convex isosceles trapezoid with a negative rake angle equal to −45°, which is much 
below the critical value for chip formation (≈−60°) [36]. The system contains 723,118 atoms, while the 
copper workpiece and diamond tool parameters are listed in Table 1. According to [37], the lattice 
constant of diamond is equal to 3.57 Å, and the lattice constant of face centred cubic (FCC) copper is 
equal to 3.597 Å. Both materials, diamond and copper, contain three zones with three types of atoms 
correspondingly: boundary atoms (dark blue zone), which consists of atom layers to ensure stability 
and prevent unwanted rigid body motion of the workpiece; Langevin thermostat atoms (red zone), 
which are used to control the temperature during the process, and Newtonian atoms (light blue zone), 
which correspond to the deformable zone [38], as shown in Figure 1. 

 

Figure 1. Molecular dynamics (MD) simulation domain. 

For the purposes of this study, the boundary atoms of the tool and the workpiece are assumed 
to be rigid, i.e., there is no relative dislocation between them. The fixed atoms of the workpiece are 
fixed to their initial positions, whilst the fixed atoms of the tool are assigned with a constant speed 
after the equilibration phase has been completed. The motion of the Newtonian and thermostat atoms 
is dictated by Newton’s second law of motion [39] and Brownian dynamics, respectively (Langevin 
thermostat). During the equilibration phase, the system was relaxed over 20,000 timesteps in order 
to achieve a constant pressure and temperature across the simulation domain. Following the 
equilibration phase, the tool boundary atoms started moving with a constant speed of 100 m/s, while 
the tool thermostat temperature has been set equal to different temperature values depending on the 
case under examination, namely (a) 300 K, (b) 500 K, (c) 700 K, and (d) 900 K. Finally, the cutting 
direction was coincident with the x-axis [100] direction, which corresponded to the (0 0 1) plane of 
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the workpiece in the simulation. The atom positions were time-integrated with a timestep equal to 
1.5 fs. All simulations were run with the system controlled by the microcanonical (NVE) ensemble. 

Table 1. Component properties. 

Materials Workpiece: Copper Tool: Diamond 

Dimensions (Å) 
Length (x): 717 
Height (y): 70  
Width (z): 140 

Large side (x): 175 
Base angle: 45° 
Width (z): 50 

Numbers of atoms 640,000 83,118 
Mass (amu) 63.546 12.0107 

There are 3 different types at the atomic level in the MD simulation domain: (1) the interaction 
between workpiece copper atoms (Cu–Cu), (2) the interaction between the tool diamond atoms (C–
C), and (3) the interaction between workpiece and tool atoms (Cu–C). First, the interaction between 
copper workpiece atoms has been described using the embedded atom model (EAM) by Foiles et al. 
[40], which can be expressed as follows: ���� =�����,�� + 12���������������  (1) 

In the expression above, the total energy Etot is the sum of the individual embedding energy F 
and pair potential function φ(rij) representing the energy in bond ij, which is due to the short-range 
electro-static interaction between atoms. The indices i and j refer to the atoms i and j, respectively, rij 
is the interatomic distance, and φi is the electron density of the atom i. The host electron density can 
be approached by the superposition of atomic densities: ��,� =������������  (2) 

where ρj
a is the electron density contributed by the atom j. Secondly, the interaction between the 

diamond tool atoms has been modelled with the Tersoff potential [41] as follows: � = 12���������  

where: ��� = ��������������� + ����������� (3) 

In Equation (3), E is the total energy of the system, Vij the bond energy between atoms i and j, fA 
and fR are the attractive and repulsive terms, respectively, and bij is the bond order term. The cut-off 
function fC, given by Equation (4), is used to constrain the interaction forces within a specific distance 
range [R − D, R + D] with R, D constants selected to include only neighbouring cells. 

������� = ⎩⎨
⎧ 1 ��� < � − �12 − 12 sin ��2� ��� − �� � − � < ��� < � + �0 ��� > � + �  (4) 

Finally, the Morse potential was adopted to describe the interactions between the copper and 
diamond atoms of the workpiece and the tool, respectively [42]: � = �������(����) − ���(����)� (5) 

where E is the pair interaction energy, D0 = 0.087 eV the cohesion energy, a = 5.14 Å−1 elastic modulus, 
and r0 = 2.05 Å the equilibrium distance. 

In this investigation, the focus was placed on the impact of the workpiece temperature on the 
nanocutting process characteristics. Four initial workpiece temperatures were considered, namely (a) 
300 K, (b) 500 K, (c) 700 K, and (d) 900 K. In order to study the nanocutting behaviour of the copper 
workpiece at different initial temperatures and eliminate any statistical errors, 3 grinding simulations 
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were performed for each case with random initial conditions. Moreover, the depth of cut was set 
equal to dc = 20 Å and remained constant during the grinding process so as to ensure that there is 
perfect contact between the two rigid bodies (workpiece and tool). 

3. Results 

In this section, the obtained results on the effects of the workpiece temperature on the (1) cutting 
forces, (2) friction factor, (3) subsurface temperature, and (4) Von Mises stresses will be thoroughly 
analysed and discussed. For the purposes of this analysis, four workpiece temperatures have been 
considered: (a) 300 K, (b) 500 K, (c), 700 K, and (d) 900 K. 

3.1. Cutting Forces 

Figure 2 shows the evolution of the cutting forces over time for a single MD simulation at 
different initial workpiece temperatures. The grinding force values were evaluated during the cutting 
phase of each simulation. Overall, it can be observed that the cutting forces decrease with the 
workpiece temperature. This is due to the fact that the copper workpiece loses gradually its 
mechanical strength due to thermal softening [43]. At the beginning of the grinding process, both 
cutting forces experienced a gradual and approximately linear increase in the time range [0 ps–150 
ps] until they reach an approximately constant value. This occurred because at the beginning of the 
cutting process, there is no perfect contact between the tool and the workpiece. When both pieces are 
in perfect contact (t > 150 ps), both forces start to fluctuate around a constant value. Moreover, it can 
be observed that there is a gradual increase in both cutting forces due to the accumulation of chip at 
the front of the tool. This phenomenon has been visualised in Figure 2. A previous study showed that 
the tangential force is affected by the material pile-up in the direction of the x-axis, which coincides 
with the cutting direction [20]. As expected, it can be seen that in the Figure 3a, there is a large 
difference between the average values of the two cutting forces. Fx obtains a value about equal to 375 
nN, while Fy reaches a value close to 250 nN. It can also be observed that the difference between the 
tangential and normal forces becomes smaller as the workpiece temperature increases. Furthermore, 
the normal force fluctuations increase with the workpiece temperature, i.e., Figure 3d is characterised 
by a higher fluctuation amplitude compared to the rest of the cases. According to Lin et al. [44], the 
large oscillations of cutting forces in the grinding process are related to the generation of dislocations. 

  

 

(a) (b) 

 

(c) 

Figure 2. Material pile-up at (a) 120 ps, (b) 360 ps, and (c) 660 ps. 
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(a) (b) 

(c) (d) 

Figure 3. Forces vs. time for (a) Tw = 300 K, (b) Tw = 500 K, (c) Tw = 700 K, and (d) Tw = 900 K. 

However, the graphs above correspond to just one case, which might incur statistical 
inaccuracies. In order to avoid these statistical errors, three simulations were performed for each 
simulation case, and the average force values in the range of [100 ps–700 ps] were plotted against the 
workpiece temperature. In Figure 4, it is obvious that both cutting forces are characterised by a 
descending trend in accordance to the one identified in Figure 2. Therefore, the decrease in Fx and Fy 
is attributed to the increase the initial temperature of the workpiece due to thermal softening. This is 
also in agreement with previous numerical and experimental studies [43,45]. From Figure 4a, it can 
be observed that Fx decreases linearly with the workpiece temperature. On the contrary, Fy (Figure 
4b) appears to decrease with a steeper slope, as the workpiece temperature rises above 500 K. These 
observations are in agreement with previous investigations [46,47] advocating that the yield strength 
and fracture toughness of copper decrease with increasing temperature on the workpiece. Moreover, 
it has been shown that the tensile ductility of copper exhibits a strong temperature dependence [48]. 
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(a) (b) 

Figure 4. Cutting forces vs. workpiece temperature: (a) tangential forces (Fx) and (b) normal forces 
(Fy). 

3.2. Friction Factor 

The dependence of the average friction factor ηave on the workpiece temperature has been plotted 
in Figure 5. For this purpose, the average friction factor has been expressed as the time average of the 
ratio of tangential to normal cutting forces during the cutting phase as follows: ���� = 〈����〉 (6) 

In accordance to the trend of the averages of cutting forces, friction factor oscillated around 
values close to 1.7 within the workpiece temperature range [300 K–900 K]. Such trends are common 
in MD studies. It has to be noted that friction factor values higher than 1 are common in MD 
simulations; this is attributed to the material pile-up at the front of the tool [49,50]. 

 

Figure 5. Average friction factor vs. workpiece temperature. 

3.3. Subsurface Temperature 

It is well known that the mechanical properties of a material are significantly affected by the 
local temperature [51]. One important parameter during the grinding process is the workpiece 
subsurface temperature at the vicinity of the cutting tool. In order to measure the subsurface 
temperature at the cutting region, a spherical area with a radius equal to 15 Å was fixed at the centre 
of the lower (small) side of the trapezoidal cutting tool. This sphere overlapped with the workpiece 
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atoms during the nanocutting process. The temperature of the workpiece atoms lying at this region 
was averaged over time windows of 30 ps in order to eliminate noise, while the workpiece atoms 
lying within the sphere were updated every 1 timestep (1.5 fs). The temperature at the cutting area 
was calculated as follows [25]: ��� = �����2 ��� 

where: 

�� =�12����,���
���  

(7) 

In Equation (7), Tca is the workpiece temperature at the cutting area (ca), KE is the total kinetic 
energy of the group of atoms in the spherical region, mi the mass of atom i, dim = 1 the number of 
velocity components used for the evaluation of the kinetic energy, N the total number of workpiece 
atoms in the group, and kB = 1.38 10−23 m2 kg s−2 K−1 is the Boltzmann constant. Since the x and y 
component of the atoms’ velocities are associated with the translational motion of the cutting tool, 
only the z component (vz) was taken into consideration for the estimation of the abrasive temperature, 
as shown in Equation (7). 

As expected, the temperature at the cutting area increases with the workpiece temperature. 
Figure 6 illustrates the evolution of the temperature of the cutting area over time during the 
nanocutting process. Overall, the temperature at the cutting area increases with the workpiece 
temperature over time. Similar to the cutting forces aforementioned, the Tca increases linearly during 
the first 150 ps for nanocutting grinding simulation. This is because the two components (tool and 
workpiece) are not in perfect contact during this time interval. Following the linear increase Tca 
reaches a constant value and fluctuates around this for the rest of the simulation. 

 

Figure 6. Temperature at the cutting area (Tca) vs. time for various values of the workpiece 
temperature (Tw). 

The dependence of the average temperature at the cutting area on the workpiece temperature is 
illustrated in Figure 7, where the average of Tca was estimated over three MD simulations in order to 
eliminate statistical errors. Overall, the graph describes an upward trend of Tca with respect to Tw as 
expected. More specifically, it can be observed that Tca increases approximately but not linearly with 
Tw; the difference Tca–Tw reduces for higher values of Tw. This observation will be further analysed in 
the following paragraphs. 
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Figure 7. Average temperature at the cutting area (Tca,ave) vs. workpiece temperature (Tw). 

In order to enhance our understanding of the subsurface temperature distribution, the per-atom 
temperature of the workpiece atoms was visualised in Figure 8 for various initial workpiece 
temperature values, namely (a) 300 K, (b) 500 K, (c) 700 K, and (d) 900 K. In Figure 8, only half of the 
workpiece atoms are visible (cross section at zmid), while the tool atoms have been made transparent 
in order to enhance clarity. It can be observed that the temperature of the boundary atoms is equal to 
0 K (dark blue zone), since they are rigid and do not get time-integrated. From Figure 8, it is evident 
that the higher temperature area is located at the contact area between the tool and the workpiece as 
expected. In Figure 8d, it can be seen that the temperature of the workpiece atoms reaches 1300 K. 
This fact is significant, since these atoms reach a temperature close to the melting point of copper and 
thermal softening becomes dominant. As a result, chip thickness increases for higher initial 
workpiece temperature values, as shown in Figure 8. At this point, it has to be noted that the fact that 
the height of the workpiece is only 70 Å. As a matter of fact, the cutting region is quite close to the 
thermostat and fixed atom layers of the workpiece, as shown in Figure 8; this might lead to an 
underestimation of the temperature values at the cutting area (Tca). 

(a) 

 

 

(b) 

 

(c) 

 

(d) 
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Figure 8. Workpiece temperature distribution for (a) Tw = 300 K, (b) Tw = 500 K, (c) Tw = 700 K, and (d) 
Tw = 900 K. 

Finally, in order to understand the reason behind the non-linear relationship between Tca and Tw, 
as illustrated in Figure 7, we analysed the behaviour of the surface temperature in a specific region 
(R) of the workpiece copper for various workpiece initial temperatures, such as 300 K, 500 K, 700 K, 
and 900 K. The location of the region R is illustrated in Figure 9. This region was defined by the area 
between x = 0 Å to x = 100 Å. It has to be noted that region R did not include the rigid atoms of the 
workpiece in the thermostat and rigid region in order to prevent miscalculation of temperature. 

 

Figure 9. Location of region R. 

Figure 10a illustrates the evolution of the average temperature of the workpiece atoms lying in 
region R (TR). It can be observed that the trends of the temperature curves are similar, but not 
identical. In the beginning, TR increases gradually until it reaches a specific value and subsequently 
decreases. The increase of TR is due to the approach of the cutting tool, which elevates the local 
temperature. TR subsequently decreases, while the induced heat is dissipated as the tool moves away 
of the region. The most significant difference between the TR curves is their slopes. In order to 
investigate the non-linear relationship between the temperature at the cutting region and the 
subsurface temperature, the difference between the temperature of region R and the workpiece 
temperature (TR − Tw) has been plotted in Figure 10b as a function of time. It is clear that as the 
workpiece subsurface temperature increases the slope of TR − Tw becomes smoother, i.e., the response 
of TR is slower. Therefore, it can be concluded that there is a delay in the cooling process of this 
material for higher Tw values. The slower response of TR for higher workpiece temperatures occurs 
due to the decrease of the local thermal conductivity for higher temperature values. Therefore, due 
to the lower thermal conductivity, there is a decrease in the heat dissipation rate, which slows down 
the response of TR. This is the reason for the gradual reduction of the difference Tca,ave − Tw for higher 
workpiece temperature, as illustrated in Figure 7. This phenomenon has been observed for the first 
time using MD simulations, according to the authors’ best knowledge. 

  
(a) (b) 

Figure 10. (a) TR and (b) TR − Tw vs. time for various workpiece temperatures. 
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3.4. Equivalent Von Mises Stresses 

In this section, the results on the equivalent Von Mises stresses (EVMS) distribution over the 
simulation domain will be presented. The equivalent Von Mises stress is given by: 

��� = ����� − ����� + ���� − ����� + (��� − ���)� + 6����� + ���� + �����2  (8) 

where σVM is the equivalent Von Mises stress, σxx, σyy, and σzz are the normal stresses and σxy, σyz, and 
σzx the shear stresses, respectively. Figure 11 represents the Equivalent Von Mises stress (EVMS) 
distribution and the common neighbour analysis (CNA) of the workpiece for two extreme initial 
workpiece temperature svalues considered, i.e., Tw = 300 K and Tw = 900 K in order to highlight the 
effects workpiece temperature on the stress distribution. It can be observed that Figure 11a shows 
that there is high-stress concentration at the shear zone in contrast to Figure 11c. This is another 
observation related to the thermal softening of copper. Moreover, for elevated workpiece 
temperature, copper loses its mechanical strength, and the Von Mises stresses are more uniformly 
distributed across the workpiece. Moreover, by comparing EVMS and CNA in Figure 11, it can also 
be observed that there is high stress concentration at the vicinity of lattice dislocations, corresponding 
to hexagonal closed-packed (HCP) atoms, as expected. It should also be noted that high stress 
concentration is associated with dislocation generation and propagation. 

Equivalent Von Mises stress 
distribution 

 Common Neighbour Analysis 

 

 

 
(a) (b) 

  

 
(c) (d) 

Figure 11. Evolution of Von Mises distribution and common neighbour analysis for two workpiece 
temperature values: (a,b) Tw = 300 K and (c,d) Tw = 900 K. 

4. Conclusions 

In this study, the effects of the workpiece temperature on nanocutting phenomena have been 
investigated using molecular dynamics simulations. The process parameters investigated were: (a) 
cutting forces, (b) friction coefficient, (c) temperature at the cutting area, and (d) Von Mises stresses 
distribution. It has been found that the temperature on the workpiece during the nanocutting process 
significantly affects the behaviour of the material with respect to thermal softening and local thermal 
conductivity. The main conclusions drawn from this study are listed below: 

 Cutting forces, both tangential and normal, decrease for higher workpiece temperatures due to 
the thermal softening of the workpiece material. In other words, the workpiece gradually loses 
its mechanical strength as the workpiece temperature increases. 

 The friction coefficient remains approximately constant fluctuating around the value of 1.7, 
which is pretty common in MD studies. It appears that the average of friction coefficient is not 
dependent on the workpiece temperature. 
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 The workpiece temperature affects the local thermal conductivity of copper. Therefore, slower 
heat dissipation can be observed for higher workpiece temperatures. 

 It has been found that the Von Mises stress distribution is affected by workpiece temperature. 
More specifically, higher stress concentration was observed at the shear zone for lower 
workpiece temperatures. On the contrary, stress distribution is more uniform across the 
workpiece for higher values of subsurface temperature. This is an immediate consequence of the 
thermal softening of the workpiece material. Finally, high stress areas were identified in the 
vicinity of lattice dislocations. 
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