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ABSTRACT 

This thesis presents the investigations conducted in the use of ultrasonic 

technology to measure two-phase flow in both horizontal and vertical pipe flows 

which is important for the petroleum industry. However, there are still key 

challenges to measure parameters of the multiphase flow accurately. Four 

methods of ultrasonic technologies were explored. 

The Hilbert-Huang transform (HHT) was first applied to the ultrasound signals of 

air-water flow on horizontal flow for measurement of the parameters of the two-

phase slug flow. The use of the HHT technique is sensitive enough to detect the 

hydrodynamics of the slug flow. The results of the experiments are compared 

with correlations in the literature and are in good agreement.  

Next, experimental data of air-water two-phase flow under slug, elongated 

bubble, stratified-wavy and stratified flow regimes were used to develop an 

objective flow regime classification of two-phase flow using the ultrasonic 

Doppler sensor and artificial neural network (ANN). The classifications using the 

power spectral density (PSD) and discrete wavelet transform (DWT) features 

have accuracies of 87% and 95.6% respectively. This is considerably more 

promising as it uses non-invasive and non-radioactive sensors.  

Moreover, ultrasonic pulse wave transducers with centre frequencies of 1MHz 

and 7.5MHz were used to measure two-phase flow both in horizontal and 

vertical flow pipes. The liquid level measurement was compared with the 

conductivity probes technique and agreed qualitatively. However, in the vertical 

with a gas volume fraction (GVF) higher than 20%, the ultrasound signals were 

attenuated.  

Furthermore, gas-liquid and oil-water two-phase flow rates in a vertical upward 

flow were measured using a combination of an ultrasound Doppler sensor and 

gamma densitometer. The results showed that the flow gas and liquid flow rates 

measured are within ±10% for low void fraction tests, water-cut measurements 

are within ±10%, densities within ±5%, and void fractions within ±10%. These 

findings are good results for a relatively fast flowing multiphase flow.   

Keywords: Continuous wave Ultrasound Doppler, pulse-wave ultrasound, 

Hilbert-Huang transform, neural network  
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1 Introduction 

1.1 Background 

Demand for fossil fuel continues to increase and large amounts of oil products 

are expected to be provided by deep water reservoirs for the foreseeable future 

(Vedapuri, 2001). So, towards the end of the twentieth century, oil and gas 

production has been focused on exploration in the deep water and marginal 

fields which span a large surface area. Oil exploration in those areas are 

characterised by the requirement for satellite wells for extraction of the product, 

low production rates and high water content of the product. Oil and gas 

production from subsea wells must flow through jumpers, manifolds, flow lines 

and risers to reach the processing plants. As a result, the development of deep 

water reservoirs and marginal fields is expensive and may not be economically 

viable due to the cost of extending tieback distances of several kilometres 

(Amin et al., 2005).  

As oil prices are fluctuating day by day and known reserves are diminishing, 

there is considerable motivation worldwide to develop cheaper, lighter and more 

flexible methods of oil production to meet the worldôs relentless demand for oil 

and gas (Thorn et al., 2013). The developments, evaluations, use and 

assessments of multiphase flow meters (MFMs) have shown that use of this 

technology is a valuable aid in exploiting marginal fields. Consequently, several 

research projects into multiphase metering have been carried out since the 

early 1980s (Falcone et al., 2008). However, accurate prediction of well 

production using traditional multiphase testing and metering is still being 

hampered by many factors such as changes in the well fluids, and lack of 

infrastructure, including space and weight limitations, especially in the deep 

water platforms (Afanasyev et al., 2009).  

To optimise return on investment in the development of these reservoirs is to 

produce manifold pipelines from several wells and transport the products 

through commingled facilities. This forms the basis for including multiphase flow 

metering for both subsea and marginal field production systemsô development 

(Vedapuri, 2001). So, oil and gas from the reservoirs to the processing plant 

requires the continuous development of production technologies. Key 
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technologies being developed for efficient oil and production are multiphase 

pumping, separation, fluid mechanics and multiphase metering (Vedapuri, 

2001).  

Traditionally, test separators are used in conjunction with single phase flow 

meters, such as orifice or venture meters to measure multiphase flow meters. 

However, test separators are not a good choice for operations such as well 

testing because they take a long time to stabilise to provide the needed 

information on flow performance, and are expensive and bulky. As a result, their 

use in deep water is economically prohibitive, where very long flow lines are 

required for each well head and production from each well would require a 

dedicated test separator. In contrast, a multiphase flow meter removes the need 

for a dedicated test separator for well testing application (Falcone et al., 2001).  

For instance, the flow at the oil-gas well head is a multiphase flow which can 

vary greatly depending on its age and location. As a result, it is important to 

measure the fluids produced from these oil wells accurately for efficient oil 

exploitation and production (Thorn et al., 2013). Also, real time measurement of 

flow rate of the mixture, individual flow rate and fractional phase volumes 

without prior separation is a well-established approach in the process control.  

Multiphase flow metering is becoming increasingly common in many areas of oil 

and gas production, such as flow assurance, deep water development, down 

hole/sea separation systems and wet gas fields. The first commercial flow 

metering was introduced in the late 1980s (Falcone et al., 2009).  Since then, 

many commercial multiphase flows have been developed for example: the Agar 

Corporation Inc. MPFM 50; Petroleum Software Ltd. ESMER; Medeng Ltd. MD 

04; Weatherford International Inc. Red Eye MMS; and Neftemer Ltd. (Thorn et 

al., 2013). A multiphase flow meter allows operators to capture representative 

fluids without separation equipment (Afanasyev et al., 2009). 

1.2 Motivation 

Multiphase flow meters (MPFMs) are being developed to meet the demand for a 

compact and cost-effective metering solution for production and monitoring for 

developing smaller and marginal fields (Whitaker, 1996). Determination of these 

phase fractions and phase velocities create problems for multiphase flow 

measurement (MFM) as a result of the increased number of parameters, which 
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are used to characterise a two/three phase flow, relative to those of single 

phase flows (Rajan et al., 1993). This problem is the main contrasting aspect of 

multiphase flow measurement and single phase flow measurement. 

Measurements of this complex flow are by a correlation of the measurement of 

phase fractions at a flow cross section and the measurement of phase flow 

velocities (Rajan et al., 1993).  However, the task of obtaining accurate 

measurements of oil-gas-water overall and individual phase flow rates without 

prior separation still needs improvement (Thorn et al., 2013). 

In order to acquire data on the conditions and flow rates of the individual flow 

rates of the multiphase flow, there is a need for instrumentation of the 

multiphase flow lines. The instrumentation approaches are data acquisition of 

flow regimes identification, line holdup estimation, slug flow characterisation, 

reservoir management, production allocation and fiscal measurement. These 

parameters of the multiphase flow are required to be measured using 

appropriate techniques that can be referenced (Exploration, 1994). Many 

techniques have been applied to measure the phase fraction of multiphase 

flows, such as capacitance, gamma radiation attenuation, neutron attenuation 

etc. (Rajan et al., 1993). The most popular method is commercial three phase 

flow meters are electrical impedance and gamma ray attenuation, followed by 

microwave and infrared absorption (Thorn et al., 2013).  

Although there are many advanced multiphase flow meters commercially 

available, many issues still need to be resolved because of the complexity of 

the multiphase flow. Wuqiang Yang, (2011) mentioned that commercially 

available multiphase flow meters have some problems that need to be 

addressed: (1) Safety concerns for radioactive meters; (2) Flow regime 

dependency which limits the capability of most meters to homogeneous flows to 

achieve an acceptable accuracy of homogenisation of the flow and interferes 

with the flow by causing pressure drops; (3) Need for calibration-calibration of 

MFM is a difficult problem to solve as test separators cannot be as a standard 

for calibrating an MFM because the uncertainty of the test separator is similar to 

MFM (Whitaker, 1996).  
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Ultrasound for flow measurement is well-known and can be employed non-

intrusively and non-invasively onto a pipe flow.  The ultrasonic technology can 

be applied for flow measurement in three ways: transit time flowmeters, Doppler 

ultrasonic flowmeters and cross-correlation flowmeters. Excellent reviews on 

ultrasonic flowmeters are presented in Lynnworth and Liu (2006) and 

Sanderson and Yeung (2002). Key advantages of the ultrasound over other 

sensors are suitability of the clamp-on flowmeter, low cost and low power. 

However, ultrasound methods have yet to be applied in commercial three phase 

flowmeters. There are issues hampering the widespread application of 

ultrasound to multiphase flow measurement that have to be overcome.  

In multiphase flow, the ultrasonic metersô performance is affected by factors 

such as the number of scatterers per unit volume, the distribution of scatterers 

and their velocity profile across the pipe. Also, the ultrasonic attenuation is 

greatly dependent on the flow regime of multiphase flows and the input signal 

frequency of the transducer (Rajan et al., 1993). However, ultrasonic techniques 

have the potential for both phase velocity and phase fraction measurement, 

although they have not been applied to commercial three-phase flowmeters yet 

(Thorn et al., 2013). Recent developments in other ultrasonic techniques for 

multiphase flow measurement have progressed considerably. Besides, 

ultrasonic tomography, or imaging for two-phase flow, has been studied by 

many authors (Morriss and Hill, 1991; Rahim et al., 2007; Supardan et al., 2007;  

Xu et al., 1997). 

This research was undertaken as part of the PTDF OSS_PhD   project: 

Petroleum Technology Development Fund (http://www.ptdf.gov.ng/) undertaken 

at the Centre for Oil and Gas Research of Cranfield University. The overall 

project aims are to develop a clamp-on multiphase flow measurement using 

ultrasound techniques and auxiliary techniques for the deployment of the oil-gas 

industry. 

The primary aim of this project is to measure multiphase flow using an 

ultrasonic technique in conjunction with advanced digital signal processing 

methods. The objective of this study is to improve the accuracy and extend the 

capability of ultrasonic flow meters. This work started with the following: 
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1.3 Aims and Objectives 

The demand for two-phase flow meters comes from the oil and gas industry for 

monitoring of production at the well head (Oddie and Pearson, 2004). This 

project is about the development of the preceding work carried out by a team in 

the field of multiphase flow measurement. The ultimate aim of conducting this 

research project is to develop a clamp-on multiphase flow metering system 

using ultrasonic sensors, a gamma densitometer and appropriate auxiliary 

techniques for application in the oil and gas industry. Advanced digital signal 

processing techniques were developed to utilise ultrasonic and gamma 

densitometer signals for the measurement of constituent phases of two-phase 

flow. The measurement system consists of experimental two-phase flow rigs in 

both horizontal and vertical orientation. The primary fluids utilised in this study 

are air-water, air-oil and oil-water. The thesis comprises developments of the 

four distinct tasks summarised in the following list.  

1. Development of new gas-liquid slug flow hydrodynamics parameters 

determination using an ultrasonic Doppler sensor of 500kHz to collect the 

frequency shift from the flow and processing of the signals via HHTs. 

2. Development of an ultrasonic Doppler sensor and neural network for 

non-invasive classification flow regimes and prediction of gas-liquid two-

phase flow. 

3. Development of a high frequency ultrasonic pulse-echo system for two-

phase flow parameter measurement. 

4. Investigation of the feasibility of multiphase flow metering using a 

combination of ultrasound Doppler sensor and gamma densitometer to 

estimate the phase flow rates and phase fractions, and also the mean 

velocity measurement using time averaged maximum frequency of 

Doppler ultrasound waveforms.  

1.4 Summary  

Obviously, the oil and gas industry will benefit greatly from implementing 

multiphase flow metering systems. The flow measurement of each phase of a 

multiphase flow is important for the reservoir engineer to be able to calibrate the 

models of production of the wells and maximize the retrievable volume of oil. 
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Furthermore, the identification of water in the fluid allows optimised 

maintenance operations to limit mineral deposits (Jannier et al., 2013). It is 

apparent from the literature surveyed that the measurement of volumetric flow 

rate and composition volume fractions in multiphase flow is very difficult. Even 

though some devices have been developed which measure flow rates in a two-

phase flow, their range and accuracy are limited and none has been 

successfully used for the fiscal metering of multiphase flows (Rajan et al., 1993; 

Thorn et al., 2013). As a result, an improvement in the existing multiphase flow 

models through development of new techniques, such as ultrasonic, would go a 

long way towards the development of more reliable and efficient equipment for 

handling multiphase flows. To conclude, important requirements for ideal 

multiphase flow meters include: accurate enough to fit the purpose of its design, 

able measure full range of each phase in the multiphase flow and finally, it is 

expected to be flow regime independent  (Thorn et al., 2013). The remainder of 

this thesis is arranged as follows. 

1.5 Thesis Structure 

In Chapter 2, the focus is on the literature reviewed. It comprises four 

subsections: an overview of multiphase flow measurement, review of 

multiphase flow measurement techniquesô ultrasonic technology, review of 

ultrasonic techniques for measurement of gas/liquid two-phase flows, and signal 

processing methods. In Chapter 3, the continuous wave ultrasound Doppler 

sensor is used to compare the effectiveness of the traditional signal process 

based on Fourier transform and the modern adaptive of the HHTs to measure 

liquid flow velocity and characterise four two-phase flow regimes in horizontal. 

Chapter 4 describes the aim of investigating the application of an ultrasonic 

Doppler flow meter for two-phase liquid-gas flow measurement using pattern 

recognition techniques with ANNs. The ultrasonic Doppler signal of the two-

phase flow is recorded and processed to generate feature vectors. The feature 

vectors are utilised as inputs to the neural networks. Chapter 5, develops the 

pulse-wave ultrasound system that detects moving interfaces in gas-liquid two-

phase flow by detecting the instantaneous positions of the interface from the 

time of flight of the pulsed ultrasound. Detection of the gas-liquid interface is 

very important for developing models that predict the unsteady behaviour of 
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two-phase flows. Chapter 6 presents use a combination of gamma densitometer 

and ultrasound Doppler sensor to measure the volume fraction and flow rates of 

air-water flow, air-oil flow and oil-water flow in a 50mm diameter vertical pipe 

and analyses all the results obtained in this research study. Chapter 7 gives the 

conclusions of the research and further work that could be done in this area. 
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2 Literature Review 

2.1 Multiphase flows fundamentals 

The petroleum industry is increasingly operated in physically challenging 

environments and is consistently seeking efficient production and reduced 

costs. As a result, there is a growing need to develop low-price, compact and 

safe multiphase flow metering systems for the oil industry worldwide (Meribout 

et al., 2010). Multiphase flow meters (MPFM) are being developed to meet the 

demand for a compact and cost-effective metering solution for production and 

monitoring for the development of smaller and marginal fields (Whitaker, 1996). 

However, the task of obtaining accurate measurements of oil-gas-water overall 

and individual phase flow rates without prior separation still needs improvement 

(Thorn et al., 2013). In the petroleum industry, multiphase flow meters (MFM) 

were originally developed to meet the demand for a compact and cost-effective 

metering solution for production and monitoring for the development of smaller 

and marginal fields (Whitaker, 1996). Metering of this complex flow is by a 

correlation of the measurement of phase fractions at a flow cross section and 

the measurement of phase flow velocities (Rajan et al., 1993).  Determination of 

these phase fractions and phase velocities creates problems for multiphase flow 

measurement (MFM) as a result of the increased number of parameters, which 

are used to characterise a two/three phase flow, about those of single phase 

flows (Rajan et al., 1993). This problem is the main contrasting aspect between 

multiphase flow measurement and single phase flow measurement. 

In the oil and gas sector, use of multiphase flow meters is in well testing, 

production monitoring, and reservoir management, for making marginal fields 

cost-effective, facilitation of production in difficult terrains, and energy efficiency 

of new fields (Thorn et al., 2013).  

2.1.1 Multiphase flow regimes 

Although flow regimes depend on the geometry, orientation and flow properties, 

it is possible to categories the flow regimes (Falcone et al., 2009). Dong et al. 

(2001) stated that there are currently two methods of flow regime identification: 

visualisation or eyeballing, and statistical method or fingerprint. The statistical 

method of flow regime identification in a pipeline can be verified with image 
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reconstruction or visual observation.  These flow pattern regimes may or may 

not be wanted in different multiphase phase flow applications.  

However, to obtain optimal design parameters and operating conditions, it is 

vital to understand multiphase phase flow regimes and the boundaries between 

them.  Falcone et al. (2009) emphasised that a flow regime is not in itself a 

complete specification of the two-phase flows. It is also noted that the factors 

influencing flow regimes could change gradually with phase flow rates and 

transition from one flow regime to another but are not sharply defined.  

In addition to the classification of multiphase flow according to the flow regimes, 

the GVF is also use to classify the flow. The GVF method is important to 

multiphase metering in that meters measuring predominantly liquid with a few 

percentages of gas are clearly not the same as meters designed to measure 

larger gas fractions, such as wet gas (Cornelissen et al., 2005). Various types of 

instrument have been used to measure two phase flows, such as the 

impedance method (Andreussi et al., 1988), and capacitance method (Da Silva 

et al., 2007). Others are the tomographic scanner using ɔ-ray (Kumara et al., 

1997), hot-film anemometer (Serizawa et al., 1975); (Vince and Lahey, 1982) 

also employed an X-ray system on an air-water system. 

2.1.2 Multiphase Flow Regimes Maps 

Information on multiphase flow regimes is vital for determining volumetric 

fractions of individual phases when using phase fractions measuring 

instruments. Flow regimes and their transitions are not measured directly with 

an instrument but are deduced from other measurements. One important tool 

for discriminating flow regimes is flow regime maps (Babelli, 2002). Also, Thorn 

et al. (1999) mentioned that identification of the flow regime of a two-phase flow 

is vital for not only the determination of the phase fraction but the safety of 

operation and reliability of process systems. Açikgöz et al. (1992) produced the 

first three-phase flow regime map. Three-phase flow for air/water/oil systems 

presents a rich variety of flow regimes. However, many flow regime maps have 

been produced to express the two-phase flow pattern regarding superficial 

liquid and gas velocities. Mandhane et al. (1974) carried out a systematic 
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investigation of two-phase flow patterns and produced a flow map using a 

superficial gas velocity versus the superficial liquid velocity.  

2.1.1 Horizontal flow 

In horizontal flows, the transition from one flow regime to another is a function of 

pipe diameter, interfacial tension and density of the phases as well as the 

superficial gas and liquid superficial velocities. At low gas and liquid superficial 

velocities the flow regime would be a smooth or wavy stratified flow. For high 

gas velocity with low liquid velocity, the flow would be dispersed or misty, but on 

the other hand with low gas velocity and high liquid below, the flow regime 

would be a bubby flow.   

If the pipeline is perfectly horizontal, the six flow patterns shown in Figure 2-1 

would be observed. However, only three typical flow patterns appear at the 

cross section of the pipe: bubbly, stratified and annular. Slug flow can be 

viewed as the combination of stratified flow and bubbly flow. Rajan et al. (1993) 

reported that a downward or upward inclination of the pipeline has an effect on 

the flow patterns ï an upward inclination enhances slug flow and a downward 

inclination enhances stratified flow. 

.  

Figure 2-1 Typical flow regimes in horizontal gas/liquid flows (Rajan et al., 

1993) 

Even so, only three typical flow patterns feature at the cross section of the pipe: 

bubbly, stratified and annular. Slug flow can be viewed as a combination of 

stratified flow and bubbly flow. However, in industrial applications the two-phase 

flow regimes present in the horizontal pipe mainly include bubbly flow, stratified 

flow, slug flow and annular flow (Meng et al., 2010). 
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2.1.2 Vertical flow 

In vertical flows, for example at the end of the vertical pipeline from the reservoir 

to the well head, the flow regimes that could be observed in vertical two-phase 

flow are shown in Figure 2-2. For high liquid superficial velocities, bubbly flow is 

the prominent flow regime. However, as superficial gas velocity increases, the 

multiphase flow regime will change from bubbly-slug-churn-annular 

(Cornelissen et al., 2005; Rajan et al., 1993).  

 

Figure 2-2 Typical flow regimes in vertical gas/liquid flows (Rajan et al., 1993) 

2.1.3 Modelling of Multiphase flows 

The multiphase flow is a complex phenomenon and this has made developing 

of multiphase models a very difficult task. The modelling techniques employ 

mathematical models, and correlations for calculating the properties of the two-

phase flow are available in Mandhane et al. (1974), Rajan et al. (1993) and 

Taitel and Dukler (1976). These models are often integrated into the hardware 

of commercial MFMs to predict the occurrence of slip between phases of the 

two-phase flows. There are four different types of multiphase model: (1) 

Empirical ï these models relate the data for pressure gradient and void fraction 

to the two phase flow variables. Empirical models are simple and fast to run. 

However, applications of these models are limited and require a large of 

number of experiments. (2) Phenomenological ï this refers to the models 

constructed out of observation of flow patterns and closure laws.  (3) Multifluid- 

multiphase flow modelling by multifluid involves solving of partial difference 

equations characterising the multi-dimensional and time-dependent multiphase 

flows. This method varies greatly, depending on the physical quantity of 
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interest, nature of the fluid and the interactions between them. It is important to 

note that numerical modelling still requires empirical models and its success 

relies on the availability quality of experimental data. Moreover, (4) Interface 

tracking employs either a free surface method or a free volume method to 

model the multiphase flow. Application of interface tracking is limited to simple 

flow set ups (Falcone et al., 2009).  

2.1.4 Phase Fraction Measurement 

Multiphase flow measurement could be described as a product of the 

measurement of the flow phase fraction and the measurement of the phase flow 

velocity. Many techniques have been applied to measure the phase fraction of 

multiphase flows, such as capacitance, gamma radiation attenuation, neutron 

attenuation etc. (Rajan et al., 1993). If the single phase flow meter were to be 

combined with a void fraction meter, then the multiphase flow measurement 

would be complete (Manus et al., 2013). Traditionally, void fraction in two-phase 

flows is measured using an optical method with image processing, electrical 

probing, or other methods such as X-ray and electrical capacitance 

tomography. An optical method is not possible for existing pipelines, but 

ultrasound sensors can be used to monitor and control these facilities (Murai et 

al., 2009). Phase fraction measurement in changing flow regime is a very 

difficult task to execute for multiphase flow measurement systems. The most 

popular method is commercial three phase flow meters which are are electrical 

impedance and gamma ray attenuation to determine the phase fractions, 

followed by microwave and infrared absorption (Thorn et al., 2013).  

The basic principles of the operation of the electrical impedance method of 

phase concentration are described in Thorn et al. (2013). Electrical impedance 

methods are simple, robust, a phase fraction sensor with fast response and not 

radioactive. Nevertheless, it has three limitations that can affect the 

performances of the sensor. The first is the sensitivity to changes in fluid 

properties that are either water continuous to oil continuous, or vice versa. The 

effect of this challenge can be annulled by homogenisation of the flow which 

makes the flow passing through the sensors stable and known. An application 

of this strategy has been reported in Yang et al., (2011). The second constraint 
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to the electrical impedance sensor is change in the regime of the flow. The 

sensor is normally not suitable where flow regime is unknown.  This effect can 

be neutralised to reduce the flow regime dependence by the use of helical 

electrode designs (Yang et al., 2011). However, helical sensors are often larger 

than the simpler surface plate ones.  The last difficulty with using the electrical 

impedance sensor is the determination of the phase inversion point. This is the 

point at which an oil-water mixture changes from oil continuous to water 

continuous and its electrical properties change accordingly (Falcone et al., 

2009). An arrangement of many sensors covering the different regions of the 

pipe cross section and through correct flow regime change can enhance the 

determination of the inversion point (Tjugum et al., 2002).  

Energy from radioactive sources such as ɢὶὥώ   and  ὶὥώ  are applied to 

gas fraction measurement in multiphase flows due to the large difference in 

attenuation between liquid and gas. Gamma ray measurement is commonly 

known as gamma ray densitometry. In a typical example, i.e. an air-water flow, 

the liquid phase scatters the radiation and it changes at a rate that is equivalent 

to the amount of water contained in the flow. The energy detected provides data 

which can be used to reconstruct the void distribution(Dyakowski, 1996).  Thorn 

et al. (1997) describe the operation of a ɔ-ray densitometer for metering the 

gas, water and oil components of multiphase flow. Two independent 

measurements are required to determine the values of the componentsô 

fractions in three phase flows. This could be accomplished either by a second 

measurement, using the same technique, or with another one such as the 

capacitive technique. The gamma densitometry can be single or double beam, 

both have applications in multiphase flow measurement. 

A single beam gamma densitometer is often used for measuring the void 

fraction of gas-liquid flows in a pipe. The measurement of the void fraction is by 

correlation between loss of radiation intensity of the test volume and the void 

fraction of the fluid. The occurring flow regime in the pipe can be determined 

from the void fraction and that makes the gamma technique a non-flow regime 

dependent method (Stahl and von Rohr 2004). Thorn et al. (2013) reported that 

the use of a dual energy gamma ray for water fraction measurement requires 
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energy sensitive detectors, which means the beam intensity has to be lower. An 

effective instrument, which is based on essentially similar principles to the multi-

beam gamma densitometer, is the scanning X-ray void fraction meter described 

by Falcone et al. (2009). 

 

Figure 2-3 A single beam gamma densitometer (Blaney and Yeung, 2008) 

 

The gamma-ray for phase component measurement technique is very effective 

in void fraction. In particular, the multi-beam gamma densitometer has a proven 

and successful record in measuring mean density in transient two-phase flows 

but it is susceptible to high attenuation of salinity which might be present in the 

flow. Besides, the multi-beam gamma measurement has problems with 

counting statistics and of phase distribution in time and space (Falcone et al., 

2009; Thorn et al., 2013). 

In addition to the electrical impedance and gamma-ray radiation, there are 

another two methods of measuring phase fractions: application of infrared 

absorption and microwave attenuation principles which have been used in 

commercial multiphase flowmeters (Thorn et al., 2013). Similarly, in the X-ray 

method the intensity of the source attenuate is directly proportional to the 

density of the fluid through which the radiation is passed. Cross-sectional 

process information of individual processes can be an image (tomography) or 

mere process parameters characterising the phase distribution of the process. 

Measurement or imaging of multi-component systems can be made with one 

measurement principle at several wavelengths or by using two or more sensors. 
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In multiphase flow metering systems, process tomography instruments are 

incorporated in the multiphase flow test loops to measure accurately the flow 

regime present in the flow as reference/validation instrumentation (Thorn et al., 

2013). Computerised tomography or imaging of multiphase flow using the signal 

from standard sensors has been reported, such as microwave electrical 

capacitance tomography, (Ismail et al., 2005) and gamma ray, ultrasonic (Xu 

and Xu, 1998). 

In the same way, other techniques, such as capacitive wire mesh and inductive 

sensors, have been applied to measure phase fraction in multiphase flow as 

either an alternative sensor or to complement major sensors, such as gamma 

ray or ECT. Yang (2006) mentioned that the ABB had developed an inductive 

level monitoring for multi-interface level measurement.  This device has been 

tested experimentally and can detect water continuous emulsion easily. Above 

all, it has been found that scales and wax in the fluid have no effect on the 

inductive (magnetic) measurement technique. However, it cannot be used to 

detect levels of oil and gas! Also, Da Silva et al. (2007, 2010) have shown a 

new method of visualising gas-liquid two phase flow based on a capacitive wire 

mesh technique. 

2.1.5   Phase Velocity Measurements 

Conventional single phase flow meters have been applied for measuring fluid 

velocities of multiphase flows in a mixed, stable and partially separated system 

(Rajan et al., 1993). For instance, a Venturi meter has been used to measure 

mixed multiphase flow where the flow is assumed to be ósingle phase flowô 

(Thorn et al., 2013). Also, both vortex shedding and Coriolis meters have been 

used to measure separated gas-stream and separated oil-water streams 

respectively (Thorn et al., 2013). If the single phase flow meter were to be 

combined with a void fraction meter, then the multiphase flow measurement 

would be complete (Manus et al., 2013). Another approach that eases the 

measurement of multiphase flow with a single phase meter is homogenisation. 

Homogenisation eliminates the effect of slippage between flow phases. 

Homogenised flows can be measured with meters such as orifice, venture, or 

cross-correlation, using ultrasonic or conductance signals (Rajan et al., 1993). A 
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mixer with a twin-cell rotational principle has obtained good homogenisation 

over a velocity range of 2-6 m/s. However, in intrusive meters, the 

homogenisation produces pressure drop and causes difficulty in pipeline 

pigging (Thorn et al., 1997).  

2.1.5.1 Intrusive techniques 

Measurement of flow by detecting a disturbance in the flow is a well-known 

technique. The disturbance could be naturally occurring or introduced into the 

flow. Hot-film anemometers and other heat probe instruments, such as 

thermistors, are known and accepted for single phase flow measurement (Rajan 

et al., 1993). Abel and Resch (1978) have developed a method of applying a 

hot-film anemometer for the identification of large vapour slugs and small 

bubbles in two-phase gas-liquid flow and proposed an extension of the method 

to two-phase containing both large and small bubbles. However, hot-film probe 

data might be very crudely processed.  

Kendall and Smerek (1981) presented a single phase flowmeter based on the 

bending of a slender spring steel beam in a fluid stream. Strain gauges were 

used to detect the pressure exerted by the fluid on the spring. Turbine and 

positive displacement flowmeters operate with the same principle to measure 

volumetric flow. Both these two instruments have been used in measurement 

two-phase flows. Their primary drawbacks are a highly intrusive, large pressure 

drop, and a change in the nature of the flow. A Pitot tube is used to measure 

local velocity in single phase flow (Rajan et al., 1993). An application of the Pitot 

tube for the measurement of wet gas flow has been patented by Benton and 

Seay (1985). The system consists of two pressure sensors interconnected 

through pressure transmitting lines. The first sensor measures the total 

pressure at the upstream of the gas flow while the second measures the static 

pressure at the downstream. 

These are momentum sensing devices and have been used for measuring two-

phase flow by many researchers (Venturi: (Huang et al., 2005) these are in-line 

flow meters which operate on the differential pressure loss and their 

intrusiveness could change the nature of the flow. This property aids in 

homogenising the two-phase flow, thereby making the meter suitable for 
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multiphase flow metering (Rajan et al., 1993). However, these meters have a 

few drawbacks in two-phase flow measurement: they are affected by the flow 

pattern, and assumptions are often made for the ratio of the gas mass flow rate 

to the total mass flow rate of the two-phase flow is known. However, this is 

difficult to obtain (Meng et al., 2010).  

2.1.5.2 Non-intrusive techniques 

An electromagnetic flowmeter, or magmeter, works on Faradayôs induction 

principle which states that a conductor moving in a magnetic field induces an 

electrical voltage the flowing fluid is the moving conductor (Fitzpatrick, 2012).  

The voltage measured between the electrodes is directly proportional to the flow 

rate in the pipe (Baker, 2001). The method has a good accuracy, is obstruction-

free, requires low maintenance and is reliable. However, it is sensitive to 

velocity profile and suitable for multiphase flow measurement provided the 

continuous phase is conducting (Rajan et al., 1993 and Baker, 2001). In 

addition, an electromagnetic meterôs reading for two-phase flow is sensitive to 

magnetic susceptibilities, velocities of both phases, geometrical distribution and 

the wetting characteristics of the electrodes for two-phase flow measurement 

use (Oddie and Pearson, 2004).  

Ultrasonic technology for flow measurement is well-known and can be 

employed non-intrusively and non-invasively onto a pipe flow.  There are three 

ways in which ultrasonic technology can be applied for flow measurement: 

transit time flowmeters, Doppler ultrasonic flowmeters and cross-correlation 

flowmeters. In multiphase flow, the ultrasonic metersô performance is affected 

by factors such as the number of scatterers per unit volume, the distribution of 

scatterers, and their velocity profile across the pipe. Also, ultrasonic attenuation 

is greatly dependent on the flow regime of multiphase flows and on the input 

signal frequency of the transducer (Rajan et al., 1993). However, ultrasonic 

techniques have the potential both for phase velocity and phase fraction 

measurement, although they have not been applied to commercial three-phase 

flowmeters yet (Thorn et al., 2013). Recent developments in other ultrasonic 

techniques for multiphase flow measurement have progressed considerably. 

Besides, ultrasonic tomography or imaging for two-phase flow has been studied 
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by many authors (Morriss and Hill, 1991; Rahim et al., 2007; Supardan et al., 

2007; Xu et al., 1997). 

Mass flow meters or Coriolis mass flow meters use Newtonôs second law of 

motion and need no probes. Specifically, this is an indirect method where a 

velocity meter in combination with a densitometer is used to measure the mass 

flow of the fluid (Rajan et al., 1993. There are various types of configuration of 

the commercial Coriolis mass flow meter. The first design was by Micromotion 

which is made up of a U-tube vibrating about a fixed axis. The flows going out 

and coming into the tube have equal and opposite forces turning the tube. The 

force is related to the mass flow rate. 

Measurement of flow velocity by cross-correlation is a standard signal 

processing method (Cornelissen et al., 2005). Cross-correlation involves 

correlating any property of the flow method between two identical sensors 

placed at two different positions separated by a known distance. The flow 

passes along the sensors, the fluctuation of the measure by the first sensor will 

be repeated by the second sensor after a period of time t.  This time is the time 

it takes the flow to travel between sensor positions (Falcone et al, 2009; Rajan 

et al., 1993). Most of the common sensors used for cross-correlation are: 

ultrasonic (Xu et al., 1988), capacitance (Yang and Liu, 2000) and impedance 

(Etuke and Bonnecaze, 1998). If the multiphase flow is homogenised, important 

average velocity measurement can be made and in combination with a 

densitometer, an accuracy of ±5% has been reported (Rajan et al., 1993). The 

accuracy of the method is dependent on the validity of the technique used to 

estimate the velocity from the correlation functionôs peak point to represent the 

mean velocity of the flow (Thorn et al., 1997). However, there are constraints to 

fully utilising this in three phase flows, such as slip effect on the flow velocity, in 

situ calibration, combination of different sensor architectures, etc.  More 

research is needed before this technique can be applied to measure the phase 

velocity of multiphase flow at any point along the pipeline (Thorn et al., 2013). 

2.1.6   Pattern Recognition Technique 

The characteristics used to describe single phase flow, such as turbulence, 

velocity profile and boundary layer, are not suitable for describing the nature of 
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multiphase flows (Cornelissen et al., 2005).  Multiphase flows are categorised 

into flow regimes. These flows occur both in horizontal and vertical orientations. 

The flow regimes are developed based on flow-line geometry and orientation, 

individual phase flow rates, and component transport properties (density, 

viscosity and surface tension (Rajan et al., 1993; Thorn et al., 2013). 

Identification of the flow regimes in multiphase flow is essential to both the 

efficient operation of the multiphase flow systems and the determination of 

phase fractions (Arvoh et al., 2012).  To group flow regimes according to their 

topological similarities, several mechanisms of flow regimes classifiers or flow 

regimes descriptors have been developed over the years. Typical flow regimes 

in the horizontal pipe flow are: slug, stratified, wavy, elongated bubble and 

annular flow patterns and in the vertical gas-liquid flow are: bubbly, slug, churn 

and annular flows (Falcone et al., 2009).  The process of the objective flow 

regimesô identification from the sensor signals of the flow requires the use of a 

pattern recognition technique.  

The application of pressure fluctuations of the two-phase flow signals and 

statistical analyses for objective characterisation was pioneered by Drahos↑ and 

C↑erm§k (1989). The two-phase flow signals from several pressures transducers 

have been analysed for features extraction using PSD for generating input 

variables for the neural network (Kv and Roy, 2012; Sun and Zhang, 2008; Xie 

et al., 2004). Other sensor signals have been used for flow regime classification 

using the statistical moment of the analysis, such as conductance probe, 

(Hernández et al., 2006), and radioactive images (Sunde et al., 2005). It has 

been found that the pattern recognition of flow regimes using pressure signals is 

fast enough to be used for online flow regime identification (Kv and Roy, 2012; 

Xie et al., 2004). However, these transducers are invasive sensors. Hence there 

is need for a non-invasive method of flow regime classification for two-phase 

flow, such as ultrasound or gamma.  In addition, the review of methods of 

objective flow regime classification showed that the early methods used 

mechanistic models or empirical models.  The flow patterns of the multiphase 

flow were identified using equations governing the physics of the fluid that were 

developed from the mechanistic models derived from the physics of the fluid. 
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The process of identifying flow patterns using these models has disadvantages 

in that each flow regime has to be examined independently (Ozbayoglu and 

Ozbayoglu, 2009). 

Flow regime identification using ANN pattern recognition can be implemented 

for using both supervised neural networks (SNNs) and unsupervised neural 

networks (UNNs) or self-organising networks. The SNN uses Feed-forward 

networks such as multilayer perceptron and Radial-Basis Function networks for 

pattern recognition in which the back propagation error of the training algorithm 

together with information of predefined classes is used to classify the input 

variables into the specific classes and it does not need. However, the UNN uses 

the Kohonen-Network or self-organising map (SOM) for data feature mapping 

and it does not need information on the classes as it uses a network clustering  

method to group the input variable into several classes that contain similar 

characteristics (Mi et al., 2001a). The Kohonen self-organising neural network 

has been implemented for flow regime classification using measurement data 

points of distinct flow regimes (Cai et al., 1994). 

 

2.2 Principles of Doppler Ultrasound  

This section provides descriptions of ultrasound measurement systems for 

multiphase flow measurement. The ultrasonic waves, sensors, theories on 

generation, and propagation of the ultrasonic signal are discussed in this 

section. The principle of ultrasonic sensors is quite simple: they transmit 

acoustic waves and receive them after interaction of the ultrasonic wave and 

the quantity that is being investigated ï the multiphase flow in this case. The 

received ultrasound signal carries the information about the parameters to be 

measured (Hauptmann et al., 2002). Ultrasonic Doppler technology for 

multiphase measurement flow is implemented by either using a continuous 

wave Doppler system or pulsed wave Doppler system. 

   

2.2.1 Ultrasound Wave parameter measurement and process parameters 

In solids there are many types of ultrasonic waves that can be used to measure 

physical properties, whereas in fluids usually longitudinal waves are the main 
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waves to be employed when measuring physical properties. The following are 

the types of waves used in solids media: longitudinal/compressive 

transverse/shear, extensional, torsional, Rayleigh and Rayleigh-like, Lamb and 

Lamb-like etc.; on the other hand longitudinal waves and a few others, e.g. 

head lateral, sezawa-like are used in fluids. Importantly, the focus here is on 

longitudinal/compression as it is the wave related to the measurement of 

physical properties of fluid (Lynnworth, 1989).  Often a longitudinal wave is used 

for an ultrasound measurement system. This is the wave that is produced by 

the push-pull (backwards and forwards) action of sources on the propagating 

medium in the direction along which the wave is travelling. 

The propagation of an ultrasonic wave can be described by the ultrasonic 

pressure P: 

ὖ ȟ ὖὩ Ὡ  (2-1) 

where f the frequency, c the speed of sound and Ŭ the attenuation ofˊ2 =  

sound. The parameters c, and  are specific for a particular substance unlike 

the Z and ЎὪ. However, they are all related to the parameters of the process 

under investigation. Consequently, determination of the speed of sound and 

absorption can be realised using equations (2-2) and (2-3) (Hauptmann et al., 

2002). 
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where ὠȟὠ are electrical voltages proportional to the sinusoidal sound 

pressures ὖand ὖ, Ўὼ is the path length and Ўὸ is the transit time. 

Consequently the absorption measurement is reduced to an amplitude 

measurement (Hauptmann et al., 2002).  

The viscosity causes both the attenuation losses ȟ    and the thermal 

conductivity of liquids  . The attenuation coefficient can be expressed as 

(Koļiġ and Figura, 1996): 
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Where ”  = density [ὯὫȢά ]; c = velocity of ultrasound [άȢί ]; – = dynamic 

viscosity [Pa.s]; ‗ = thermal conductivity of medium [ὡȢά Ȣὑ ]; ὧȟὧ = 

specific heats at constant volume and constant pressure respectively 

[ὐȢὯὫȢὑ ] 

The attenuation shows a square functional dependence on frequency. This is 

important for applications at very high frequencies.  

Sound speeds: c is the speed of sound wave propagation in the medium. It is 

also known as acoustic velocity and depends on density, compressibility and 

affects by temperature. 

ὧ
Ὁ

”
 έὶ Ὢ‗ 

(2-5) 

where % is the bulk modulus;  ʍ is density of the medium Æ ÉÓ frequency ʇ  wave 

length. 

Bulk modulus is a reciprocal of compressibility of the medium. This implies that 

liquids have higher sound speeds than gasses (Hedrick et al., 1995).  

Acoustic impendence: The acoustic impedance of a medium can be 

expressed as:  

ὤ ”ὧȢ  (2-6) 

where Z is the acoustic impedance, ʍ is the density of the media and c the 

sound speed.  

The unit of acoustic impedance is +ÇÍ Ó , or Rayl (Asher, 1997a).  

Intensity: Intensity I of an ultrasound beam is the amount of acoustic energy 

flowing through a cross-sectional area per second. 
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(2-7) 

where ) is the intensity,   ʍ the density and c the sound speed. 

It is often measured in decibels. Intensity variation or level is expressed in 

Intensity (dB) (Hedrick et al., 1995) 

ρπὰέὫὍὍ  (2-8) 

Ultrasonic waves: Longitudinal or compression waves used for measurement 

of the physical properties of a fluid. The wave is being produced by the push-
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pull (backwards and forwards) action of sources on the propagating medium in 

the direction along which the wave is travelling (Lynnworth, 1989).  Ultrasonic 

waves can be classified according to the manner in which the ultrasonic 

techniques are generated and excited, such as continuous wave (CW) and 

pulsed wave (PW) types (Xu et al., 1988). 

 

Figure 2-4 Particles in motion in ultrasonic bulk wave showing (a) particles of 

solid medium at rest and particlesô motions for (b) longitudinal wave (c) shear or 

compressive wave (Wright, 2011) 

 

Ultrasonic Transducer: In ultrasonic measurement systems, the generation 

and detection of ultrasound depend on the piezoelectric effect, in which 

mechanical energy is converted into electrical energy and vice versa (Messer, 

2005). The piezoelectric unit is in the transducer, which is the heart of an 

ultrasonic measurement system; it generates the ultrasonic energy and 

converts electrical energy into acoustic energy in the transmission but converts 

acoustic energy into electrical energy during reception. The beam pattern of the 

transducer determines the velocity profile resolution (Kossoff, 2000). The 

sensitivity of the flow velocity measurement to weak echoes, the spatial 

resolution achievable and the ultrasound frequencies used depend on the 

transducer. The application of ultrasound in fluid velocity measurement, and the 
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generation and detection of ultrasound, depend on the piezoelectric effect, in 

which mechanical energy is converted into electrical energy and vice versa 

(Messer, 2005). Most transducers are made up of piezoelectric crystals which 

have been made with several materials such as the naturally occurring material 

called quartz, piezoelectric (PZT) and polyvinyl den difluoride (PVDF). PZT 

ceramics are superior to quartz when the combined transmission/reception 

performances are considered and the polymer PVDF has intermediate 

performance. However, PZT is widely used. The basic structure of a PZT 

transducer is shown in Figure 2-5 (Evans, 2002). There are various types, sizes 

and shapes of transducers, some are clamp-on and others are for retrofitting.   

 

 

Figure 2-5  Single-element Transducer (Wright, 2011)  

 

Single element transducers are found in Doppler devices; even though this is 

not the best method of generating a low noise ultrasound, it is very suitable and 

provides good spatial resolution (Evans and McDicken 2000). The ultrasonic 

wave emanates propagates in the form for a certain distance known as the 

near-field. The near-field is proportional to the square of the diameter of the 

transducer and inversely proportional to the frequency. Beyond the near-field, 

the beam changes from a cylinder into a cone and diverges into the far-field at a 
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constant angle that is proportional to the diameter of the transducer and 

inversely proportional to the frequency (Kossoff, 2000).  

The Doppler Effect: The Doppler Effect is the change in frequency of an 

acoustic or electromagnetic wave resulting from the physical movement of 

either the emitter or receptor (Messer, 2005).The frequency f of the harmonic 

ultrasonic wave is changed by the Doppler Effect when the wave is reflected by 

a reflector that is moving towards the source of the wave with speed v. Then the 

frequency shift Ўf between the incident and reflected waves is 

 

ЎὪ ςὪ
ὺ

ὧ
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for ὺ Ḻ ὧ in which the frequency of the incident wave is Ὢ. This effect is widely 

used in flow measurement when particles in a liquid are used as moved 

reflectors (Hauptmann et al., 2002). 

 

Figure 2-6 the Doppler Effect (Case et al., 2013). 

2.2.2 Continuous-Wave Doppler Ultrasound (CWDU) System 

The Doppler ultrasound system was first invented for medical application using 

the continuous wave type by Satomura (1957).  The early developments of the 

CWDU for flow velocity measurement was started with the presentation made 

by Satomura (1957) on the principles of operation and composition equipment 

for the clinical examination of blood flow in the body using a CWDU 

measurement of blood flow in the body.  Since then, several applications of the 

equipment have emerged. The ultrasound Doppler principles can be 

implemented using either the PW or CW ultrasound systems (Brody et al., 

1974; Cobbold et al., 1983; Evans and McDicken, 2000).  

The CWDU system comprises the following main components: the master 

oscillator, the transmitter, the demodulator and the filters (Evans and McDicken, 
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2000). The basic principle of the continuous Doppler is shown in Figure 2-7. 

The master oscillator produces the frequency of the transducer and is amplified 

by the transmitting amplifier. The output of the transmitting amplifier is used to 

derive the transmitting crystal (transducer) which sends an acoustic energy 

(longitudinal wave) into the measuring system. The energy is reflected and 

scattered by particles or bubbles within the ultrasound beam and some portion 

of this returns to the receiving crystal (transducer) and re-converts into electrical 

energy which has the form. This returns a radio frequency amplifier signal and 

mixes with the reference signal from the master oscillator. The process of the 

mixing produces both the sum of the transmitted and received frequencies and 

the required difference frequency or Doppler shift frequency. A combination of 

low and high pass filters removes all signals outside the range and leaves only 

the Doppler difference frequency which is then amplified for further processing 

(Evans and McDicken, 2000).  

CWDU can be designed to be operated in a bi-directional or unidirectional 

mode. However, in most flow measurement applications of the Doppler system, 

a single sideband generator is included to produce a unidirectional flow 

measurement ï the measurement of the flow moving backwards is neglected 

(Smallwood and Dixon, 1986).  An illustration of the main parts of the CWDU 

system and its use for flow measurement in a pipe flow is shown in Figure 2-7. 

The Doppler ultrasound for flow measurement is set up with the assumption that 

there are scatters in the flow and the Doppler Effect can be applied to 

ultrasound waves (Christopher et al., 1996). The operation of the CWDU starts 

with the sending of a single frequency wave continuously to drive the 

piezoelectric crystals of the probe by the master oscillator and the transmitted 

signal is reflected back continuously. The returned is detected by another 

piezoelectric crystal in the probe. The received ultrasound signal is the sum of 

the transmitted signal and echoes from the scatters, whilst the difference 

between the received and transmitted ultrasound beams is the Doppler 

frequency shift (Smallwood and Dixon, 1986) . 

In the CWDU system, the continuous wave optimises the design and 

construction of the electronics and the transducer but impedes the use of one 
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piezoelectric transducer to be used for both reception and transmission of the 

ultrasound wave. As a result, the two piezoelectric crystals, one for transmission 

and the other for reception, are incorporated into one transducer housing. The 

dual-piezoelectric crystals arrangement creates the detection of the ultrasound 

reflection from a small area called the sample volume (Christopher et al., 1996).   

 

 

Figure 2-7 Basics of CW Doppler ultrasonic flow meter (Sanderson and Yeung, 

2002)  

 

Several developmental studies have been undertaken by researchers to 

improve the CWDU systems since the method was first invented in 1957 

(Samaturra, 1957). In 1974, Brody and James described their theoretical 

analysis using mathematical model analysis of the CWDU flowmeter. The 

model was based on stochastic considerations of the scattering of the 

ultrasound by the scatters in the flow. The analysis demonstrated that the flow 

velocity estimation using CW can be reduced to the spectral estimation. Another 

study of the CWDU using model on the influence of ultrasound beam profile and 

degree of insonation, as applied to mean velocity, was explained by Cobbold et 

al. (1983). The model was based on an axisymmetric flow velocity profile and 
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symmetric response of the ultrasound probe. It was found that the mean 

velocity could be small, provided the ultrasound beam diameter was 

approximately the same size as the pipe diameter (Cobbold et al., 1983).   

The Doppler frequency shift is given by the relationship between the velocity of 

the scatters ὺ and the Doppler shift Ὢ is given in equation (2-10) (Sanderson 

and Yeung 2002). 

Ὢ Ὢ Ὢ
ςὪὺÃÏÓ—

ὧ
 

(2-

10) 

where: Ὢ, Ὢ are transmitted and received ultrasound frequencies, the velocity of 

the target, ὧ is the velocity of the sound of the flow in the pipe and — is the 

relative angle between the transmitted ultrasonic beam and axial direction of the 

flow. Usually two transducers are required for Doppler flow meters; however, 

these two transducers can be made into separate units or one compact unit.   

As a result the power spectrum of the Doppler signal is computed to estimate 

the average frequency shift which is proportional to the mean velocity of the 

flow (Brody and James, 1974). The mean velocity may be calculated from the 

mean Doppler frequency shift using the standard Doppler equation, i.e. 

ὺӶὸ Ὢ ὸὧȾςὪὸÃÏÓ—   (2-11) 

where  Ὢ ὸ is the instantaneous mean Doppler shift, Ὢ the transmitted 

frequency and — the angle between the ultrasound beam and flow direction. 

The volumetric flow is a product of the cross-sectional area of pipe ὃ and the 

spatial mean velocity of the flow within the pipe (Evans and McDicken, 2000). 

Therefore, 
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Substituting equation   (2-11) into (2-12) 
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(2-13) 

Measurable quantities are Ὢ, ὃ and — Ȣ  

The average frequency is calculated from the power spectrum using this 

equation (Morriss and Hill, 1991). 
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(2-14) 

where Ὢ = average frequency, Ὢ  = maximum Doppler frequency, ὖὪ = 

Doppler power spectrum,  Ὢ = frequency.  

Importantly, in Doppler ultrasound flow measurement, a compromise has to be 

made between velocity resolution and temporal resolution in the spectral mode. 

The resolutions are dependent on the Doppler frequency shifts. For instance, 

increasing the temporal resolution will reduce the velocity resolution.  So a low 

frequency is better at velocity resolution but at the cost of temporal resolution 

and vice versa. Moreover, an increase in the operating frequency of the Doppler 

system provides the following advantages: (a) a proportional increase in 

Doppler frequency shift, (b) a broader spectrum of Doppler frequency shifts,  

and (c) an increase in transducer spatial resolution. However, an increase in the 

operating frequency would lead to higher attenuation and lack of availability of 

the higher frequency transducer (Christopher, 1995). 

2.2.3 Pulsed-Wave (PW) Doppler Ultrasound System 

One of the disadvantages of the CWDU system is that it detects the movement 

of all scatters in the sample volume. Therein lies its problem of not being able to 

determine the range of the moving scatters.  The PWDU can overcome this 

limitation, because, in the PWDU systems, each of the Doppler shift frequency 

of the echoes returns to the transducer. Also, the pulsed ultrasound Doppler 

(PUD) can be applied to measure flow velocity and its profile which has made it 

a versatile sensor (Baker, 1970). In the pulse wave Doppler system, the length 

of the pulses is gated. This allows the distance to the moving interfaces as well 

as their velocity with respect to the beam to be measured  (Sleutjes, 2006). 

Consequently, since the invention of the PWDU systems it has become the 

principal ultrasound Doppler system employed (Christopher et al., 1996). A 

simple two-phase flow measurement application of PW Doppler and its 

components is illustrated in Figure 2-8. The pulse Doppler can be implemented 

either as a single or dual transducer for the transmission and receiving of the 
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echoes (Sleutjes, 2006) The example shown in the figure is the dual transducer 

type (Huang et al., 2013). 

The pulse wave operation starts with a signal from the master oscillator which is 

gated under the control of the pulse repetition frequency (PRF) generator. The 

length of time the transmission gate remains open is dependent on the required 

length of sample volume. The returning pulses to the RF amplifier are used to 

derive the transducer. This sensor sends the bust of the ultrasound into the 

measuring system. The echoes of the ultrasound pulse convert into electrical 

energy the same transducer and this signal is mixed with a reference signal 

from the master oscillator before the low pass filter (LPF). The filtered signal 

goes to the hold circuit. The output of the sample and hold circuit is filtered to 

remove both the sampling frequency and unwanted low frequency component. 

Then the filtered signals are amplified and sent for further processing (Evans 

and McDicken, 2000). 

 

Figure 2-8 Schematic diagram of a PW ultrasonic Doppler flow measurement 

system (Huang et al., 2013) 
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In Figure 2-8, the operation of the PW ultrasound Doppler system is used for 

determining liquid flow velocity in an oil and water mixture. The PWDU Doppler 

is often operated at a constant PRF using an identical tone-burst so that the 

echoes from a stationary scatter or the interface will be a series of signals with a 

uniform time of flight, whereas, those echoes from moving scatters will produce 

signals with incremented times of flight. As indicated in the figure, only the 

scatters in the sample volume will be involved in the measurement. 

The PWDU system is used to calculate the distance between two successive 

echoes by determining the times of flight Ўὸȟ of the two consecutive echoes 

(Christopher et al., 1996). The time of flight is directly proportional to the 

distance h between the transducer and the scatter. Also, the time between 

successive transmissions of the pulses is the pulse-repetition-interval Ὕ

 έὶ ὖὙὍ.  
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where ὧ is the speed sound in the flow, and the velocity of the flow along the 

axis of the is equal to the ratio of    and so equation (2-15) will be written as 

beam is ὺ ÃÏÓ— which 
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(2-16) 

The total phase, ɲ ȟ between an echo and transmitted pulse is the product of 

the total number of echoes received and the total transmissions frequency, Ὢ, 

of the master oscillator of an echo in which the period is 360Ј. Therefore, the 

phase difference between successive echoes of the same scatter is given by 

 

Ўɲ ὪЎὸ  (2-17) 

Hence, equation (2-16)  can written as:  

 

Ўɲ

Ὕ

ςὪ

ὧ
 ὺ ÃÏÓ— 

(2-18) 



 

32 

Since frequency can be defined as the rate change of a phase then, 
Ўɲ

 is the 

discrete measurement of a continuous frequency, Ὢ  

where  

Ὢ
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(2-19) 

Similarly to the CWDU system, the velocity of the flow will be  

ὺ
Ὢὧ

ςὪÃÏÓ—
     

(2-20) 

Therefore equations (2-18) and   (2-11) are the same and are the exact form of 

the volume flow velocity and the frequency shift relationship.  

The fact is that in the PWDU, the time of flight and the phase difference 

between the echoes are the representation of the continuous Doppler signal 

and the Doppler shift, which creates a problem on how to measure them, 

because the Doppler signals received at the transducer are a combination of 

echoes from both moving scatters and stationary scatters as well (Christopher 

et al., 1996). As a result, there are two types of PW architectures: non-coherent 

pulse Doppler and coherent pulse Doppler systems (Baker, 1970). The former 

uses a range gating to select the echo coming from a predetermined depth by 

sending a signal at an appropriate ultrasonic frequency amplifier to retain the 

amplitude components, whereas, the latter uses a replica of the transmitted 

signal to compare it with incoming echoes from the moving scatters since the 

moving scatters are both pulse and amplitude modulated. Most PWDU systems 

are of the coherent type and use the same coherent demodulation and signal 

processing in the same way as the CWDU systems but with the addition of 

sampling and filtering stages (Christopher et al., 1996). The PW Doppler 

schematic structure illustrated in the figure is of the coherent type.  
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Figure 2-9 Short burst of transmitted ultrasound  (Sleutjes, 2006) 

 

Despite the PWDU having some advantages over the CWDU in that it is able to 

detect the range of the scatter, the benefit of measuring the range of scatters 

comes at the price of limitation on the maximum velocity that can be measured 

due to the Nyquist limit. The maximum velocity that can be measured from the 

frequency shift,  Ὢȟ , is given by  

Ὕ
Ȣ

 and Ὢȟ  

Substituting, Ὢȟ  into equation nnn  

The maximum velocity is  

ὺ
Ὢ ὧ

τὪÃÏÓ—
     

(2-21) 

Weaknesses of the PUD are: 

1. Maximum measurable velocity is limited by pulse repetition frequency 

and the angle between the transducer and direction of the flow. 

2. Velocity measurement may be underestimated if the angle is higher than 

15 degrees even though the higher angle improves the sensitivity of the 

measurement system. 

2.2.4 Difference between the CW and PW Doppler shift frequency 

The fundamental difference between CW and PW systems is in the frequency 

attenuation of the Doppler signal. In CW systems, the signal returning from the 

target is a modified version of the transmitted signal and is being multiplied by 

the master oscillator; as a result it has become the difference between the 

transmitted frequency and returning frequency. However, in PW the received 

signal is affected by two events: first, it is either an incremented or decremented 
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version of the transmitted signal. Second, the fact that the target has moved 

either close to or far away from the transducer, means the consecutive received 

signal has experienced a time shift with respect to the change. As a result, there 

is a progressive change in the phase relationship between the ultrasound from 

the sample volume and the master oscillator. Certainly this is change that the 

demodulator detects.  

On the other hand, there is a similarity between the CW and PW Doppler which 

shows that the spectrum of both signal systems is treated in the same way, 

because the basic Doppler equation applies to both CW and PW (Evans and 

McDicken, 2000).  

Ὢ Ὢ Ὢ ςὪὠὧέί—Ⱦὧ (2-22) 

The CW has an advantage over the PW in that it has limitless measurable 

velocity, even though it is not possible to detect the position of the scatterers 

with this method. On the other hand, the PW allows the determination of the 

position and velocity of the scatterers. However, the downside of the PW is the 

limitation of the measurable velocity by Nyquistôs sampling theorem (Yamanaka 

et al., 2002).  

2.3 Ultrasonic two-phase flow measurement methods 

Ultrasonic flowmeters can be found in various shapes, sizes and methods of 

operation such as: clamp-on and wetted transducers, single and multiple paths, 

paths on and off the diameter, passive and active principles, contrapropagating 

transmission, reflection (Doppler), tag correlation, vortex shedding, liquid level 

sensing of open channel flow or flow in partially full pipes etc. Ultrasonic 

transmitters and transducers are commercially available.   

The main aim of this section is to review the applications of ultrasonic 

techniques for the measurement of gas/liquid two-phase flow. Ultrasonic 

measurement of two-phase flow is an effective method and it is becoming 

increasingly common as researchers want to make use of its advantages, such 

as non-intrusiveness, clamp-on device on pipes and low power. The three 

ultrasonic techniques for flow for obtaining the two-phase flow parameters that 

have been reported are: transmission, ultrasonic reflection technique (pulse-

echo and the Doppler shift) methods, and ultrasonic tomography.  
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2.3.1 Ultrasonic transit time method  

Ultrasonic transmission techniques could be applied to multiphase flow 

measurements as pulse wave transmission types. Ux et al. (1985) developed 

an ultrasonic pulse transmission system to measure the volume fraction in air-

water two-phase flow using a pair of pulsed transducers placed opposite to 

each other. They emphasised that the pulsed ultrasonic sensors have an 

advantage over their continuous counterpart, because the pulsed sensor is not 

affected by the harmful effects of standing waves and also pulsed ultrasonic 

sensors can effectively detect low gas concentration. Bonnet and Tavlarides 

(1987) presented an approach to determine the dispersed phase holdup of 

liquid-liquid dispersion by measuring the velocity of the ultrasound in 

suspensions, and emulsions (Xylene-water) using an ultrasonic pulse 

transmission time. Then, they suggested a time-averaged model that allows the 

estimation of the phase holdup from the total transmission time of the 

ultrasound pulses.   

Moreover, Stolojanu and Prakash (1997) found in a multiphase flow comprising 

a solid phase (32 µm glass particles), a gas phase (compressed air) and a liquid 

phase (tap water) system, that both the transmission time and amplitude ratio 

vary proportionally with the solid concentrations. However, the gas bubbles 

have made the transmission time irregular while the relationship between the 

attenuation and phase volume remained proportional. Also, Mahadeva et al. 

(2008) studied the accuracy of ultrasonic transit time single phase flowmeters to 

determine factors affecting uncertainty. They found the relationship between the 

flow signal and separation distance between the transducers to be independent 

of the flow rates but dependent on pipe wall thickness and transducer 

frequency. Carvalho et al. (2009) explained an application of transit time 

ultrasound for measurement of gas-illiquid two-phase flow by using ultrasonic 

attenuation and experimental data. They found that attenuation can be related 

to the void fraction and between 4-6% of void fractions the bubble distribution 

was uniform.  Eren (1998) presented an evaluation of the parameters affecting 

the accuracy of transit time ultrasonic flowmeters. The findings are that scatters 

or impurities in the flow affect the operation of the transit time flowmeter, and 
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then Eren recommended that the flowmeter should have multiple transmitters 

and receivers to be accurate. Therefore, in two-phase flow measurement, the 

transit time flowmeter operation would be hampered by the presence of the later 

phase or bubbles in the flow.  

2.3.2 Ultrasonic cross-correlation  

Ultrasonic cross-correlation methods can be implemented with either 

continuous wave or pulse wave ultrasound systems. Xu et al. (1988)  applied 

pulse echoed ultrasound waves to implement a cross-correlation flow 

measurement system by amplitude modulation of the pulse echoed ultrasound 

wave passing through a gas bubble/liquid mixture. Schneider et al. (2005) 

demonstrated the principle of an ultrasonic cross-correlation flow meter using a 

continuous wave and developed an analytical model where they related the 

time delay measured by the meter to the mean velocity profile and statistical 

properties of turbulent pipe flow. The model was produced to predict the 

correlation and spectrum functions of the fluctuating velocity in a turbulent flow. 

.  

Figure 2-10 Schematic view of a cross-correlation ultrasonic flow meter applied 

to pipe flow with the volumetric flow rate (Schneider et al., 2005) 

The procedure is based on the cross-correlation function, R, given by  

Ὑ
ρ
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where tau is the time delay, ώ is the downstream signal at time t, ὼ  is the 

upstream signal at time ὸ † and Ўὸ is the time over which the integration is 

carried out (period during which the data are collected) (Asher 1997, Schneider 

et al., 2005). The flow velocity can be found by ὠ ὒȾ†   where ὒ is the axial 

distance between the two sensing positions. That is to determine   ὸ  is the time 

delay or interval required for the tags or footprint to travel along the flow for one 

sensing point to the second sensing position. Cross-correlation is best suited to 

monitoring two-phase flow where the phase component velocity and component 

distribution have an effect on the process performance (Xu et al., 1988). 

2.3.3 Ultrasonic Doppler Shift Method flow measurements  

In order to enhance the application of the ultrasonic technique for flow 

measurement, Brody et al. (1974) described the theoretical analysis of the CW 

Doppler flowmeter and the significance of the mathematical model to PSD of 

the ultrasound waveform. In addition, Cobbold et al. (1983) described, using  a 

theoretical model of the CW flowmeter, the possible errors that could occur in 

the spectrum of the ultrasound wave as well as in the mean velocity 

measurement. By measurement of blood microcirculation using a high 

frequency Doppler system, Christopher et al. (1996) found that increasing the 

ultrasound frequency would lead to significant improvements in the Doppler flow 

measurement, such as an increase in Doppler frequency shift, a wider spectrum 

and better spatial resolution. However, these improvements come at the price of 

higher attenuation and availability of the high frequency transducers.  

There are several applications of the CW Doppler ultrasound for multiphase 

flow measurement. Kouame et al. (2003) presented an application continuous 

wave ultrasound Doppler velocity measurement to two phase flow in pipes and 

proposed the use of high resolution frequency techniques to overcome the 

problem of coloured noise. Dong et al. (2015) developed a method of analysing 

the superficial velocity measurement of oil-water two-phase flow using a CW 

Doppler ultrasound model. The model is a generalised one for the flow velocity 

measurement; however, there is a need for hybrid sensors so that phase 

fraction measurement can be included in the flow velocity measurement (Dong 

et al., 2015).  Fan et al. (2013) presented an application of CW Doppler 
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ultrasound velocity determination of the temporal liquid distribution in gas-liquid 

flow using short time Fourier transform (STFT) and autoregressive spectral 

analysis of the frequency shifts signal. Importantly, the CW Doppler flowmeter, if 

operated in the average velocity or volume flow, is similar to the 

electromagnetic flow meter which requires full illumination (Brody et al., 1974).  

An early application of the PUD for flow measurement was described by Baker 

(1970) as the detection of the frequency shift of the reflected signals, which is 

representative of the mean velocity of the flow over a small area. The area is a 

function of the transducer bandwidth, ultrasonic beam dimensions, and 

transmitted pulse duration. The flow signal of the pulsed ultrasound can be 

manipulated by using a comb-type gate and sequential sampling to produce a 

flow velocity profile. The PUD flow measurement can be directly derived from 

other parameters of the flow, such as volume flow, stroke volume, and flow 

acceleration (Baker, 1970). 

Morriss and Hill (1993) conducted experimental air-water measurements and a 

theoretical investigation of the potentials of using PUD for multiphase flow 

measurement. They described the PUD as an important instrument for 

production logging. However, they found that the PUD instruments were able to 

measure single phase flow with accuracy but for the air-water churn flow, the 

PUD did not represent the flow velocity and they recommended further studies. 

In 2005, an innovative pulsed ultrasound system was applied for the 

measurement of gas-liquid two-phase flow using the ultrasound Doppler method 

by Murakwa. The new technique employed a multi-wave transducer which is 

basically two-in-one transducers (2 MHz and 8 MHz) in single sensor. The 

technology was used to measure flow velocity as well as positions of the 

scatters in the flow. However, there is need for further investigation to develop a 

method to separate the liquid velocity and bubble rise velocities.  

Meanwhile, a commercial Doppler ultrasound velocimetry DOP2000 (Model 

2030, signal processing S.A.) has been modified to measure multiphase flow. 

Both solid-liquid and gas-liquid have been measured in the experiment. The 

measurement application was first on the correction of the determination angle 

and measurement location by considering the effects of refraction and velocity 
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differences of the two phases. There is a need for further studies on the liquid-

solid and gas-liquid with a high gas void fraction.  

Rahammohan et al. (2014) presented two ultrasound Doppler transducers for 

multiphase flow measurement by placing the transducer diametrically on either 

side of the pipe flow.  A complete velocity profile of the flow was obtained by 

adding two velocity profiles. In addition, the scatter velocities in the flow were 

estimated and used for flow regime identification.  

Weaknesses of the PUD are: 

1. Maximum measurable velocity is limited by pulse repetition frequency 

and the angle between the transducer and direction of the flow. 

2. Velocity measurement may be underestimated if the angle is higher than 

15 degrees even though the higher angle improves the sensitivity of the 

measurement system. 

3. The optimum flow regime to be measured by the PW Doppler ultrasound 

is the bubbly flow as it is conductive for the Doppler system. 

2.3.4 Ultrasound pulse echo technique  

The ultrasonic method of measuring the film thickness, void fraction profile or 

liquid level measurement can only be done with the pulse wave ultrasound 

system as the continuous wave cannot be used to measure a range (Baker, 

1970).  Several pulse-echo ultrasonic techniques of two-phase measurement 

have been reported. A determination of the gas-liquid interface is one of the 

fundamental aspects in the measurement of both the liquid flow rate and the 

void fraction of two-phase flows which has been tried by Chang and Morala 

(1990). The pulse-echo technique uses a mismatch in the characteristic 

impedance of the ultrasound at the surrounding of the interface to detect the 

interface, as in equation (2-24) 

ὥ ὥ
”ὧ ”ὧ
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(2-24) 

This equation is the basis of the application of an ultrasonic technique to 

determine the location of a gas-liquid interface. Characteristics of the reflected 

wave are being influenced by the shape and size of the interface relative to the 

ultrasound wave length (Murai et al., 2010). Importantly, by error analysis it has 
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been found that the accuracy of a two-phase flow meter depends on the 

accuracy of the interface detection (Gonzalez et al., 2009). 

 

Figure 2-11 Basic Ultrasonic film thickness measurement setup (Chun et al., 

1984) 

Murai et al. (2010) have developed three categories of signal processing 

techniques used for analysing the echo signals received after pulses are 

reflected off the interfaces in air-water two-phase flows of a 40-mm plastic pipe. 

First, in the pulse echo ultrasonic technique for liquid-gas interface detection, 

which uses the reflection coefficient and in water-air interface, almost 99.9% of 

the incident wave reflected back.  

Second, the interface can be detected at a layer with nearly zero-Doppler 

velocity along the measuring line; this situation occurs when there is 100% 

reflection (Murai et al.. 2010). Consequently, ultrasound reflectors (particles or 

others) in the standing wave produce no Doppler shift in spite of the velocity of 

the flow. This method is called the local Doppler velocity technique and has the 

following advantages: the detection efficiency is not dependent on the distance 

between the transducer and the interface and it is also quite a robust method 

due to the frequency domain used. But its disadvantages are: it can be difficult 

to separate the interface from the velocity distribution, due to the effects of small 

bubbles with curvature interfaces. However, these problems can be dealt with 

by signal processing filters. It is a suitable method for detecting ultrasound 

waves reflected off smooth interface and bubbles. In Figure 2-12, a standing 

wave has been created at the point of meeting of the incident and the reflected 

ultrasound wave. This property was used in interface detection by a local 

Doppler velocity technique (Gonzalez et al., 2009). 
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.  

Figure 2-12 Schematic representation of ultrasound beam reflected at interface 

(Gonzalez et al., 2009). 

 

The third method is based on the fluid kinematics, and the relationship  between 

the interface Ὓ position on the measuring line, flow velocity ὺ normal to the 

measurement line and flow velocity component  ό in the direction of 

measurement line is governed by this equation: 

Ὓ

ὸ
ὺ
Ὓ

ώ
ό 

(2-25) 

Where ώ represents the spatial coordinate in the direction normal to the 

measurement line. If one single ultrasonic transducer were to be used then the 

interface could not be determined, because one velocity component profile ό is 

obtained. Alternative the variance of ό in time can be used instead (Murai et al.,  

2010). 

More importantly, an ultrasonic interface detection technique which uses a 

single transducer has the advantage that the cost of mounting arrangement is 

halved and transducer alignment is eliminated (Matikainen et al., 1986). 

However, a study conducted by Schmitt et al. (2012) found that reflection on the 

air-water boundary layer has some challenges depending on the size, shape 

and motion of the interface. For instance, for a smooth and steady air-water 

interface, the ultrasonic wave reflects symmetrically to the plane perpendicular 

boundary layer. No signal from the interface returns to the transducer for non-

perpendicular at steady state, but a non-perpendicular disturbed air-water 
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boundary layer allows scattering of the ultrasonic waves which can be received 

by the transducer.  These studies of the interface show that the single-sensing 

principle is not enough to capture the interface in all gas-liquid two-phase flows.  

Traditionally, the void fraction in two-phase flows is measured using an optical 

method with image processing or electrical probing, or other methods such as 

X-ray and electrical capacitance tomography. An optical method is not possible 

for existing pipelines, but ultrasound sensors can be used to monitor and control 

these facilities (Murai et al., 2009). Void fraction profiling is the ultrasonic 

measurement distribution of void fraction in a bubbly two phase flow using 

signal processing of the ultrasonic pulse scattering on bubbles. Chakraborty et 

al. (2009) introduced a new ultrasonic method for measuring the void fraction of 

two-phase flow using an ultrasonic sensor and twin signal processing methods 

based on a time series analysis technique: symbolic dynamic filtering and 

analytical signal space partitioning for void fraction measurements and 

identification of flow regimes. An algorithm was built on the method of symbolic 

dynamic filtering to analyse the ultrasonic pulse echoes reflected off the 

bubbles. The experiment was conducted using laboratory instruments and 

results were in agreement with the void fraction measurement derived for 

spatial measurement using conductivity probes. 

Murai et al. (2009) developed two methods for determining the spatial 

distributions or void fraction profile in a two-phase bubbly flow. One of the 

methods of detecting the bubble interface was by applying two signal 

processing techniques: the echo intensity method and Doppler method.  The 

second approach is a mathematical relationship which enables the 

reconstruction of the true void fraction along the path of the ultrasound pulse.  

Both of these two methods of determining the void fraction profile were applied 

to four different settings of bubbly flows. Zhai et al. (2013) studied the response 

of an ultrasonic pulsed sensor on oil-water two-phase in a vertical upward pipe.  

By using finite element calculation they found that ultrasonic levels are very 

sensitive to the concentration of the dispersed oil phase and the oil droplets can 

affect the transmission-type ultrasonic field. 
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2.3.5 Ultrasonic velocity profiling (UVP) 

An accurate measurement of flow rate requires the velocity profile to be taken 

into consideration. Pitot tubes have traditionally been used to measure flow 

rates and fluid velocity profiles in power plants, but their installation requires 

plant shut down and system drain out in order to insert the Pitot tube (Tezuka et 

al., 2008).  UVP is a non-invasive ultrasonic flow velocity measurement 

technique using pulse echoed ultrasound. It has its roots in medical application, 

as an external blood flow meter (Histand et al., 1973; Takeda, 1986). The UVP 

monitor was developed at the Paul Scherrer Institut (PSI) for both engineering 

and academic demands (Yamanaka et al., 2002). The UVP uses a pulsed 

ultrasonic echography which can be done with both an in frequency domain, by 

applying the Doppler principle, or time domain by using time domain cross-

correlation (Sato et al., 2002; Takeda, 1991). 

Takeda (1986) developed the UVP for general fluid to assess the suitability of 

the method with two configurations. A UVP consisting of an ultrasonic 

transducer placed on the external wall of the pipe at an angle (—) transmits 

pulses and their echoes reflected from the particles of the flow are observed. 

The frequency of the reflected wave at any point is the Doppler frequency shift 

(Ὢ ) for the flow. The relationship between the Doppler shift and instantaneous 

fluid velocity is given by: 

ὠ
ὧὪ
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where ὠ is the velocity value at instant I; c is the speed of the ultrasound in the 

fluid;  Ὢ is the basic ultrasound frequency; Ὢ  is the Doppler frequency shift for 

channel I; — is the angle between the transducer and flow direction. It was found 

that UVP can measure instantaneous velocity profiles on a diameter of a pipe 

directly. So, the flow rate is calculated using the integration over space of the 

averaging velocity profiles. 

Wada et al. (2013) have proposed a new method to determine the number of 

transducers in a multi-transducer UVP for accurate flow measurement. The 

multi-transducer UVP is particularly required for UVP at the downstream of a 

double elbow pipe. This method employed Fast Fourier transforms (FFTs) on 

the wave number of the profiles to estimate the number of transducers and it 
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has been verified with computational fluid dynamics (CFD) with a standard 

deviation of less than ±2%. 

 

Figure 2-13 Ultrasonic propagation in the UVP method (Wada et al., 2013) 

 

Importantly, an obvious a problem with the current method of UVP is that the 

maximum detectable velocity is based on the Nyquist sampling theorem 

(Takeda, 1991). There is another constraint for UVP in larger pipe diameter as 

maximum velocity decreases as the measurable depth increases. On the other 

hand, UVP is applicable to opaque fluids and is also a non-invasive technique. 

In addition, Sato et al. (2002) have presented a cross-correlation technique to 

determine the time difference between the echo signals of a two pulse 

emission. This technique improved the signal processing by allowing control 

over the echo repetition and reception, which would give high time resolution 

velocity profile measurements. So, an important extension of the pulseïecho 

technique is the development of the UVP technique as it can measure 

instantaneous velocity profile in time and position. The Nyquist sampling 

theorem which limited the maximum measurable velocity has been resolved 

through a signal processing technique known as ultrasound time-domain cross-

correlation (UTDC).  Therefore, a high time resolution velocity measurement 

could be obtained by the application of UTDC to the UVP method to obtain the 

velocity profile, which could readily be integrated into the flow velocity 

(Yamanaka et al., 2002). It was found that UVP can measure instantaneous 
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velocity profiles on a diameter of a pipe directly. So, the flow rate is calculated 

using the integration over space of the averaging velocity profiles. 

2.3.6 Ultrasound and neural network 

The ultrasonic technique, based on the principle of pulse-echo intensity, is 

widely used in gas/liquid interface detection and often the location of the 

interface is determined by measuring the time of flight of the reflected wave 

(Chang and Morala, 1990). Wada et al. (2006) presented an ultrasonic method 

of two-phase flow pattern recognition based on the measurement of the 

instantaneous echo intensity profile along the ultrasonic beam. They comment 

that the echo intensity of the flow is measured by the integral of the difference in 

energy of single phase flow and two-phase flow over the pipe diameter. The 

flow patterns from single phase flow to annular flow are identified by the 

statistical distribution of the echo intensity. Murai et al. (2010) developed a 

pulse-echo ultrasonic technique to determine instantaneous liquid-gas interface 

detection.   

The pulse-echo technique of flow pattern identification is not completely a flow 

regime classification technique but an identification of the flow pattern itself (Jha 

et al. (2013).  However, the authors recommended that more research work on 

the computational and experimental work will be required before the method 

can be deploying for industrial use. Another issue is that the ultrasound method 

applied is not intrusive but it is an invasive set up. Jha et al. (2013) extended 

the work of Chakraborty et al. (2009) and propose that the concept of the 

ultrasonic pulse echo to be implemented in a clamp-on set up, together with the 

symbolic dynamic filtering for industrial application. Wada et al. (2006) reported 

an application of flow pattern recognition based on the delay time strength of 

the echo signal of pulse echoed ultrasound under two phase flow. The pattern 

recognition was used to obtain instantaneous echo intensity profiles along the 

ultrasonic beam. 

Despite the feasibilities of using the pulse-echo ultrasound for flow regime 

identification, the flow regimeôs identification is based on computational models. 

The computational methods for flow regime identification has employed sets of 

non-linear equations but often the equations are simplified. For practical 
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applications, the simplified equations are infrequently used because they 

require prior knowledge of several flow properties, such as pipe diameter and 

pipe thickness, which degrade over time (Meribout et al., 2010). The method of 

the pulse-echo ultrasound is limited in liquid flow velocity information due to the 

restriction on the maximum measurable velocity using pulse wave ultrasound by 

the Nyquist criterion (Evans and McDicken, 2000).  

Ultrasound Doppler flow sensors which use a continuous wave of ultrasound 

signals also have a great potential for achieving non-invasive flow velocity 

measurement. The techniques for using continuous wave ultrasound have 

existed in the medical ultrasound system.  The techniques use frequency shift 

representing the flow velocities to develop methods to predict multiphase flow 

regimes (Übeyli and Güler 2005). In multiphase flow measurement, Kouame et 

al. (2003) presented an application of CWDU velocity measurement to two 

phase flow in pipes. They proposed the use of frequency resolution techniques 

to overcome the hindrance to the velocity profile measurement by the presence 

of coloured noise which introduces a significant obstacle to classical frequency 

estimators. Pulse echo ultrasound techniques for two-phase flow measurement 

have limited liquid velocity information due to the restriction on the maximum 

measurable velocity using pulse wave ultrasound by the Nyquist criterion 

(Evans and McDicken, 2000). Also, the characteristics of the reflected wave are 

being influenced by the shape and size of the interface about the ultrasound 

wave length (Murai et al., 2010).  

Yeh et al. (2001) reported on an advanced ultrasonic flow meter which 

comprises multi-path transducer with pattern recognition to predict the presence 

and chances of flow fields.  Data from CFD and experimental results were used 

to train the flow pattern algorithm of the flow field recogniser. The algorithm was 

fed into the ultrasonic flow meter. In addition, it was claimed that flow patterns of 

various flow can be identified using this technique.  

2.3.7  Hybrid systems (Ultrasound and another sensor combination) 

In multiphase flow, ultrasonic techniques have the potential for both phase 

velocity and phase fraction measurement, although they have not been applied 

to commercial three-phase flowmeters yet (Thorn et al., 2013). However, the 
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ultrasonic metersô performance is affected by factors such as the number of 

scatters per unit volume, the distribution of scatters and their velocity profile 

across the pipe. Also, the ultrasonic attenuation is greatly dependent on the flow 

regime of multiphase flows and the input signal frequency of the transducer 

(Rajan et al., 1993). Recent developments in other ultrasonic techniques for 

multiphase flow measurement have progressed considerably. 

Usually, the phase fraction and phase velocity measurement are measured by 

at least two devices or two independent measurements of one device. This 

approach is achieved by separately metering the phase flow rate and the phase 

fraction (Tan et al., 2015). Several combinations of two sensors for gas liquid 

flow measurement have been reported in the literature.  Xing et al. (2014) used 

a combination of ultrasonic  gas flow meter and Coriolis flowmeter for metering 

the gas-liquid two phase flow of low liquid loading. Various models to represent 

the gas and liquid flow rate, density of mixture flow are used to obtain the 

coupling models for the two instruments.  A theoretical method of data fusion of 

an electromagnetic (EM) flow meter, electrical resistance tomography (ERT) 

and two-phase flow models has been developed to improve the accuracy of the 

EM meter for the measurement of gas-liquid slug flow in a vertical pipe.  The 

feasibility of a two-phase flowmeter was achieved by using simulation 

measurements of the averaged velocity, liquid flow rates and gas void fraction. 

Obviously, this approach requires invasive sensors and relies on the electrical 

conductance of the fluid (Deng et al., 2011; Xing et al., 2014).  Similarly, Meng 

et al. (2010) presented an experimental combination of a liquid (Venturi) 

flowmeter and ERT sensor for air-water two-phase flow measurement.  Three 

aspects of the flow measurement techniques were acquired with the ERT 

sensor: the flow regime identification, the void fraction using the conductance 

signal and void fraction model, and lastly, establishing a mass quality-void 

fraction correlation from the void fraction results. The gas-liquid mass flow rate 

is measured with the Venturi differential pressure across the tube and the mass 

quality. Experimental results show the method developed has been accurate 

within the data tested but both mass quality and fluid flow rate measurement 

rely on correlations. A chapter of this thesis is on two-phase flow measurements 
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with ultrasound sensors and gamma densitometer techniques and an overview 

of those methods is given in that chapter.  

2.3.8 Ultrasonic Tomography for Two-Phase Flow  

In most industrial processes involving two phase flow, ultrasonic tomography is 

preferred over other techniques such as electrical resistance/capacitance 

tomography. Ultrasonic tomography is primarily concerned with reconstruction 

of the distribution of gas/liquid over a cross section of a pipe based on the 

arrival or non-arrival of the transmitted pulse at a fixed time. It is often used for 

flow regime identification and the measurement of void fraction cross section on 

multiphase flow. Ultrasonic tomography is non-invasive, non-intrusive and it 

allows measurement of real-time data without interruption. There are three 

principles for implementing ultrasonic tomography: (i) transmission mode, (ii) 

reflection mode and (iii) diffraction mode.  

Xu and Xu (1998) have developed an ultrasound tomography for gas-liquid two-

phase flow based on binary logic operation and a method of time-probation 

along a straight line for flow regime identification. The identification requires a 

real time measurement which involves electronics and a fast image 

reconstruction algorithm.  Rahim et al. (2007) have developed a UT that uses 

an image processing technique for executing real time image reconstruction at 

10 frame/seconds. It is an application of the transmission-mode tomography; 

i.e. a non-invasive UT using 16 transducers placed round the pipe and a 

reconstruction algorithm with fan-shaped beam for scanning geometry.   

Ultrasonic tomography has a few limitations as there is a tendency that the 

acoustic wave propagating in gas/liquid interface could be lost because of 

acoustic wave inability to penetrate the gas/liquid interface in the transmission 

mode. Also maximum speed to capture an image is limited by the depth of the 

beam, i.e. the system sensitivity and resolutions are determined by the number 

of transducers and signal processing used. The spatial imaging error would be 

reduced with increased number of transducers which can measure the void 

fraction and identify the flow regime but it was tested on static experiment to 

gauge performance. Therefore, further investigation is required to extend its 

application to industry standards (Rahim et al., 2007). 
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2.4 Ultrasound Signal processing methods 

The Doppler signals contain the velocity information and they are a stochastic 

process that is not stationary signals. So, the velocity related information is 

extracted from the Doppler signals by determining their frequency contents 

(spectrum). The Doppler signals were digitized for predetermined intervals at a 

fixed rate and stored on disk. This discrete record is transformed from the time 

domain to display time varying frequency (spectrum) of the Doppler signal 

which enables the assessment of velocity waves and detection of spectral 

broadening associated with lesion-induced flow disturbance (Fish et al., 1997). 

Methods of extracting the required frequency from the sampled digitised 

Doppler signals are discussed below (Morriss and Hill, 1991).  

2.4.1 Spectral estimations and signal analysis 

The objective of the processing is to evaluate those waveforms of the reflected 

signal using spectral analyses techniques to determine the shape and speed of 

the flow. It is difficult to separate the ultrasound Doppler signals into the flow 

regimes using the values of the standard waveform indices, because there are 

noticeable overlaps in their sonographs. Whenever there is a need to extract a 

power spectrum for a Doppler signal, it has to be transformed into a frequency 

domain so as to produce a spectrum estimator and FFT is the most popular 

spectrum estimator (Evans and McDicken, 2000). The FFT method has an 

advantage in the manner in which the spectrum is produced for the Doppler 

signal. Especially, the real time Fourier analysis is able to visualise the 

complete Doppler spectrum rather than extract a single numerical parameter 

(Jones, 1993). 

Bergland (1969) has summarised the merits and demerits of using an FFT for 

signal analysis. The advantages are 1- computing a power spectrum as a 

function of time, 2- digital filtering by convolution of two time series, and 3- 

correlation between two signals. On the other hand, some drawbacks of the 

FFT are 1- aliasing: this problem arises when signals of the high frequency 

component of the time domain pass on as low frequencies when the sampling 

rate is low. However, this problem can be remedied by adhering to the Nyquistôs 

criterion. 2- leakage: windowing manifests itself as ñleakageò in the spectral 
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domain, i.e., energy in the main lobe of a spectral response ñleaksò into the side 

lobes, obscuring and distorting other spectral responses that are present. These 

drawbacks of the FFT have prompted an examination of alternative techniques 

of analysis (Fish et al., 1997). 

Time-frequency representation of a signal using STFT is known as a 

spectrogram. It is created by dividing the signal into small segments and then 

FFT is applied to each of these segments. These segments are further 

multiplied by window frame so that the transformed signal is zero outside the 

window; however, this limits the resolution of the spectrogram. As a result, 

alternative methods of spectral analysis are to be explored.  The Welchôs 

method, which is based on the FFT, was used for the spectral analysis of the 

two-phase flow Doppler signals. The signals are divided into overlapping 

segments; each data segment is windowed to compute the periodgrams and 

then the average of the periodograms is plotted. 

Wavelet Transforms (WTs) Methods 

In the STFT method, the type and width of the analysis window are fixed in the 

entire time-frequency representation; the resolutions are unchangeable. 

However, the time and frequency resolution of the wavelet is not fixed over the 

entire time-frequency representation. Therefore, the time resolution becomes 

better at higher frequencies and the frequency resolution becomes at low 

frequencies. The time-frequency resolution depends on the choice of the 

mother wavelet (Zhang et al., 2003). The Doppler signal from the ultrasound 

analysis is highly non-stationary and STFT is not the appropriate tool to do the 

analysis (Keeton and Schlindwein, 1997).   

WTs represent the signals in terms of both scale and space at once so as to 

view fluctuations in various patterns of two-phase flow. This representation 

shows the measure of the energy contribution of each spectrum (Farge, 1992).  

WTs have been successfully utilised in the study of two-phase flow 

classification (Nguyen et al., 2010). Kulkarni et al. (2001) applied wavelet to 

measure the fraction of gas in a bubbly vertical flow. Wu et al. (2001) used a 

wavelet theory for filtering and analysing the signals of pressure in an oilïgasï
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water multi-phase flow, and Shang et al., (2004) used a wavelet signal 

extraction technique to investigate the instability of two-phase flow.  

The idea of signal decomposition using the DWT is well established. However, 

its usefulness lies in its ability to manipulate the wavelet coefficients to identify 

the characteristics of the signal as distinct from the original time signal (Soltani, 

2002). In this work, decomposition of the ultrasound Doppler signal from the 

two-phase flow was carried out using the DWT.  It is important to choose an 

appropriate wavelet and the number of decomposition levels in the analysis of 

the signal using the WTs (Übeyli and Güler, 2005). The Doppler signals of the 

flow were decomposed continually until all the dominant frequency ranges were 

viewed. The computation of the DWT of the coefficient was done using the 

MATLAB software package (Misiti et al., 1996).  In this thesis, wavelet transform 

is used to analyse the two-phase flow Doppler signal to generate features which 

are then used as inputs into the neural network models.  

Alternative (ñModernò) Spectral Analysis Methods 

The most prominent limitation of FFT is that of frequency resolution, i.e. the 

ability to distinguish the spectral responses of two or more signals. The fact that 

some defects of FFT are quite obvious has meant searching for  and application 

of alternative methods to spectral analysis. Modern methods of spectral 

analyses use a digital filter to model whose input is white noise.  The 

characteristic of the filter (estimated coefficients) is adjusted to obtain a match 

with the autocorrelation of the function of the signal of interest and filter output. 

The signal spectrum will have the same shape as the frequency response of the 

signal. Modern spectral analysis techniques are named according to the filter 

used and the order, such as AR (autoregression), MA (moving average), and 

ARMA (autoregressive moving average) etc. (Fish et al., 1997). 
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Figure 2-14 Concept behind parametric or model-based spectral estimator 

(Fish et al., 1997) 

 

The Doppler signal from the ultrasound analysis is highly non-stationary.  So  an 

appropriate tool is necessary to undertake the analysis (Keeton and 

Schlindwein, 1997). More importantly, in order to increase the resolution of the 

frequency shift, which is proportional to the flow velocity, a longer time duration 

is needed. Besides, the signal duration is inversely proportional to the frequency 

of the resolution, and thus the resolution of the velocity measurement (Morriss 

and Hill, 1991). This means that the stationary time domain methods such as 

FFT or STFT may not be valid. The spectral components resulting from a large 

interval will be stretched as a result, a reduced time resolution. The alternative 

method, model-based technique, autoregressive AR is better than the STFT, 

but its own drawbacks are that the length of the stationary interval determines 

the time and frequency resolution of the time-frequency representation, and 

also lower model orders are selected for reduced time interval (Zhang et al., 

2003).  

The accuracy of Doppler shift estimation is governed by the uncertainty 

principle about the product of time duration and frequency bandwidth, as: 

ЎὸЎὪ ρȾτ“ (2-

26) 

In a time-frequency resolution, the time-frequency is defined as a rectangle 

which has an area as  ЎὸЎὪ which satisfies Heisenbergôs uncertainty principle-

equation (3-3), i.e. the smaller the value of the ЎὸЎὪ product, the higher the 

time-frequency resolution (Matani et al., 1996), where:  Ўὸ  = time duration or 

radius of the time-domain window and  ЎὪ = bandwidth of a generic function or 

radius of the frequency domain.  

Previously, in (Fan et al., 2013) a continuous wave ultrasound Doppler 

flowmeter was used to determine the liquid distribution in slug flow. The 

frequency shift of the ultrasound signal was estimated using AR and STFT to 

obtain the velocity distribution in both liquid slug and film velocities.  However, in 

order to increase the resolution of the frequency shift, a longer time duration is 
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needed. This means that the stationary time domain methods such as FFT or 

STFT may not be valid. An alternative is a model-based technique that is better 

than the STFT. But this has its own drawbacks, because the length of the 

stationary interval determines the time and frequency resolution of the time-

frequency representation.  

The HHT is adaptive and can provide better time and frequency resolution to 

the ultrasonic measurement. The HHT has been applied to the processing of 

two-phase flow signals such as in: differential pressures (Ding et al., 2007), 

Doppler signal (Ye et al., 2008). Ding et al. (2007) used the HHT method to 

determine the energy distribution of gas-liquid two-phase flow from pressure 

fluctuation signals.  

In this study, the application of the HHT has allowed decomposition of the 

ultrasonic signals into their intrinsic mode components (IMFs) (Huang et al., 

1998). Therefore, as an alternative way to estimate the slug flow parameters, 

from the ultrasound signal, the IMFs are further analysed for the measurement 

of mean flow velocities and to obtain distinct signal characteristics of the slug 

flow.  The performance of the ultrasonic method of determining the slug 

parameters is assessed against reference conductivity probes slug parameter 

measurements.  

2.4.2 Time domain estimations 

Time domain signal processing is a major technique for estimating the 

displacement of scatterers in flow measurement processes such as time 

domain correlation in flow velocity measurement. To illustrate, óat time ὸ ὸ a 

scatterer is located in position X and at time ὸ ὸ Ὕ  that scatterer has 

moved to a new position Y. Therefore the speed is ὣ ὢȾὝ   where Y is the 

time difference between the change in position by the scatterers (Foster et al., 

1990b). This is a key feature that distinguishes it from the Doppler technique 

which estimates the velocity of the scatterers (Hein and O'Brien, 1993).   

Autocorrelation techniques have also been suggested to estimate the mean 

frequency of the Doppler spectrum (Allam and Greenleaf, 1996). Spectral 

Doppler and autocorrelation are called narrow-band techniques. Similarly, 

Foster et al. (1990a) have developed a method of blood flow velocity profile 
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measurement using time domain cross-correlation of parallel ultrasound 

echoes. Cross-correlation was used to obtain the time difference between the 

transmissions of two parallel pulses. Subsequently, the difference was used in 

calculating the velocity profile of blood flow. This technique was extended by 

Yamanaka et al. (2002) to calculate a novel velocity profile measuring technique 

by using ultrasonic time domain cross-correlation. 

In multiphase flow measurement, time-domain is either used for time delay 

analysis or time series analysis. Roosnek (2000) developed a novel digital 

signal processing method for the determination of pulsesô transit times in 

ultrasonic gas flow measurement using an application of least square method 

recorded on received ultrasonic pulses. In addition, an effective algorithm for 

reduction or elimination of cross-talk between transducers across the pipe is 

presented. Jin et al. (2003)(Jin et al. 2003) have used non-linear time series 

analyses for conductance signals obtained from monitoring conditions, such as 

chaos, fractal and Kolmogorov entropy to characterise flow pattern in a vertical 

upward flow. They concluded that non-linear time series analysis is a valuable 

tool for flow enhancing, flow pattern identification.  

Cross-correlation methods can be implemented with either continuous wave or 

pulse echoed ultrasound based.  Schneider et al. (2005) demonstrated the 

principle of ultrasonic cross-correlation using continuous wave. Also, Xu et al., 

(1988) applied a pulse echoed ultrasound wave to implement a cross-

correlation flow measurement system by amplitude modulation of the pulse 

echoed ultrasound wave passing through a gas bubble /liquid mixture. 

2.4.2.1 Echo intensity measurement for pulse echo ultrasound  

An echo intensity technique is applied to the echo signals to measure the 

distances of the two-phase flow interfaces and then converted into liquid level 

measurement. However, the received echo signals contain the desired interface 

signal, noises and multiple reflections. Therefore, the echo intensity technique 

signal processing must include a mechanism for allowing only the signals from 

the interface by limiting the computed to the pipe and all other repetition echo 

signals are ignored (Masala, 2004). This study investigates the technique of 
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using of a single beam pulse-echo ultrasonic system to measure the liquid layer 

thickness of a gas-liquid two-phase flow in a horizontal pipe. 

2.4.3  Neural Networks 

Liu et al. (2001) suggested that the Neural Network (NN) has become an 

investigative tool in pattern recognition, identification, classification, speech 

recognition and also the application of a multi-layer perceptron and a radial 

basis function model for mass flow error in Coriolis mass flowmeters under two 

phase flow.   Also, Luntta and Halttunen (1999) have applied NNs to investigate 

the velocity profile dependence of ultrasonic transit time flow meters. 

Specifically, feed-forward NNs can provide a non-parametric framework for 

representing non-linear functions, while single layer NNs with linear neurons  

have been used for the computation of errors in piping configurations.  

ANNsô attactiveness come from their information processing characteristics, 

such as the ablity to  model non-linear relationships between input variables 

and required ouput by function approximation methods, and also in their 

capabilties to identify complicated relationships for non-linear mapping using 

pattern recognition algorithms (Basheer and Hajmeer, 2000; Hernández et al., 

2006). In multiphase flow measurement, pattern recognition is used for flow 

regime identification/classification in which input variables are classified as a 

member of a predifined flow regime. In order to obtain objective flow regimes 

identification, ANNs are often preferred over statistical methods because of their 

fast responses and simplification (Mi et al., 2001a).  

Also, ANNs have good performance on pattern recognition due to their 

efficiency and available learning algorithms (Jain et al., 2000). With regard to 

flow regime classification, the ANN has advantages over other analytical tools 

such as Expert System and Clustering. The former requires prior information on 

the flow regime which could be affecting its objectivity; similarly, the latter may 

not affect performance accurately due to its poor handling of transitional data 

points (Hu et al., 2011). Usually, the process of NN development is by training 

the network to recognise the measurement error in training data and then the 

network tests on another set data. If the trained network is accurate enough 

then it is implemented for online measurement for prediction error correction 
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(Liu et al., 2001). More importantly, NNs would offer a non-linear mapping 

between the ultrasound input signals and the predicted flow regimes. So the 

use of the ANN avoids the need for calibration of the multiphase flowmeter 

(Figueiredo et al., 2016).  

Seleghim (2010) developed a numerical simulation measurement of interfacial 

area and volumetric fraction in two-phase flow using an acoustic signal and 

ANN to investigate the feasibility of the application of the ultrasound system for 

a clamp-on flow measuring system. They found that the trained ANN models 

were able to estimate the values of the volumetric fraction and the interfacial 

area.  Similarly,  Figueiredo et al. (2016) employed an ultrasonic methodology 

based on pulse wave ultrasound transducers which operates on the principle of 

signal attenuation detection. The ultrasound signal attenuation was analysed 

and incorporated with ANN for flow pattern detection and void fraction 

measurement. They suggested that the flow regimeôs identification in the 2-in 

pipe was limited to bubbly flow and slug flow only. The technology presented is 

appropriate for the detection of the GVF and flow regime determination in 

multiphase flow. However, there does not appear to be any consideration of the 

flow regimes, except for the bubbly flow and slug flow. According to the authors, 

studies on the two-phase flow regimes classification using a clamp-on 

continuous wave Doppler ultrasound and neural network have not been 

reported in the open literature.  

Therefore, in the ultrasound and neural network application, the waveform 

indicesô values were not used as inputs but rather two feature extraction 

techniques were performed to generate the inputs to the ANN (Übeyli and 

Güler, 2005). Four different methods of spectral analysis of the Doppler signal 

were used to view the various signals of the flow: FTT, STFT, PSD and WT.  

2.4.4 Models for Hybrid sensors for two-phase flow measurement 

A combination of two instruments to measure two-phase flow will necessitate 

the use of models. Fischer (1994) explained the application of a Pitot tube 

single phase flow measurement model into a two-phase flow model.  

Subsequently, a phase slip model of unity ratio was substituted into the model 

to obtain a two-phase flow mixture flow model of the total mass flow. The 
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mixture flow model was used for the gas-liquid flow. However, the Pitot tube is 

an intrusive instrument and it incurs some disruption to the flow. Huang et al. 

(2005) showed that the single phase flow model of the Venturi flow meter and 

homogeneous model of gas-liquid two-phase flow can be used to obtain the 

parameters of the gas-liquid two-phase flow measurement. The combined 

models take the input of the void fraction from an ECT measurement and 

differential pressure measurement from the Venturi flow meter. The 

investigation demonstrated is on a pilot scale and further study of the 

methodology was recommended.  

Similarly, evaluation of the no slip model to achieve a combination of two 

sensorsô measurements to obtain two-phase flow is interesting. A combination 

of a Venturi flow meter and vortex flow meter measurement of gas-liquid two-

phase flow was achieved at low void fraction for the no slip model. The 

methodology assumed that the mixture density was the sum of the fractional 

densities of the constituent phases which was then substituted into the mas flow 

measurement equation of the Venturi flow meter. The approach was able to 

provide measurement with reasonable accuracy but it is limited to the low void 

fraction.  

An experimental application of the combination of the two instruments in which 

the effect of flow regime was taken into the consideration was described by 

(Meng et al., 2010). A Venturi flow meter and ERT sensor for the measurement 

of gas-liquid two-phase flow was achieved and real time identification of the flow 

regimes with the ERT was incorporated into the models of the two-phase flow. 

They found that the Butterworth void-fraction-mass quality and Collins 

Correlation for two-phase flow are the best performing models.  

Interestingly, there are other applications of the hybrid sensor which do not 

include pressure based sensors. A simulation based fusion model of 

measurements from electromagnetic flow meter and ERT was explained by 

Deng et al. (2011). The result of the simulation was verified by theoretical 

analysis of slug flow measurement. This investigation has laid a good 

foundation for further studies to test the methodology experimentally as both of 

the sensors are non-intrusive. Another, non-pressure sensors-based 
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combination of  ultrasonic gas flowmeter and Coriolis flow meter  for two-phase 

flow measurement for experimental measurement of horizontal wet gas flow 

was described by Xing et al. (2014). A coupling model which uses the 

measurements of the ultrasound flow and the Coriolis flow meter as input was 

developed with the use of two sub-models from the Coriolis flow meter for mass 

flow measurement. It has been found that the method achieved has a very high 

accuracy under the conditions tested but it was tested on single pressure data. 

So there is a need for further investigation and further study for validation. 

2.5 Summary 

Gas/liquid two-phase flow is a very complex process and yet it is widely being 

encountered in a variety of processing industries, e.g. petroleum, chemical, 

nuclear reactors, etc. Two phase flow measurement is important for predicting 

liquid holdup, pressure gradient and flow patterns. For instance, changes in the 

flow rates of wells producing into a flow line could change the liquid holdup.  

The effect is overloading of the processing equipment. Other phenomena that 

hamper two-phase flow metering are slippage between phases, change of flow 

regime and gas-liquid interface characteristics ï smooth or wavy (Beggs and 

Brill, 1973). 

In multiphase flow, the ultrasonic metersô performance is affected by factors 

such as the number of scatterers per unit volume, the distribution of scatterers 

and their velocity profile across the pipe. Also, the ultrasonic attenuation is 

greatly dependent on the flow regime of multiphase flows and on the input 

signal frequency of the transducer (Rajan et al., 1993). However, ultrasonic 

techniques have the potential for both phase velocity and phase fraction 

measurement, although they have not been applied to commercial three-phase 

flowmeters yet (Thorn et al., 2013). Recent developments in other ultrasonic 

techniques for multiphase flow measurement have progressed considerably. 

Neural networks application is based on real time analyses and it could be 

effective in recognising and removing or reducing common ultrasonic flow 

measurement problems: cross talk between transmitting and receiving 

transducers. Waveform analysis is indispensable in ultrasonic flow 
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measurement systems and pattern recognition processes can be used to 

complement it. 

Multiphase flow rates measurement using ANNs is often implemented using a 

multilayer perceptron network by training the network to establish a relationship 

between inputs and output to estimate each phase flow rate. ANNs are popular 

for pattern recognition due to their efficiency and available learning algorithms 

(Jain et al., 2000). 
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3 Application of CW Doppler Ultrasonic technique 

3.1  Introduction 

Two-phase slug flow is the most common flow regime in a horizontal flow pipe. 

It is intermittent, transient and its hydrodynamic parameters are difficult to 

predict. Determinations of the hydrodynamic parameters are required for many 

design calculations in pipes and downstream equipment (Romero et al., 2012). 

Both non-contact and contact types of sensor are being used to measure 

parameters of the two-phase flow. The contact instruments include conductivity 

probes and hot-wire film measurement both of which have the ability to identify 

flow patterns and liquid holdup measurement. But the contacts measure 

requires the sensor to contact the fluid and non-contact techniques employ 

sensors such as ultrasonic, optical and radiation techniques. The optical 

methods, such as PIV and Laser Doppler sensor, have good capabilities to 

determine the flow structure in terms of spatio-temporal resolutions but they 

have the disadvantage of requiring a transparent measurement section and are 

also expensive (Rajan et al., 1993). 

The HHT has been applied to the processing of two-phase flow signals of many 

sensor fluctuation signals, such as differential pressures (Ding et al., 2007), 

electrostatic (Hu et al., 2011), Doppler signal etc., and is considered to be 

potentially viable for non-stationary signal analysis. Besides, the HHT, unlike 

the other Fourier based method, is not affected by the uncertainty principle 

which limits the time and frequency resolution. Thus, it can be applied to 

provide high time and frequency resolution (Ye et al., 2008). 

In this chapter the continuous wave ultrasound Doppler sensor is utilised to 

compare the effectiveness of the traditional signal process based on Fourier 

transform and the modern adaptive of the HHTs to measure liquid flow velocity 

and characterise four two-phase flow regimes in horizontal flow. 

The velocity information of the flow is measured by the Continuous Wave 

Ultrasonic Doppler (CWUD) using the HHT method of signal processing.  The 

Doppler ultrasound signals were obtained from experiment two-phase flow 

measurement system. The flows tested were single phase water flow and two-

phase gas-liquid flow, including flow regimes such as slug, stratified wavy, 
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stratified smooth and bubbly flows. The application of the HHT has allowed 

decomposition of the ultrasonic signals into its intrinsic mode components 

(Huang et al., 1998). These components were further analysed for mean 

frequencies of the flow. Distinct signal characteristics for each of the four flow 

regimes investigated were obtained, which can be used for flow regime 

identification (Ding et al., 2007), and estimation of two-phase flow parameters 

such as slug frequency and bubble lengths. The HHT is reported to be 

considerably more promising than the Fourier based methods of signal analysis. 

It is adaptive and can provide better time and frequency resolution. 

3.2 Experimental Setup and Procedures 

3.2.1 Air-water supplies 

Air supply into the rig is provided by a compressor of a Free Air Delivery system 

to a receiver tank of 2.5m3. The provision of the receiver tank between the rig 

air supply and the air compressor stabilises the air supply system (Al-Lababidi, 

2006).  The flow rates of the air are controlled by hand operated valves and 

they are measured at the inlet of the pipe air supply pipeline using a gas turbine 

flow meter (QFG 25B/B/EP1, Quadrina) before the injection point of the rig 

where the air is mixing with water. Pressure and temperature gauges are 

attached near the air flow meter so as to compute the standard volumetric flow 

rate of the air.  

The water is pumped into the loop from a storage tank of 2ά  capacity using a 

Worthington Simpson centrifugal pump with a maximum flow rate of 40ά /hr 

and discharge pressure of 5bar(g). The flow rate water is controlled by 

regulating hand operated manifold valves (V-3 and V-4). The regulation of the 

manifold valves allow some portion of the water flow to return to the tank and 

sends the desired flow rate into the rig and then it mixes with air at the mixing 

point before the test section.   
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Figure 3-1 Part of air-water test rig showing the instruments used in conducting 

the experiment  

3.2.2 The test section of the horizontal flow pipe test 

The test section is made of Perspex pipe for observation and it was installed 

into the rig using flanges at 21m (420 hydraulic diameters, D) downstream from 

the water supply tank. The 420 D length available pipeline in the experimental 

apparatus before the test section was thus enough for guaranteeing the 

development of the various flow regime profiles of the horizontal two-phase 

flow. Two conductance probes, static pressure transducer, ultrasound Doppler 

sensor, ultrasound pulse echo sensor and temperature sensor (thermocouple 

wire) were installed in the test section.  

3.2.3 Ultrasonic Doppler sensor 

The ultrasound Doppler flowmeter is a non-invasive instrument which is used 

for making the measurement entirely from the outside of the pipe. It is a 

commercial ultrasound Doppler sensor (DFM2 United Automation Ltd UK) with 

an operating frequency of 500kHz. The transducer of the sensor has two 
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piezoelectric crystals: one for generating the sound wave and receiving the 

ultrasound reflected by the scatters in the fluids such as air bubbles or particles 

in the flow. The ultrasonic of the flowmeter is based on continuous ultrasound 

waves which propagate into and are reflected back to the sensor by scatters in 

the flow. 

The operation of the ultrasound Doppler flowmeter is by transmission of high 

frequency ultrasound by the sensor through the coupling gel and pipe into the 

fluid. Some portion of the ultrasound waves is reflected by the scatters in the 

flowing fluid back into the receiving element of the sensor. This sending and 

receiving ultrasound causes a Doppler frequency shift of the ultrasound 

waveform which is directly related to the velocity of the fluid.  

Therefore, the ultrasound Doppler is basically measuring the frequency shift, 

processing the signal and calculating the flow velocity. The flowmeter has a 

digital display which indicates the flow velocity measured by the flowmeter in 

feet per second. Doppler flow meter operation is dependent on the presence of 

scatters in the flow, either as gas bubbles or solid particles. The basic 

components of a Doppler flow meter system are shown in the Figure 3-1and the 

relationship between the velocity of the scatters ὺ and the Doppler shift Ὢ is 

given in equation (3-1 (Sanderson and Yeung, 2002). 

Ὢ ςὪ
ὺ

ὧ
ÃÏÓ— (3-1) 

  
where ὺ = average flow velocity, ὧ = velocity of sound in the fluid,Ὢ = Doppler 

shift frequency,— = angle between ultrasound beam and flow velocity and Ὢ = 

ultrasound transmitted frequency. 

The sensor of the ultrasound Doppler can be easily fitted on an existing pipeline 

without breaking into the pipe and it is independent of the pipe thickness and 

fluid pressure (UAL, Ltd). It is suitable for pipes made of metal, plastic, ceramic 

etc. In this study the sensor was clamped onto the PVC pipe with the aid of a 

Jubilee Clip. The recommended sensor location is at least 10 pipe diameters 

away from valves, bends to prevent incorrect velocity measurement due to 

swirl, cavitation and turbulent eddies.  
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The manual supplied by the manufacturer of the ultrasound Doppler flowmeter 

contains a recommendation for applying a good acoustic coupling between the 

face of the sensor and the pipe surface at the location where the sensor would 

be clamped on. In the study, the ultrasound couplant is a gel containing 

propylene glycol and water. Figure 3-2 shows the ultrasound Doppler flowmeter 

sensor clamped on to a horizontal pipe with a clip at the 6 oôclock position. A 

poor coupling of the sensor could affect the accuracy of the measurement as 

the strength of the received signal will be diminished.  

 

 

 

 

 

 

 

 

Figure 3-2  Schematic diagram of Doppler shift (Banerjee and Lahey, 1981) 

The sensor has a signal processing unit with two output channels: one for flow 

velocity display (readout) and the other for recording the reflected ultrasound 

signals from the flow which are sent to the data acquisition system. The data 

acquisition system includes a signal conditioner (12-bit NI-card NI6040E) and a 

personal computer with LabVIEW software installed on it. The LabVIEW 

application on the PC was programmed to control the sampling frequency and 

record the data onto disk storage for offline processing. 

3.3 Signal Processing and Frequency Shift Analyses  

The objective of the processing is to evaluate those waveforms of the reflected 

signal using a spectral analyses technique to determine the shape and speed of 

the flow.  

3.3.1 Fourier Transform and Wavelet Transform 

Fourier transform uses frequency domain for the analysis of the Doppler signal 

to extract the frequency contents of the time domain Doppler signal (Barber et 

al., 1985). This process detects the spectral component of the signal and 
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assumes that the original signal is slightly periodic since the sum of the 

sinusoidal function is periodic (Poesio, 2008). FFT is a process of separating a 

waveform into a series of single frequency, sine wave components which is 

possible to go back and forth between the original waveform (time domain) and 

the frequency domain (Hedrick et al. 1995). The FFT method consists of 

calculating the next power of 2 (NFFT) from the length of the data sampled. The 

ultrasound Doppler signals obtained from the flow were analysed for flow 

velocity estimation using the FFT function in the MATLAB software package. 

The results of the FFT of the ultrasound signal are grouped and averaged to 

give the spectrum of the whole signal, as shown in Figure 3-3 (Poesio, 2008).  

 

Figure 3-3 Raw ultrasound signal and the FFT of the ultrasonic signal 

3.3.2 Mean Doppler shift frequency 

In order to estimate the flow rate, the Doppler system determines the average 

frequency of the signal and often the means of deriving the Doppler frequency 

shift from the frequency power spectrum is to use the intensity weighted mean 

frequency (equation (3-2) (Christmann et al., 1990; Evans and McDicken, 

2000). 

Ὢ
᷿ ὪὛ Ὢ ὛὪ ὨὪ

᷿ Ὓ Ὢ ὛὪ ὨὪ
 

(3-2) 

0 2 4 6 8 10 12 14 16 18 20
-2

0

2

4
Raw Ultrasound Signal 

A
m

p
lli

tu
d
e
(V

)

time

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

0.5

1

1.5
x 10

-3 Power spectrum of Ultrasound signal by FFT

Frequency (Hz)

P
o
w

e
r



 

66 

3.3.3  Resolution property of time-frequency analysis 

The Doppler signal from the ultrasound analysis is highly non-stationary.  So  an 

appropriate tool is necessary to do the analysis (Keeton and Schlindwein, 

1997). More importantly, in order to increase the resolution of the frequency 

shift, which is proportional to the flow velocity, a longer time duration is needed. 

Besides, the signal duration is inversely proportional to the frequency of the 

resolution, thus the resolution of the velocity measurement (Morriss and Hill, 

1991). This means that the stationary time domain methods, such as FFT or the 

STFT, may not be valid. The spectral components resulting from a large interval 

will be stretched as a result, a reduced time resolution. The alternative method, 

i.e. the model-based technique AR, is better than the STFT, but its own 

drawbacks are that the length of the stationary interval determines the time and 

frequency resolution of the time-frequency representation, and also lower model 

orders are selected for reduced time intervals (Zhang et al., 2003).  

The accuracy of Doppler shift estimation is governed by the uncertainty 

principle about the product of time duration and frequency bandwidth as: 

ЎὸЎὪ ρȾτ“ (3-3) 

In a time-frequency resolution, the time-frequency is defined as a rectangle 

which has its area as  ЎὸЎὪ  which satisfies Heisenbergôs uncertainty principle ï

equation (3-3), i.e. the smaller the value of ЎὸЎὪ product, the higher the time-

frequency resolution (Matani et al., 1996).  

where  Ўὸ  = time duration or radius of the time-domain window and  ЎὪ = 

bandwidth of a generic functions or radius of the frequency domain.  

3.4 Methodology 

3.4.1 Hilbert-Huang transform 

The HHT is a recently developed method for analysing non-linear and non-

stationary data. It comprises the empirical mode decomposition (EMD) method 

which allows any complex data set to be broken into small fixed units called 

intrinsic mode functions (IMFs) and the IMFs are then suitable for Hilbert 

spectrum analysis (HSA) to generate instantaneous frequencies (IFs). As a 
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result, the energy distribution of the signal is obtained in the time-frequency 

spectrum (Ding et al., 2007; Huang et al., 1998). 

3.4.1.1  Empirical mode decomposition (the sifting process) 

The EMD method breaks down the whole data set into a collection of the IMF 

and each IMF must satisfy the following two conditions: 

(1) in the whole data set, the number of extrema and the number of zero-

crossings must either equal or differ at most by one, and 

(2) at any point, the mean value of the envelope defined by the local 

maxima and the envelope defined by the local minima is zero. 

The first challenge of the EMD is that it requires a narrow-band for a stationary 

Gaussian is Fourier transforms methods. The second is to modify the global 

requirement to a local one and this is required for not including any unwanted 

fluctuations in the instantaneous frequency.  

The EMD of a data series ὼὸ is achieved by the following steps (Ding et al., 

2007; Huang et al., 1998) described below: 

1. Determine all the local maxima and local minima of the signal ὼὸ and 

then interpolate all the local maxima to create an upper envelope ὼ ὸ 

and lower envelope ὼ ὸ to cover all the data set by using the cubic. 

Calculate the mean ά ὸ of the upper and lower envelopes as: 

ά ὸ
ὼ ὸ ὼ ὸ

ς
 

(3-4) 

2. Subtracting the local mean ά ὸ from the data series ὼὸ gives: 

Ὤ ὸ ὼὸ ά ὸȢ Usually, Ὤ ὸ is treated as a candidate for an IMF 

to be tested to see if it qualifies as an IMF. Equation (3-4) will be 

repeated Ὧ times until an IMF is generated when the mean envelope is 

closest to zero. Then the first component Ὅὸ, which has the highest 

frequency of the signal, is generated as: 

Ὤ Ὧ ρ άὯὸ ὬὯὸȟ        Ὅὸ ὬὯὸ         (3-5) 

By generating Ὤit is anticipated to meet the requirements of an IMF. But this is 

often not the case, as the process of the generation or sifting the Ὤ may 

contain new extrema. As a result, the above sifting process is usually repeated. 

The sifting process functions in two ways: (1) to banish all riding waves in the 
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background of an IMF. This is necessary for the IF to be meaningful (2) to 

flatten uneven wave profiles. This is also required in case the neighbouring 

waves have very large amplitudes to have symmetry. However, the second 

function of the sifting process could annihilate the physical meaning of the IMF 

in the extreme. Consequently, a process for stopping the sifting is suggested as 

applying the standard deviation (SD), computed from two consecutive sifting 

results (Ding et al., 2007; Huang et al., 1998) 

Input data x(t)Input data x(t)

H(t) =x(t)-m(t)H(t) =x(t)-m(t)

Use cubic spline to construct upper and 
lower envelope with maximum and 

minimum respectively 

Use cubic spline to construct upper and 
lower envelope with maximum and 

minimum respectively 

Calculate the mean 
m(t) of the envelope

Calculate the mean 
m(t) of the envelope

X(t) = x(t)-h(t)X(t) = x(t)-h(t)

Is h(t) an 
IMF ?

Is h(t) an 
IMF ?

YesNo

 

Figure 3-4 HHT process in a flow chart 

1. The next step is to subtract Ὤ from the remaining part of the data series 

ὼὸ and the result or the residue is now the new the data series. The 

residue ὶὸ is still rich in information of lower frequencies. 

Consequently, it would undergo the same sifting process. These 

procedures above will be carried out until the generated residue is 

smaller than the defined value, which is usually the lowest frequency, 

and the final result is then: 
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ὶÔ Ὅὸ ὶὸȣὶὸ Ὅὸ ὶὸ (3-6) 

ὶὸ is the characteristic of the signal which cannot produce any more IMF and 

In is the nth IMF.  Every IMF contains a lower frequency component than the 

preceding one. The above procedure of the EMD can be summed up to 

recreate the signal ὼὸ (Ding et al., 2007; Huang et al., 1998). 

ὼὸ Ὅὸ ὶὸ 
(3-7) 

3.4.1.2 Hilbert Spectral Analysis 

The sifting process of the signal using the EMD produces the IMFs. The HSA is 

applied to each of these IMFs to calculate the aptitudes, and instantaneous 

frequencies in a frequency distribution according to equation (3-8) which is 

called the Hilbert Spectrum (HS).  The HS allows the local characteristic of the 

signal to be examined.  For an arbitrary time series, X(t), the Hilbert transform, 

Y (t), can be expressed as (Huang et al., 1998): 

ὣὸ
ρ

“
ὖ

ὢὸ

ὸ ὸ
Ὠὸ 

(3-8) 

where: ὖ denotes the Cauchy principal value. The transform exists for all 

classes of ὒ. 

When the HT is applied to each of the IMFs, the data can be expressed as: 

 

ὢὸ ὥὸὩὼὴ᷿  
(3-9) 

Equation (3-9) produces the instantaneous frequencies and amplitudes of the 

data. According to Huang et al. (1998) if the data were to be expressed in 

Fourier transform they would be: 

ὢὸ ὥὸὩὼὴ  
(3-10) 

Both ὥ andare constants. A comparison of equations (3-9) and (3-10) shows  

that the EMD can be thought of as a generalised Fourier transform. But the 

distinguishing features of equation (3-10) are that the IMF expansion, the 

amplitude and the frequency representation are not constants. This enables us 
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to represent the signal with a function whose amplitudes and frequency may 

vary with time Consequently, this analysis can deal with non-linear and non-

stationary data (Ngo, 2013). 

3.4.1.3 Instantaneous Frequency 

The Hilbert transform of the equation can be expressed analytically as: 

ᾀὸ ὧὸ ὮὌὧὸ ὥὸὩ  (3-11) 

where ὥὸ ὧ ὸ Ὄ ὧὸ  
(3-12) 

and —ὸ ÁÒÃÔÁÎ ὌὧὸȾὧὸ  (3-13) 

are the instantaneous amplitude and instantaneous phases respectively. 

Expressing equation (3-13) with respect to time gives the instantaneous 

frequency (Ye et al., 2008)) 

Ὢὸ
ρ

“

Ὠ—ὸ

Ὠὸ
 

(3-14) 

3.4.1.4 Marginal Spectrum 

In the HS, the amplitude and frequency are functions of time ὸ and 

frequency  , the amplitude or the energy (squared of the amplitude) in terms 

of a function of time and frequency Ὄȟὸ. The marginal spectrum (MS) can be 

expressed as: 

Ὤ ὌȟὸὨὸ 
(3-15) 

where, πȟὝ is the total time of the data. The MS depicts the collated 

amplitudes of the data and shows a measure of total amplitudes of each IF. It is 

an alternative to the traditional spectrum, such as the one from the Fourier 

transforms (Ngo, 2013). 

Cross-fertilisation of the EMD and the HSA is given the appellation HHT. The 

HHT is designed particularly for analysing non-linear and non-stationary data. It 

is based on differentiation rather convolution (Huang and Wu, 2008).  
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Figure 3-5 Comparison of marginal Hilbert spectrum with Fourier transform of 

the four ultrasonic two-phase flow data signals  

3.4.1.5 Mean frequency estimation using HHT 

The mean instantaneous frequency of the data is estimated from the Hilbert 

transforms of the IMFs and is computed as (Xie and Wang, 2006): 

ὓὍὊὮ
В  Ὥὥ Ὥ

В ὥ Ὥ
 

(3-16) 

where ά is the size of the data point,  Ὥ is the weighted mean frequency  

ὥ Ὥ  weighted mean of the amplitudes. The mean frequency estimation using 

the HHT provides estimations based on each frequency which is considered to 

be a true representative of the signal as the mean frequencies estimated are 

computed based on the relative magnitude of each frequency band. 

 

10
0

10
2

10
-10

10
-5

10
0

10
5

Spectrum Comparison-Energy -and -frequency EB

(b)                     Hz(1/sec)

E
n
e
rg

y

 

 

10
0

10
2

10
-6

10
-4

10
-2

10
0

10
2

10
4

10
6

Spectrum Comparison-Energy -and -frequency Slug

(c)                   Hz(1/sec)

E
n
e
rg

y

 

 

10
0

10
2

10
-6

10
-4

10
-2

10
0

10
2

10
4

Spectrum Comparison-Energy -and -frequency SW

    (d)                       Hz(1/sec)

E
n
e
rg

y

 

 

10
0

10
2

10
-8

10
-6

10
-4

10
-2

10
0

10
2

10
4

Spectrum Comparison-Energy -and -frequency SS

(a)                 H z(1/sec)

E
n
e
rg

y

 

 

Fourier Spectrum

Marginal Spectrum

Fourier Spectrum

Marginal Spectrum

Fourier Spectrum

Marginal Spectrum

Fourier Spectrum

Marginal Spectrum



 

72 

3.5 Results and discussion  

The results, which are described below in sections 3.5.1 and 3.5.2, demonstrate 

the application of the HHT for ultrasonic signals of gas-liquid two-phase. The 

HHT techniques were applied both for the determination of the mean Doppler 

frequency shift single phase flow and further adaptive analysis of the signals of 

the two-phase flow.   

3.5.1  Single phase flow metering 

For the purpose of calibration, a single phase water flow was metered using the 

ultrasonic sensor and the electromagnetic flowmeter. The measurement of the 

water flow was recorded on the Doppler flowmeter readings, electromagnetic 

flowmeter (reference meter) and raw data signals of the flow for offline 

processing. The single phase flow records were processed for estimating the 

mean frequency using FFT and the HHT. The results of the flow metering are 

presented in Figure 3-6  

 

Figure 3-6 Single phase flow rates estimated using the ultrasonic Doppler 

flowmeter, mean frequency estimation with FFT and HHT compared with EM 

flowmeter measurement 

It can be seen that the location of the test results for each flow data relative 

position on the graph are within the range ρπϷ  of the reference meter 

readings, where UM is the ultrasonic flowmeter measurement, FFT is the 
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ultrasonic measurement from raw signal processed using the FFT technique 

and HHT refers to ultrasonic processing using the HHT method.  

Figure 3-7, shows a comparison of the Fourier spectrum and Marginal 

Spectrum obtained from the HHT techniques of a single phase flow rate 

metering.  

 

Figure 3-7 Spectrum comparison of Fourier spectrum and Marginal spectrum 

3.5.2 Characterisation of air-water flow 

3.5.2.1 EMD of the Doppler signals 

The EMD is an adaptive, intuitive and data driven algorithm for dealing with 

non-stationary signals to eliminate riding waves and to make wave profiles of 

the signal more symmetric. The algorithm picks out the highest frequency 

component of the data in descending order (Huang et al., 1998). In order to 

adaptively decompose the raw ultrasonic signal of the two-phase into its 

intrinsic mode functions, the results are displayed in 17 IMFs and the original 

signal itself as an IMF1 at the top.  

Figure 3-8, Figure 3-9, Figure 3-10 and Figure 3-101 show the decomposition of 

the ultrasonic signal of the two-phase flow into 17 modes: IMF2ïIMF 17 for 

stratified smooth, bubbly flow, slug flow and stratified wavy flow respectively. 

From the figures it can be seen that the IMFs have different local frequencies. 

The process of the decomposition picks out the highest frequency component 
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first, followed by the component  with the second highest frequency and so on 

until the residual R is the residual signal after the decomposition which is not an 

IMF (Ding et al., 2007). In addition, the decomposition shows that the higher 

frequency information with smaller amplitudes and low-frequency information is 

represented by larger amplitudes (Ding et al., 2007). 

 

Figure 3-8 Extracted IMFs from the ultrasonic data of the air-water stratified 

smooth flow using the Empirical Mode Decomposition 
















































































































































































































































































































