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Abstract

This work presents a novel algorithm for supersonic combuasnodelling. The method in-

volved coupling the Conditional Moment Closure (CMC) motbe fully compressible, shock
capturing, high-order flow solver, with the intent of mod®il a reacting hydrogen-air, super-
sonic jet.

Firstly, a frozen chemistry case was analysed to validaetiplementation of the algorithm
and the ability for CMC to operate at its frozen limit. Acctg@apturing of mixing is crucial
as the mixing and combustion time scales for supersonic #oe/sn the order of milliseconds.
The results of this simulation were promising even with aexjotainable excess velocity decay
of the jet core. Hydrogen mass fractions however, showe@dfaeement to the experiment.

The method was then applied to the supersonic reacting €&88ERA. The results showed
the method was able to successfully capture chemical noitdetum effects, as the lift-&
height and autoignition time were reasonably capturedtriDigions of reactive scalars were
difficult to asses as experimental data was deemed to be veryrmgec As a consequence,
published numerical results for the same test case wergadtilo aid in analysing the results of
the presented simulations. Due to the primary focus of th#ygbeing to assess non-equilibrium
effects, the clustering of the computational grid lent itsemeared and lower magnitude wall
pressure distributions. Nevertheless, the wall pressistelmitions showed good qualitative
agreement to experiment.

The primary conclusions from the study were that the CMC wettis feasible to model
supersonic combustion. However, a more detailed analysistlemodels and closure assump-
tions must be conducted to assess the feasibility on a madafaental level. Also, from the
results of both the frozen chemistry and the reacting cdmegdfects of assuming constant
species Lewis number was visible.
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CHAPTER 1

Introduction

1.1 Current State of Scramjets

Ramjets and supersonic combusting ramjets (scramjetsapyiadvantage over conventional
air breathing propulsions systems such as turbofans ahdjats is that they have a higher op-
erational velocity ( Mach- 7 ). This extends the operating limits of air breathing ptejmun
into high Mach regimes where other forms of propulsion daten(i.e rocket propulsion) as
shown in Fig.1.1 The image also shows the performance characteristiceofatious propul-
sion systems. It is clear that ramjets and scramjfts @n alternative to rockets at high Mach
numbers, and are the only solution for the air breathingsad&propulsion to achieve these high
velocities.

However, it is not to say that scramjets overall are mdieient than conventional air breath-
ing systems. As with any form of propulsion, there are speoifierational envelopes that each
type of engine can operatéieiently within. With all forms of propulsion there are desige-
strictions based on predicted operating conditions. Bloghramjet and scramjet share similar
components (or sections) and the engines themselves agrisechof three main sections as
shown in Fig.1.2 the inlet ramp, the combustor and the nozzle.

Unlike conventional air breathing engines that use a sefieempressors to compress the
air before combustion, the ramjet class of engines use toeirard velocity and a specific
inlet geometry to “ram” compress the incoming air as it pass# the combustor. The inlet
ramp is designed in such a way that it uses specific geometyetie shockwaves that turn
the flow towards the combustion chamber, and compress itckfaves will have dferent
properties depending on the incoming freestream veloarty, it is therefore a crucial design
parameter to know the minimum operating Mach number of thie @rder to design anfécient
inlet section. The absence of moving parts and active cosspre means a much simpler
overall engine design. However, the primary issue arisiagifthis is that in order to achieve
this ramming éect induced by generated shockwaves, the vehicle (or engiost have an
high initial velocity. With the lack of active engine compants this can prove to be nearly
impossible, and in order for the engine to achjatiése its only form of compression, there
must be an additional propulsion system to give it its ihfiaward velocity. That is why the
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Figure 1.1: Efficiencies of Propulsion Systenm3]]
general idea behind ramjets and scramjets is to couplehtambther form of propulsion to give
the vehicle its initial forward velocity.

Exhaust Nozzle
Clow

Direction of Flow l\ -\
4
Inlet R'.mtp\

Bleed Entrance

Figure 1.2: Schematic diagram of ramjet and scramjéf][

One of the main dierences between the ramjet engine and the scramjet, isthiaeframjet,
which tends to operate at supersonic velocities, the inegrair is difused to subsonic speeds
upon entering the combustion chamber. Consequently, cstiobutakes place with locally
subsonic air. For operation at hypersonic speeds (typiedlbve Mach~ 5), it is not dficient
to diffuse the incoming air to subsonic velocities, therefore tinarsjet allows supersonic air
to pass into the combustion chamber (typically around Ma&) and the combustion process
takes place with locally supersonic air.
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Supersonic flow within the combustion chamber leads to masiga issues and challenges.
Firstly, due to the high speeds of the flow entering the conntmushamber, the flow residence
time within the combustor is on the order of milliseconds.isTproves to be a challenge for
proper mixing of the fuel and air, and for combustion to océs a result of this short residence
time, the typical fuel chosen in these engines is hydrogens thosen specifically for its
tendency to auto-ignite when exposed to high temperatudsas those already present in the
combustion chamber. This avoids the need to incorporateetional ignition mechanisms
such as flame holders which may alter the flow and generaté&kshvatich add unnecessary
complications and irféiciencies to an already challenging problem.

1.1.1 Current Scramjet Projects

There have been, and continue to be, many research ingsataking place all over the world
that are attempting to learn more about the processes arsicphyehind scramjet operation
and design. The FALCON (Force Application and Launch froomi@ental United States)
is a joint project by DARPA (Defence Advanced Research Rtsjdgency) and the United
States Air Force (USAF). The first part of the project inval\ibe development of a reusable
Hypersonic Cruise Vehicle (HCV). The second part of thegubjnvolved the development of
a launch system for the HCV to attain hypersonic speeds. MpeiHX program , headed by
NASA, realised the X-43 unmanned hypersonic aircraft. Wfeetotal of 3 times, of which
two of the flights failed. However the third flight in Novembeir 2004, set a speed record
achieving Mach- 9.65. The X-51 program is a collaboration between Boeingtt& Whitney
Rocketdyne, NASA, the Air Force Research Laboratory, aediefence Advanced Research
Projects Agency. The latest launch was in May of 2010 andesstually achieved Mach 5.
LAPCAT (Long-Term Advanced Propulsion Concepts and Tetmies) is funded by the Eu-
ropean Union to develop Air-breathing propulsion systeorshfypersonic passenger aircraft
and is currently headed by Reaction Engines Limited.

The HyShot project is an initiative from the University of €ansland Australia to under-
stand the relation between pressure measurements madg dupersonic combustion in the
University of Queensland’s T4 shock tunnel, and those abthin flight. It has developed into
a large international project receiving support from Gamp&outh Korea, Japan, UK, and the
USA. To date, there have been a total of 5 launches: HySHf) @nd in 2007 the HyCAUSE.
In-flight combustion was realised only in HyShot Il and Ilh& next phase is the Hypersonic
International Flight Research Experimentation (HiFixehere the aim of the program is to in-
vestigate the fundamental science of hypersonics andattouguture aerospace applications.

1.1.2 High Enthalpy Shock Tunnel Gittingen (HEG)

With the increasing complexity of modern aircraft, and tbatmually increasing flight speeds,
standard wind tunnel testing becomes increasingdfiycdit. The indficiency is compounded
when breaking into the hypersonic flight range. The extreangperatures and high pressures
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(a) X-34A after release from the B-52B][ (b) Artists concept of the X-51A]

-

i

(c) HyShot-1I flight test in
2002 B]

Figure 1.3: Example of Scramjet Projects

are very dfficult to recreate without specialized equipment. There erigt a few tunnels that
are capable of operating at hypersonic velocities; The TdcEfunnel at the University of
Queensland in Australia, the NASA Langley Research Cent®frginia, USA, and the High
Enthalpy Shock Tunnel Gottingen (HEG) at the German AaosiCenter (DLR).

The HEG is a free-piston driven shock tunnel and is capaltlesting a full geometry scram-
jet with internal combustion and external aerodynanfiiects. HEG has been utilised in numer-
ous space programs and has been linked to many CFD investigatl he investigations ranged
from basic aerodynamic configurations in high enthalpy floilwscomplex re-entry regimes.
HEG is designed to provide a pulse of gas to a nozzle at stagnatessures of up to 200MPa
and stagnation enthalpies of 24/g.
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Figure 1.4: Schematic of the High Enthalpy Shock Tunnel in Gottinggd] [

1.2 Problem Description

1.2.1 Previous Studies

The scramjet combustion process is still being scrutiniaad studies have gone into attempt-
ing to simulate it. However, most of these simulations hagenbdone and validated using
the Reynolds Averaged Navier-Stokes (RANS) approach tauteance modelling. In order to
fully understand the processes that occur within the cotrdiushamber, flow studies need to
be conducted on mixing mechanisms, fuel injection and patieh, and on general flow in-
stabilities. The RANS method of flow modelling is inherentigs capable of capturing and
resolving instantaneous detailed flow attributes with eespo other methods such as Large
Eddy Simulations (LES) for example.

Karl et al.[47] stressed the “necessity and urgency of precise validatperiments and of
a close link between ground testing, CFD analysis and fligheements”. In 2011, Ran&¥)]
began a study to model the mixing in the combustion chamber siframjet using a higher
resolution turbulence modelling technique. The study aogep of two main parts:

1. An Implicit Large Eddy Simulation (ILES) case study of artsverse sonic circular jet
injection into a supersonic cross-flow (JISC). This was dtmnealidate a digital filter
based turbulent boundary condition. The digital filter waalgsed against other forms of
turbulent data inflow generation methods to view its religband suitability. The filter
was then used to study the JISC of a single hydrogen jet.

2. An analysis of the full geometry (internal and externdl}lee HyShot-1I scramjet was
conducted to get the inflow conditions to the combustion dhe&min two dimensions.
Once the inflow conditions were determined, they were agigethe inlet conditions in
the simulating of a purely mixing (frozen chemistry) thidiezensional (3D) section of
the Hyshot-Il combustion chamber.



6 Introduction

1.2.2 GoalgObjectives for Current Work

In response for a higher fidelity combustion model for scetrapplications, the primary ob-
jective of this work is to demonstrate a first approach anddatibn of a novel algorithm to
successfully model supersonic combustion. This is to beeaet through the following steps:

¢ Validation of a proposed chemical mechanism
e Application of the numerical methods to simulate a inertdoggn-air mixing case

e Simulate a simple supersonic reacting hydrogen-air jet

Once validated, the code will be used to simulate the flowiwitine a 3D section of a scramjet
combustion chamber. The results can then be compared teshks obtained from the tunnel
testat HEG at DLR.

1.2.3 Scientific Challenges

e Model Validation - The combustion model used has been exiegsvalidated in the
subsonic regime but not yet validated in the supersonicregiThis becomes problematic
as its underlying assumptions, and the sub models usedde céstain terms, may not be
valid for high speed compressible flows.

e Supersonic Combustion - High speed combustion igtacdit phenomena to model. The
chemical reaction time scales become comparable to flow $icaées and thus, many
assumptions used to model low speed combustion are no lealijgr The increased flow
time scales can create combustion instabilities, and patesver-strain of flames can
lead to areas of local or complete extinction.

1.2.4 Layout

Chapter 2 will give the reader an overview of the underlyimgpry behind the study. First, is an
introduction to turbulence, where processes and impoftemtamental characteristics will be
developed and explained, followed by a section on commdutence modelling techniques.
Following turbulence, combustion will be introduced to tieader. More emphasis will be
placed on the non-premixed turbulent combustion withinghapter, as it is pertinent to the
current study. This section will be followed by an overviefloe more popular combustion
models.

In chapter 3 the numerics and governing equations will beld@ed. Firstly, an overview of
the governing flow equations used within the code will be @nésd, followed by the outlining
of the specific combustion model used. The sub-models imgiésa within the code that are



1.2 Problem Description 7

used to close the system of equations and model specific teithtisen be explained, followed
by a discussion of the implemented numerical scheme.

Chapter 4 will present the results of the study, beginnintp \&i frozen chemistry case to
assess the implementation, and the mixing behaviour egptoy the code and methods. This
section is followed by a presentation of the reacting caserevthe combustion model will be
used and allowed to simulate the supersonic mixing and cefidsuprocess of a supersonic
hydrogen jet.
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CHAPTER 2

Literature Review

This chapter will explain the elementary concepts assediwiith turbulence. More specifically,
the concepts of turbulence that are of more relevance to adetting in engineering applica-
tions will be discussed: The transition of flow to turbuleoti laminar, types of turbulent flow
such as shear layers, the scales of turbulent, and the idemefgy dissipation in turbulent
flows.

2.1 Whatis Turbulence?

Turbulence exists everywhere. It is rare that everythinigmsinar and smooth. It is visible
in many things and everyday events, yet it is considered ta bermal phenomena and most
people don't think anything of it; from doing laps in a pod, pouring cream in a morning
coffee, turbulence is all around. What is not realized is thergttecomplexity within turbulent
flows. By “definition” turbulence is chaotic, random, and wexlictable. The word definition
is used loosely here, because there is no clear idea of whattlabulence follows and thus,
is difficult to define precisely. To better exemplify the chaotiaunatof this flow, consider an
experiment where the objective is to measure the velocity @rtain point in a field. If the
same point in space were chosen as the measurement poartjless of the number of times
the experiment was run, there would bé&elient temporal velocity distributions for every run.
This irregularity of the flow means that is is venfiitiult to model explicitly. Hinze40] and
Davidson PQ] both state that the definition and theory of turbulence rbesstatistical, and is
possible to describe only by the laws of probability.

To make the modelling of turbulence easier, the velocity ponents in all three directions
(one dimension considered in the processing example) canoken down into a mean, and a
fluctuating term as shown in Eq. 2.1.

u=u+u (2.1)

whereu is the mean velocity, and’ is the fluctuations at a given time. Fig.2 shows a

schematic diagram for the time history of a stream-wiseaigi@omponent for unsteady turbu-
lent flow. This image depicts the instantaneous mean, aniéitiog velocities associated with
this velocity component. The breaking up of the velocitypimultiple components is an im-
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Figure 2.1: Example of everyday turbulencé]|

portant relationship because certain turbulence modgftiathods use this assumption in their
construction. More of this is discussed$in?2.1.3

Figure 2.2: Streamwise velocity component at a given location in spacari unsteady turbulent flow.

Turbulence can be broken down intdfdrent categories, each with underlying assumptions
as to how it behavedp).

e Homogeneous turbulence, being the simplest and most deassames that the turbu-
lence has the same structure in all parts of the flow field. ©ballvelocity fluctuations
may be diferent in the three principle directions (assuming a Catesoordinate sys-
tem), but the respective magnitudes must be constant thoaigegardless of spatial
position. i.e.u’ (X, t) = (1, 2, 3);u' (X, t1) = (1,2, 3)

e Isotropic turbulence is an extension of homogeneous tertog, however, in the case of
isotropic turbulence, there is no directional preferefdse velocity fluctuations are the
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same in all directions. Similar to homogeneous turbuletieemean velocity possess no
gradienti.eu’(x;,t1) = (1,1, 1);u' (X, t1) = (1,1, 1)

¢ Anisotropic turbulence, is the most complex method of dbswy turbulence, but also the
most realistic. The statistical features have directigmaference and the mean velocity
exhibits a gradient.

These classifications are designated to make modellingrebsicause in certain flow scenarios
the flow can be approximated to have some of the propertiesom®y discussed which makes
analysis much simpler.

One of the most important properties in fluid dynamics is tlegr®lds numberRe. It is
defined as the dimensionless ratio between the inertial etows forces in the fluid, and has
a profound ability to hint at what regime the flow may be exgecing (laminar, transition, or
turbulent). Itis not definitive that a certain Reynolds nemtiow will be experiencing a certain
flow condition. Depending on the type of flow, the approximerti¢ical Reynolds numbers
separating the regimes will beftBrent. The three main classifications of flows are shear layer
flows, wall-bounded (boundary layer), and grid-generatedulence. In this study, only the
first will be considered and presented§ir2.1.1

In certain engineering applications, turbulence is oftexfgrred over laminar flows such as
when fluids must be mixed. An important characteristic obtlence is its ability to transport
and mix fluid much more féciently and rapidly than a comparable laminar flow. In aerody
namic flows (aircraft, automotive etc.), drag is of extremmpaortance as it is a characteristic
parameter in assessing th&a@ency of the system in question. In turbulent flows the shear
stresses (and hence the drag) are much larger that it wouldtte flow were laminar 76].
Therefore, care must be taken into aerodynamic design asttallow unexpected transition
into turbulence.

In order to understand turbulence and how it is formed, theetphases (or processes) must
be understood. The first procegsoduction is simply the initial process of producing the
turbulence. This exact process varies fdfatent flow regimes, but remains the same in the
aspect that within the flow you will have formation of eddiésvarying scales. Secondly, there
isdiffusion This process defines the part of the turbulent flow that adtansport the generated
eddies, and thus mass, energy, and momentum, within the Haglly is thedissipationphase.

As the eddies become smaller and smaller, eventually tleowssforces becomes larger and
dominate consequently dissipating the eddies. The firsptvases can also be considered to be
part of the transition process from laminar to turbulent flow

2.1.1 Transition to Turbulence

Returning to the definition of turbulence, Davids@9|[ stated that “it is hard to give a def-
inition to what turbulence is, it is better to simply note tteehenv[viscosity] is made small
enough, all flows develop random, chaotic component of matidlthough this may not de-
scribewhatturbulence is exactly, it is a very good definition of flow beloarr and its response
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to changes in specific properties, with respect to Reynalusher. One of the general ideas
behind transitional flow is stability. Several factof$eat the transition to turbulence, such
as surface roughness, heat transfer, pressure gradiémtjtyeyradient, and free-stream tur-
bulence. These factors all culminate to produce pertwbatin the flow, but what generally
determines whether the flow remains laminar or transitionsitbulent, is the ability for the
flow to naturally dampen out the excess energy caused byrldi#staes or instabilities. This is
of course a very general stability criterion, but for theesalk explaining the concept behind
transition it will be left as such. Based on the Reynolds nendzfinition, assuming we have
a low Reynolds number (common for laminar flows) with no addil varying flow param-
eters, it can be confidently assumed that the viscous foreedaminant and that any small
perturbations within the flow will be dissipated. Thus, thenflis “stable”. However, in very
high Reynolds number flow (which is common for turbulent flpwike inertial forces can be
considered to be dominant and thus, the same perturbatieasnged to the laminar flomay
cause the flow to become unstable, and thus turbulent. Thegses that turns flow turbulent
is different for wall bound flows and free-shear flows, the latteoibé discussed in the next
section.

Turbulent Shear Layer Flows

For shear flows, instabilities mainly arise from the mearoewy differences at the interface
of two parallel flow fields. This instability is known as the Iki@-Helmholtz (KH) instability.
Hoffmann B1] exemplifies this instability by giving an example of two flswvat diferent ve-
locities separated by a splitter plate. When the flows pasgldte and come into contact, the
instability occurs. The KH instability in the free sheardays due to the inviscid characteristics
of the flow, and viscosity has littlefieect on the phenomend§)] as long as it remains low.

: 4

Figure 2.3: Kelvin-Helmholtz instability in the atmosphere of Satugh [

The stability criterion of parallel flows can be broken downtbe following analysis. Two
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parallel flows are given an infinitesimal perturbation, whitself, can be broken down into

separate modes. Each mode is analysed to sefédts en the flow interface instability; whether
it grows in amplitude, remains stable, or dissipates in tififee instability is defined below by

the two modes wheregis the instability shape, and is the component of the wavenumber in
the direction of the principle velocity. More informatiofoag with full detailed analysis can

be seen in25,85):

piVU1 +pUz Kepwo2(U1 = U2)*  kg(os” - p2°) :

pr+p2 (p1 + p2)? P11 P2
Taking an example of a simple shear layer we can assume aestapé by setting = 0
(gravity). This simplifies the above equation to,

ik p1U1 +p2U2 N kX Vp1p2(Ul - UZ)
" pr+p2 P1tp2

S = —iky

(2.2)

S =

(2.3)

Eg. 2.3 shows that the KH interface is unstable at all wavdyars) ass always takes on a
positive real component. To further exemplify the instigpdirowth, the assumption of uniform
density p; = p») can be made to further simplify Eq. 2.3 to yield,

S= —%ikx (Ul + U2) =+ %kx (Ul - U2) (24)

This form of the equation shows more clearly that the inditsgtgrows proportionally to the
wavenumber i.e. larger wavenumbers grow more rapidly, anfé initial velocity diference
between the parallel flows i.e. largerffédgrences grow more rapidly. Since wavenumber is
inversely proportional to wavelength, the instability wsofaster for smaller wavelengths than
for larger wavelengths.

Fig. 2.4 demonstrates the evolution of the KH instability. It is alovs that the instabilities
grow in size with time. As the instabilities grow, they emtréhe surrounding flow eventually
turning the flow fully turbulent. From FigR.4 it is apparent that the KH instability creates a
great deal of mixing within the shear layer and thus, can remely beneficial for applications
such as combustion where rapid mixing is required. In the cdsndustrial systems, jets are
commonly used to inject fuel into combustion chambers, ,tthes primary mechanism for jet
breakdown and mixing, are shear layer instabilities. Frbmabove analysis, it would seem
that the jet injection velocity has a great influence on ngxand jet breakdown, and by simply
tweaking the velocities, the mixing characteristics caalbered significantly. ThefBect on the
initial stream velocities will be demonstrated in the predieg chapters.

2.1.2 Scales of Turbulence and the Energy Cascade

Turbulence can be considered to be comprised of eddieffefelt sizes. An eddy is a turbulent
motion with a local region of finite size and is a fairly coharstructure. Turbulent flows are
generally characterized by a wide range of eddies varyirgizie and vorticities, and the size



14 Literature Review

Figure 2.4: Evolution of Kelvin-Helmholtz instability J].

of these eddies, have distinguishable upper and lowerdimithe upper limits of the large
eddies is determined mainly by the characteristic length@problem under investigation, and
contain the majority of kinetic energy of the flow. The lowenik is determined by viscosity
and typically at these scales, the viscous and molectiiects are dominandp)]. The transfer
of kinetic energy from the large eddies to the small eddiégmnvn as the energy cascade.

For homogeneous turbulence, the rate of energy dissip@jamestimated to be equal to the
rate of energy production by the turbulence. The large ssddites are assumed to have energy
on the order of their specific kinetic energyg] whereuo is the characteristic velocity of the
same order of magnitude of the mean velocity of the flow. Thgeladdy length scalk, is
comparable to the flow scale L. An important parameter fodiksipation, is the time scale of
the large eddy (or the turnover time) which essentiallyespnts the lifetime of the eddy. This
turnover time is given byo = lo/uUo. Together, these parameters give the energy dissipation
rate,

2 3
Us Ug
€E= — = —

(2.5)
To IO

This equation shows that the energy dissipation at largeseaindependent of viscosity. For

the smallest scales, or Kolmogorov scales, length, veloaitd turnover times can be defined

as

V3

PN

)

u, = (ve)2 (2.7)

n=(— (2.6)
E
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7= () (2.8)

For homogeneous steady turbulence, energy is not createdestroyed, and therefore
through the energy cascade, the dissipation must also dogahte of transfer to the next
scale and so on. This occurs fier scales until finally reaching the Kolmogorov scale. Within
the equations previously shown for the Kolmogorov scalagxpression can be obtained for
the energy dissipation at this scale to be:

2
el (2.9)

772
In this case, there is a clear dependence on viscosity atrthkest scales. Through the cascade
of energy from one scale to the next, it can ultimately be #aad the energy created by the
turbulence at the large scales is dissipated by the smalbe#s. This again is only for ho-
mogeneous steady turbulence where energy is constant.oRbe tissipative nature of flows,
if we take unsteady turbulence, without any external ensmyrce, the viscosityfiects the
of the small scales will eventually decay out the turbulenthe r scale, can be considered
as a measure of the dimension of eddies which produce the digsipation as the turbulence
considered.40|

Log (energy) Energy cascade

|

Energy generated
at rate 185

B~

[ssapanion of
ENErEy at rate §
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I-——-J
1 1 ] o
| | Log (k)
Energy Containing Range | I | 8
- e -
Eddies depend on land v (g 'Eddies depend on v

Figure 2.5: Schematic representation of energy casc@@KNodified).

This process is graphically represented in Rig. This figure is known as the energy spec-
trum, and is commonly used to analyse turbulent kineticggnérhe turbulent scales are com-
monly represented graphically using their wavenumblers The energy spectrum is divided
into two main sections, the Energy Containing Range and theddsal Equilibrium Range. In
the Energy Containing Range, the energy is produced by thelence and contained in the
large eddies. In general, large eddies are anisotropicasmdfected by boundary conditions



16 Literature Review

of the flow. Kolmogorov argued that all information about tifeometry of the large eddies is
lost during the cascading process, and that after a cehlteestiold the eddies were statistically
similar in nature. The universal equilibrium range can benee as the point (or the scale) in
which anisotropy of the large eddies ends, and isotropy ®fthall scales begin. This length
scale is given byg, and is approximated to have a valud gf= 15/6.

The Universal Equilibrium Range can be divided into two sugies. The Inertial Subrange,
and the Dissipation Range. The Dissipation Range is wheteeaénergy of the turbulent flow
is dissipated by the smallest scales due to viscdiests. The Inertial Subrange is the portion
of the spectrum that contains most of the cascade. Kolmegiteaved an expression for the
energy density of the Inertial Subrange given by,

E(K) = Ce3k™ (2.10)

where C is universal constant. According to Kolmogorov,ghergy cascade follows the same
trend upon entering the Inertial Subrange regardless ajebenetry and properties of the flow.
This has not been proven analytically, but 2goshows the energy density distributions of vari-
ous experiments of ffierent geometries and properties. This figure shows signtfagreement
to Kolmogorovs hypothesis.

Returning once again to the definition of Reynolds numbenguthe aforementioned large
scales one would obtain the Reynolds number of the largesddRe) = Uglg/v. This Reynolds
number is large (comparable to the Re of the flow) so ftiieces of viscosity are negligibly
small. The large eddies are typically unstable and breakrapsferring their energy to the
smaller eddies. The smaller eddies undergo a similar bpeplacess, and transfer their energy
to yet smaller eddies. This energy cascade continues tetR&1) = u(l)l/v is suficiently
small that the eddy motion is stable, and molecular visgasiteffective in dissipating the
kinetic energy. The Reynolds number obtained using the Kglmov scales is unity, which
demonstrates that the cascade process takes place uttigtReynolds number is small enough
for viscous dissipation to become comparable to inertiads. This illustrates once again, that
at the small scales, viscosity is dominant. The small saade related to the big scales by,

1-Re (2.11)
u
1 Rei (2.12)
Uo
O Ret (2.13)
To

The relationships above show that the larger the Reynoldgey the smaller the Kolmogorov
scales. This has tremendous repercussions when choosiethadrto numerically represent
a turbulent flows because, as will be discussed in the nekbsedifferent methods to model
turbulence exist, each with their own underlying assurmstio
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Figure 2.6: Turbulent kinetic spectrum depicting the energy dissgratiends proposed by Kolmogorov

[76].
2.1.3 Turbulence Modelling

The three main models for numerically modelling the turbake éfects areDirect Numeri-
cal Simulation(DNS), Reynolds Averaged Navier StoKBsANS), andLarge Eddy Simulation
(LES). Each of these methods have their own advantages aadwdintages, but the main ad-
vantage behind having such a wide range of modelling teciesigis the flexibility to be able
to use any of them for a specific application, and a desiredracg. In this study, a deriva-
tive of LES will be used, Implicit Large Eddy Simulation (IS} In the following section the
three main turbulence modelling methods will be descridedgwith their advantages and
disadvantages, however, more emphasis will be placed oran@3LES.

Direct Numerical Simulation (DNS)

In DNS, the governing flow equations are numerically comgulieectly. This method aims to
resolve all scales of turbulence, from the large visibléescall the way to the small Kolmogorov
scale. Due to the resolving of even the smallest scale, iardadsuccessfully and accurately
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capture these scales, the spatial resolution of the cortigutenust be sfiiciently small to
capture all the fluctuations. Based on the discussidgh 1.2 specifically Eq. 2.11, we can
see that the smallest scale are inversely proportionaletdrétynolds number to the power of
three quarters. For industrially applicable turbulent 8pWweynolds numbers can be on the
order of 16 ~ 10°, resulting in extremely small Kolmogorov scales. To resabuch small
length scales with DNS, the spatial resolution would nedaetemaller than the smallest scale.
The number of grid points on the computational grid would¢f@e need to be on the order
of R€/4. This means for a Reynolds number of 1the number of grid points would be on the
order of 2x 10*.

Aside from the spatial resolution of the method, the DNS memphe must also have high
temporal resolution. In order to maintain accuracy and rhtduetime scales, the temporal
resolution must be smaller than the lifespan (turnoveejioi the smallest eddy. From Eq. 2.13
it can be seen that this is also quite small. Coupled togethertotal computational time to
simulate a reasonable Reynolds number for a short timeddmibn the order of months with
the current available computing power. Typically, the agilons for DNS are limited to low
Reynolds flow with simple geometries (periodic). Aside frdme tremendous computational
cost required by DNS, it is the most accurate form of simntaturbulent flow. It is often used
to validate experimental results, or to provide validatitata for lower resolution turbulence
modelling methods.

Reynolds Averaged Navier-Stokes

RANS is the most commonly used method for simulating tunhbcge specifically in industry.
The premise behind RANS is the decomposition of variablesimean and fluctuation com-
ponents with the final solution of the simulation being thediaveraged quantity of the flow
variables. The process of obtaining RANS from the govermiggations (by time averaging)
introduces additional unknowns terms that must be modellbd time averaged results, along
with with the addition of submodels to close the system ofagigns, lends to the fact that
RANS is much less accurate than DNS. It should be stresseththerm accuracy in this case,
is relative. The accuracy depends highly on the applicadimh the desired results. Another
main diference between RANS and DNS is the method in which they sb&/édw. In DNS
the flow field is resolved, while in RANS it is modelled. Thigtdrence comes with the ben-
efit that the grid for RANS can be much coarser than that of DM&lvmakes it simpler and
less computationally expensive. The consequence of thibat the RANS solution is free of
fluctuations and instantaneous flow phenomena. Howevelyvieg of all the turbulent scales
down the the smallest, may not be required in many engingeqplications, and the mean
flow quantities may be shicient.
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Large Eddy Simulation

Between these two extremes of DNS and RANS, there exists dlengtound, LES. The
premise of LES is that the large scale eddies (up to predatedhiilter size) are resolved while
the smaller scales are modelled. Operating as a low-pass fiile small scales are filtered out
of the governing equations to eliminate the necessity tolveshem, and the flow equations
only resolve the large scales of turbulence, and model tredl stales. The modelling of the
small scale eddies comes from equations known asubgrid scalanodels (SGS) which act
as small scale turbulence models for the flow.

The SGS models objective is to close the system of flow equatlmat generated additional
dissipation terms when filtered, and to capture the casdddeedic energy through the inertial
range (Fig.2.6). There are many SGS models, but some of the more popularaveethe
Smagorinksy, and the Dynamic-Smagorinksy models. The Srirdgy model gives generally
good predictions of dissipation, but tends to break dowranditional flow and near walls. The
Dynamic-Smagorinksy model uses d@drent method to calculate subgrid dissipation, and has
been seen to be valid at near wall locations. The formatid®@% models is still an on-going
research area and new developments are still being dewklée example, In 2007 You and
Moin [61] developed a dynamic global-ceient SGS. The specific attributes of each SGS
model will not be discussed, but as mentionediedent models are better applied irffdrent
situations, such as flow near a walls.

Since LES models the small scales, it allows the spatialuéea to be more coarse than
DNS. This allows LES to simulate (less accurately) more demphigher Reynolds number
flows for a lower computational cost than that of simulatirggnailar flow with DNS. Compared
to RANS, LES provides a much more accurate solution but aghenicomputational cost.
However, practically, the main issue with LES is that it waswsn to be too dissipative in
certain areas, making it fiicult to calculate transitional flows or flows with discontitnes.
One method to bypass this excess dissipation was to eliemthat SGS models all together.
This method is known as the Implicit Large Eddy SimulatidcEE). ILES attempts to utilize
the truncation error and the artificial viscosity generdigdhe numerical scheme in place of
the SGS viscosity model that the Classic LES modellingsgdi8]. This method however,
has problems of its own. It requires in depth knowledge ofrthmerical scheme used, more
specifically, the truncation error generated. Thornberl.ef83, 88] derived a ILES scheme
where they were successfully able to match the dissipafitimeonumerical scheme to that of
the inertial energy cascade. More importantly, excellgmeeament between simulations and
experimental results was shown in the presence of disaghés.
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2.2 Combustion

Combustion can be considered a collection of chained seHlarated elementary chemical
processes that vary in time scale. It is a temperature depénexothermic process between
a fuel and oxidant, that utilises the bond energy betweeroutés to produce heat and light.
There are two classifications of combustion:

¢ Non-premixed Combustion or diffusion flames Normally involving only two streams,
the fuel and oxidizer are initially contained separatelg Arought together for combus-
tion. The flame cannot exist anywhere else except where thestiwwams meet because
on either side of the flame front, the mixture is either tod e too lean for combustion
to occur. At any point in time, the removal of one stream awteally terminates the
combustion process. This property makes non-premixed getign a very safe com-
bustion mechanism. It has been studied extensively and eaedn in many everyday
applications such as furnaces, diesel engines etc.

e Premixed Combustion This form of combustion has not been studied as extensasely
non-premixed combustion. In premixed combustion, thednel oxidiser are not initially
separate, but instead, brought together to form a volaitéume prior to combustion. The
process of combustion occurs by the propagation of a flameraepg the burnt and un-
burnt mixtures. In this combustion mechanism, the flame egmbanywhere within the
mixture that has a temperature high enough for ignition agure already has fuel and
oxidizer mixed together in appropriate proportions. Thisams that practically, this is a
much more dangerous mechanism than non-premixed combudiflany everyday ap-
plications exist for premixed combustion such as sparkimmengines, and gas fuelled
turbine engines.

However diferent the mechanism is for either premixed and non-prenaaetbustion, both
these combustion mechanisms are similar when analysing higher-level characteristics.
They both utilise similar parameters and characteristbcdescribe the overallfigciency of
combustion. Among these characteristics, one of the mgstitant parameters in combustion
modelling is the mass fraction. It indicates the total gugrdf a specific chemical species
within a mixture. The mass fraction is given by,

Yy = — (2.14)

wheremy represents the mass of a chemical spekiesdm is the total mass of the mixture.
Extending beyond this concept, the total amount of fuel andirer in a system have a great
effect on the combustion characteristics. Howevéiedent premixed and non-premixed com-
bustion are, the similarity between any chemically regctiystems is the amount of respective
fuel and oxidizer for an "ideal” combustion process. Thisa# known as the stoichiometric
ratio. Considering a chemical reaction, the ratio betwaerokidizer (O) and the fuel (F) is the
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stoichiometric ratio, and is given by, v
(0]
s (YF )st (2.15)
In reality, the mixture of fuel and oxidizer will not alwaysist in stoichiometric proportions,
and therefore it is convenient to define dfelient ratio that relates the actual mixture ratio
present, to the stoichiometric ratio. This relationshifnewn as the equivalence ratio. The
equivalence ratio for the premixed regime (denoted by suyligu) is

Ye Mg
s Fog© 2.16
=55 = St (2.16)

v
m

As previously mentioned, for non-premixed combustion, dRiglizer and fuel are kept sepa-
rately and only brought together for mixing and combustitiris not said that the stream of
either is pure fuel or oxidizer, and thugt andY3 in Eq. 2.17 represent the mass fractions of
fuel and oxidizer in the respective streams. The physigaliitance of the equivalence ratio is
to indicate the quality of the mixture. When the equivalerat® is¢ < 1 the mixture is said to
be lean (excess oxidizer) and whgr 1 the mixture is said to be rich (excess fuel).

2.2.1 Non-Premixed Combustion Characteristics

Laminar Di ffusion Flames

In the proceeding section, aspects afusion flames will be discussed as they are the most
pertinent to the study. Before the extension to turbulemitmastion, an analysis of a simpler

case such as laminar flames must be undertaken. The stro€audiffusion flame is shown in
Fig.2.7.

e Far away on each side of the flame, the gas is either too ricdode&an to burn. Reactions
only occur when both the fuel and oxidizer are mixed adedyaldne ideal case being
when they are mixed in stoichiometric proportions. The flamnemally lies along the
points where this ratio is met.

¢ Diffusion flames do not have a reference “speed”. The flame dogsomdgate towards
either fuel or oxidizer stream because of the lack of therqg@ither fuel or oxidizer) deep
in either non-mixed stream. This means that the flame doemoet significantly within
the flow field and thus, is more susceptible to perturbatioaistarbulence.
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Figure 2.7: Diffusion flame structurerf.

¢ Unlike premixed flames, étusion flames do not have a reference thickness; strain is
required to drive fuel and oxidizer together. Without thegance of strain, a filusion
flame will stretch (thicken) and eventually dissipate.

In non-premixed combustion, there ardfelient classes of combustion models. The most
popular are conserved scalar methods. In these methoa®inision to analyse flame structure
with respect to z-space. This z-space (or the mixture fvagllows the flame in question to be
analysed for the respective amounts of oxidizer and fuelgugisingle parameter. The mixture
fraction is commonly represented by,

S Yot Y{

2.19
sY2 + Y2 (2.19)

From this definition of mixture fraction, the boundary cdrahis can determined as follows.

1. The value ot in the fuel stream is 1; conversetys 0 in the oxidizer stream

2. The temperature at= 0 andz = 1 are respectively the initial temperature of the oxidizer
and fuel respectively. The temperature is maximum at thetpaherez = z,; where "st”
denotes the stoichiometric point.

3. The initial mass fractions of both oxidizer and fuel is @do their mass fraction present
in their respective streams prior to mixing.

Chemistry

With respect to the chemical reactions that lead to the caiitou process, there are certain
classifications and characteristics that can be assigrted tdlementary reactions that describes
its chemical behaviour. Firstly is threversibility of the reaction. Irreversible reactions mean
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that the reaction can proceed only in the forwards direct@om that the reverse reaction does
not take place i.e reactants are converted into producys Gohversely, reversible reactions are
the opposite, signifying that the reaction can also prodedide reverse direction as well. The
second characteristic is the “speed” of the reaction. Hayuim or “fast chemistry” assumes
that the chemical times (chemical reaction times) are mhg short and that they are smaller
than all other flow characteristics; the reaction happesisiritaneously.

When dealing with a reacting problem, there can exist anybioation of the aforemen-
tioned assumptions. The irreversible fast chemistry (dajiiim) assumption is the idealised
solution, and is often implemented to give the bounds to thetisn of the specific reacting
problem. What is important in this assumption, is that thel and oxidizer cannot exist at
the same time in a specific point in space. The solution tortieedrsible fast chemistry as-
sumptions is the idealised case, and is known as the Burar®éinn 14] flame structure.
Conversely, the opposite extreme is finite rate, reversib&mistry. This corresponds to actual
combustion conditions, but as a consequence, is the mogtlerto model.

When entering into the finite rate chemistry regime, the dbahtime scales may no longer
be the dominant time-scales in the flow and flow time-scalest tmeiconsidered. It is therefore
suitable to define a parameter that describes the domindmcedime-scale (or process) with
respect to another. This parameter is known as the Damkibhieber,

Da= " (2.20)
Tc
wherer; is the flow time and- is the chemical time. As an example, when equilibrium chem-
istry is assumed, the Damkohler number tends towards ipfinowever, wherDa takes on
finite values, the flame is taking on finite chemistry chanasties, and the flow time-scales are
becoming comparable to the chemical.

Without going into too much detail at the moment in regardéh®reasons behind the be-
haviour, Fig.2.8 shows the structure of the Burke-Shaumann solution to thtgtimed from
finite rate chemistry for a irreversible process.

In this figure, the mixing line denotes the extreme state wiigel and oxidizer would mix
without reaction, and is important when considering igmtor quenching problems or be-
haviour. The other extreme case, is the upper-bound eguitiblines which correspond to
states where reaction occurs with infinitely fast chemisftyany given location in a reacting
problem, the temperature at a given mixture fraction wilsbenewhere in these bounds. When
most of the points are located near the mixing lines, it méamflame is almost extinguished, or
has not yet ignited. On the contrary, if most most of the moare located near the equilibrium
lines, it indicate vigorous flames.

It is clear that there is a flference between the ideal combustion and finite rate chemistr
as seen in Fig2.8 The total temperature is seen to decrease slightly andcimestimption”
of both species extends slightly beyond the stoichiomgioint. These discrepancies occur
with finite rate chemistry because of thetdsion of reactants past the stoichiometric flame
region which, for infinitely fast chemistry does not occureToccurrence of this “leakage”
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Figure 2.8: z diagram of finite rate chemistry compared to equilibriureralstry [75].

of one species into the other is a direct consequence of ithim €in the flame, or the scalar
dissipation. This leakage causes the reaction zone to go lb@ng infinitesimally small to
having a certain width. A higher strain (or scalar dissipatiresults in a wider reaction zone
and a lower maximum temperature. The extreme case is whergrtin is too high and the
flame is quenched resulting in the distributions tendingai@as the mixing line. Thefiect of
increased strain is further illustrated in F&9.

When attempting to calculate the Damkdhler number, bexthesflow times+;) are gener-
ally hard to describe and quantify within the flows under stigation, a common assumption
is that flow time ¢;) is inversely proportional to the scalar dissipation at sh@chiometric
point. As a consequence of this assumption, and througlefisition, the Damkodhler number
is inversely proportional to the scalar dissipation at tiséchiometric point.

Strain and Scalar Dissipation

The last point above leads to an important way of descrilliedlame behaviour. Without strain
a flame will not be steady. Strain acts to push reactants tsahe flame and without it (or too
much) the flame will inevitably dissipate and extinguishrdaitly connected to this strain, is
the scalar dissipation. Through z-space analysis, thersdasipation can be represented by
Eq. 2.23.
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For the process of understanding the relationships, aytteained one-dimensionalftlision
flame with infinitely fast chemistry and constant densityl wd assumed. With this assumption
the scalar dissipation can be written in terms of the strai@a by,

dz 9z, a a,

X = ZD(Bxi a>q) ~ exp( Dxl) (2.22)

What must be taken from the the above equation is the manmériah the scalar dissipation
rate is related to the strain rate. The vadiie signifies the maximum possible scalar dissipation.
The strain rate, is constant and dependant on the flow characteristics, spmeifically the
velocity gradients. The scalar dissipation on the othedhdapends on the the velocity gradi-
ents as well as the spatial location. It measures the miktacéon gradients as a consequence
of the strain.

Y= gexp[—z(erf—l(j—j)ﬂ (2.23)

Chemical Schemes

There exist many degrees of modelling combustion mechanig€&omplete chemical mecha-
nisms may consist of hundreds of elementary chemical matand modelling them all may
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be too expensive. It must be considered that within the Clgirre, at every cell, it is required
to solve the governing flow equations for every species,cioith every elementary reaction
in the mechanism. With hundreds of mechanisms and with mpegiss, this could prove to
be too computationally expensive for grids required to Iesdetailed flow phenomena. To
avoid this high computational cost, reduced mechanism haea proposed ranging from 33
reactions 45|, down to 4 [L5] and even as far as B9].

Reaction® A n E

(1) Hy + Oz — OH + OH 1.70 x 1013 0 48000
(2)H+ 03 = OH + 0 260 x 1014 0 16800
3)0+H; ~OH+H 1.80 x 1010 1.00 8900
(4) OH + Hy — HaO + H 2.20 x 1013 0 5150
(5) OH + OH — HoO + O 6.30 x 1012 0 1090
(6)H-+OH+M—Hs0 +M 2.20 x 1022 —2.00 0
MH+H+M—Hy + M 6.40 x 1017 —-1.00 0
(H+0+M—OH+M 6.00 x 1016 -8 [\
(OH+0z+M—-HO; +M 210 x 1015 0 ~1000

(10) HOg + H — Hg + Og 1.30 x 1013 0 0

(11) HOz + H — OH + OH 1.40 x 1014 0 1080

(12) HOg + H — Hp0 + O 1.00 x 1013 0 1080

(13) HOg + 0 — Oy + OH 1.50 x 1012 0 950

(14) HOz + OH — H30 + O3 8.00 x 1012 0 0

(15) HOz + HOp — H30 + 02 2.00 x 1012 0 0

(16) H + Ha03 — Hy + HOy 1.40 x 1012 ] 3600

(17) O + HeO3 — OH + HO9 1.40 x 1013 ] 6400

(18) OH + Hp03 — Hp0 + HOg 6.10 % 1012 0 1430

(19) M + HpO2 = OH + OH + M 1.20 x 1017 ] 45 500

(2000 +0+M—0g +M 6.00 x 1017 0 - 1800

(2)N+N+M—=Ny+ M 2.80 % 1017 -5 0

(22) N+ 02 = NO + O 6.40 % 109 1.00 6300

(23) N + NO — N + O 1.60 x 1013 0 0

(24) N+ OH - NO + H 6.30 x 1011 .50 0

(25) H + NO + M —» HNO + M 5.40 x 1013 [} —600

(26) H + HNO — NO + Hg 4.80 x 1012 0 0

(27) O + HNO — NO + OH 5.00 x 1011 .50 ]

(28) OH + HNO — NO + H0 3.60 x 1013 0 [}

(29) HOz + HNO — NO + Hg03 2.00 x 1012 0 [

(30) HOg + NO — NOg + OH 3.40 x 1012 0 —260

(31} H + NOg — NO + OH 3.50 x 104 0 1500

(32) O + NOg — NO + Og 1.00 x 1013 0 600

(33) M+ NO; = NO+ 0+ M 1.16 x 1016 0 66000

Figure 2.10: Example of chemical reaction scheme consisting of 33 r@agfior H, with N, chemistry

[43].

The elementary reactions can be broken down into 3 categ[®7g Chain initiating step,
chain carrying or propagating steps, and chain terminatieg. This three step definition of a
reaction mechanism implies that the process of combudiontiated by a single step, specif-
ically the one that produces radicals. At low temperatutigs, step (or reaction) is usually
determined by the elementary reaction that has the lowarasicin energy, and tends to be
highly endothermic and very slow. Conversely, the chaistiea mechanisms have a low acti-
vation energy, and are important because they determinevéirall reaction propagation rate.
Eventually, after a certain amount of intermediate chaattiens, the process is terminated by
the recombination of radicals, or when a radical combingk wimolecule to give products of
lower activity that cannot propagate the chain.

The dominance of certain elementary reactions over otheert#s on a few factors: the
activation energy, and overall temperature of the systenth Biese factorsftects the reaction
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rate which is modelled by the Arrhenius Law.

-E
k= AT"ex ( a) 2.24
Pl &T (2.24)
whereR is the universal gas constaiit,is the temperaturey is the temperature exponent, and
A is the pre-exponential factor. The temperature exponathpag-exponential factor are both
determined by experiments and are known to be highly depemaetemperature.

In order to determine the globafect of specific reactions, often a sensitivity analysis isco
ducted on chemical schemes. Sensitivity analysis is fatrgight forward and involves scaling
the reaction ca@icients and observing the changes in combustion charaatsrisl herefore,
the basic idea of a reduced mechanism is the eliminationaaftiens that produce negligible
influence on the overall combustion process. This is a vasiaption as long as the overall
combustion mechanism proposed is still representativeebtiginal process. Computation-
ally, reduced mechanisms are used as approximations antiéamee computingfgciency, and
may used when not describing the full mechanism is not requiiThe number of equations
used to model the reaction depends on the application, antdabextent the chemical features
want to be modelledl]5].

Turbulent Di ffusion Flames

The laminar flamelet (LFA) is a common method to model conmibnsising z-space and has
the fundamental assumption that combustion is the enseaflbéninar flames occurring at
the smallest scales. Based on this description, anothemgé®n in its formulation is that the
Da >> 1. However, is was shown that as the flow times-scales dexfaasccurs in turbulent
flows), Da begins to deviate from is very large value and approach unistudy the &ect of
turbulence on non-premixed combustion, Cuenot and Po[d&ptonducted a DNS study of
flame-vortex interaction utilising the popular flamelet rabdrhis was study was conducted to
study the validity limits of the laminar flamelet assumpt{oRA) at different turbulence levels.
The aim was to propose a diagram (R2gL]) for possible turbulent non-premixed combustion
regimes, similar to those present for premixed.

Four regimes and two transition Damkohler numbé&rs;* and DS were identified by the
study [75].

e Case A in Figure Fig2.11corresponds to very large Damkodhler numbers. In this regim
LFA applies, and the inner structure of the flame isfteied by the vortices.

e Case B shows strong curvature of the flame front, and moleaunthheat dfusion along
the tangential direction to the flame front must be consilere

e for Case C, the chemical time becomes non-negligible coedptr the vortex charac-
teristic time. The chemistry is not fast enough to be acelyanodelled by the LFA
and unsteadyfiects are become noticeable. In this regime, the evolutigheoflame is
delayed compared to the evolution of the flow.
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Figure 2.11: Laminar difusion flame vortex interaction spectral log-log diagratf] [plotted versus
velocity and length scale ratios of the vortex and flame.

e In case D, the Damkdhler number is very small, and the strainced on the flame by
the vortex is too strong. In this regime extinction occurg, Wwas evidenced to occur at a
lower Damkohler number than expected from flamelet lilesri

Vervisch and Veynantedp] provide a similar diagram, with explicit reference to thelulent
Reynolds number and the Damkodhler number (Ei@2.

The one dfficulty of turbulent difusion flames is the inability to confidently define its scales,
even if there are definitions for them. Non-premixed flame®me intrinsic length scales, and
strongly depend on highly fluctuating local flow conditiongls as strain rate. This is the
primary diference (and diculty) between premixed and non-premixed turbulent cortids
and is also a reason why the diagrams presented above sleousdt with care, and more as a
guide; they neglect to model precise local phenomena tmabealtterent at various locations
within the flow.

Nevertheless, two length scales can be introduced for theeflegion. The diusion layer
thicknesdy is the thickness of the zone where the mixture fraction chamgdicating reactants
mixing.

D
lg~ 4= (2.25)
X'st
whereys denotes the conditional scalar dissipation ratezfer zg; and th®g, represents the
molecular difusivity on the stoichiometric surface. The second lengéhesis the reaction zone
thicknesd,. This quantity corresponds to the region where the reactitsis non-zero.
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Figure 2.12: Schematic of non-premixed turbulent combustion regimea &sction of Da and the
turbulent Reynolds numbe®?2).

Similar to the laminar dfusion flame case, the flow time scales can be approximate as th
inverse of the scalar dissipation as seen in Eq. 2.26. THarsdigsipation is replaced by its
conditional counterpart leading to

! Iﬁ (2.26)
Tt R — = —/— )
f X st Dst
thus the Damkohler number becomes
Tf .
Dy = — = (vsmd)™ (2.27)
Tc

Turbulent Combustion Modelling

The main objective of combustion modelling is to close thetay of equations for the mean
reaction rates. Veynante and Vervis@]j summarise three main physical approaches to model
turbulent combustion.

e Geometrical analysis- The flame front is defined as the geometrical surface ewglvin
in the turbulent flow field. It can be related to the total scefacovered by the flame
during combustion (flame brush), but is more often linkedtanstantaneous iso-surface
mixture fraction and is usually combined with flamelet asptioms.

e Turbulent mixing - If the assumption is made that the chemical time scalestanges
than turbulent time scales, then the mean reaction ratentsatted by the mean turbulent
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Figure 2.13: Modelling approaches for turbulent combusti®a]

mixing rate which can be approximated by the scalar dissipaate. The most popular
models are the Eddy-Break-Up and Eddy Dissipation Concept.

e One point statistics- The most general of the modelling approaches, is basedeon th
joint Probability Density Function (PDF). No flame stru@wassumption is required and
it closes the mean reaction rate by combining instantanezaction rates given by the
Arrhenius law, with the joint PDF of the thermodynamic vaies.

2.2.2 State of the art in Non-Premixed combustion Modelling

In the previous section, combustion characteristics wesembed. In the proceeding section,
a more detailed description of popular models will be givé&s.the current work deals with
LES, the models that will be described will be done so withuhderlying implementation to
LES. However, for non-premixed combustion, the models @edsimply extensions of their
RANS counterparts. The three more popular combustion rscatel the probability density
function (PDF) transport models, the Flamelet models, &irteddy model, and the relatively
new Conditional Moment Closure (CMC).

PDF Transport Models

The main idea behind the PDF approach is that the mean reaeties are determined as a
function of the instantaneous reaction rates, and the PB#-PDF, that describes every pointin
the flow field, is a unique description of fluctuating turbulgeld, and contains all the necessary
information. The instantaneous reaction rates, on the didned, can be a function of a number
of thermochemical variables. The general formulation &f #pproach is given below.
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&:fmf@wMMMmmwmuw (2.28)
P1 Pk

wheregy represents a thermochemical parameigis the instantaneous source term of species
k calculated via the chemical mechanispi(¢;...¢x) represents the joint probability density
function conditioned ork thermochemical parameters, aig represents the source term in
a closed form. The primary fficulty in this approach is determining the joint-PDF, as the
dimensionality of the PDF, scales with the number of indelean thermochemical parameters.
There are currently two approaches to this problem. Theiditsy assuming a PDF shape, and
the second is where a modelled conservation equation obthiepdf is solved.

Presumed PDF

A PDF can take on any shape, and contains information abeutt#an and higher order mo-
ments of a variable. In combustion applications, PDF fumdihave displayed common fea-
tures which lends to an assumption that a PDF could poss#iiebcribed using a limited num-
ber of variables. Williams94] proposed that the shape of the PDF is fixed, and parametrised
by the first and second moments of the variable in questiois i$ta popular method, and has
been used in a variety of combustion studigg 91]. For single composition PDF’s the most
popular shape is defined by tBePDF.

_ X (A-xft T(e+p)
eD =" T @r®
Where B, B) is the beta function defined by

x1(1 - P (2.29)

1
B(a,pB) = f X1 - xPtdx (2.30)
0
andI'(2) is the gamma function.

I'(2) = fo ) t# et dt (2.31)

The presumed PDF approach provides good results when gheméyione parameter in ques-
tion. Its usage carries the underlying assumption thatgheiss production rates are dependant
only on one quantity (typically the mixture fraction). Inatey, the source term is dependant
on more than one parameter, and therefore it is common teziopate the thermochemical
variable joint-PDF as being statistically independentkifig an example of mixture fraction,
and temperature, the joint-PDF can be rewritten as,

Pz T) = p(2p(T) (2.32)

where in this case, the PDFs of each thermochemical varallée constructed independently.
This is a better assumption than using a single parameteeves this method still falls short of
the true behaviour and accurate modelling requires cactsigia multi-dimensional joint-PDF.
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PDF Method

A less practical method (but more accurate) when dealing witltiple parameters, involves

solving an exact balance equation (a transport equatiorhéjoint-PDF. The main attraction

to the balance PDF equation, is that the chemical sourceitecnsed within it and depends

only on the chemical variables, therefore it does not nedzetmodelled and can handle any
complex chemical schemes. Also, this method provides alhigher moments of the flow,

whereas most other approaches provide only mean values.

The main drawback of this modelling method is that it is extety expensive. It has been
made slightly more féicient by using Monte-Carlo simulations, however its aggiitty still
remains within the research community. Additionally, thatso remains unclosed terms which
are dificult to model, specifically the moleculariiision which requires additional length scale
information. Therefore in using this method, the issueateel to the closure of the system is
shifted from treatment of the chemical source terms, to ntiodeunclosed molecular mixing
terms BQ].

Linear Eddy Model (LEM)

This model was first developed by Kerste#B]50] for non-reactive flows but extended to
reactive scalars in 19951,52]. Linear eddy modelling is a method of simulating molecular
mixing on a one-dimensional domain embedded in a turbulent fThe LEM approach aims
to treat two diferent mechanisms that describe the evolution of a scalébulent stirring (or
convection), and the molecularfiilision and chemical processes.

% (oY) + Fi = Bix (PDi%) + Wi (2.33)
whereF is symbolic convection tern¥, is a scalar, and is an arbitrary spatial coordinate. The
fist phase involves solving the equation shown above (minesonvection term). Secondly,
the convection term is modelled. This process consists tahastic sequence of independent
rearrangemenevents that happen instantaneously on the linear domameavals dependant
on the flow. Both of these processes take place at the sulsgald, and therefore this method
tends to be fairly computationally expensive.

The rearrangement events are supposed to represerifebetkat a single eddy would have
on the scalar profile. The size of the rearrangement domaihdsen based on the eddy size
distribution within the flow, and lies between the Kolmogostale, and the filter size. This
mimicking of the défects of eddies is known as the “triplet mafs0]. The triplet map models
the distortion placed on a scalar field segment of a predatedrsize by an eddy of similar
size. The map maintains continuity and causes a spatiatriguition of the scalar field. It also
causes an increase in scalar gradients and a compressioovasis Fig.2.14
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Figure 2.14: Triplet map B0].

Laminar Flamelet

Peters 70, 71] was the first to introduce the idea of the flamelet. One of tlestpopular

models, the underlying assumption of the flamelet modelas e chemical time scales are
short compared to the turbulent time scales (high Damkdhienber) and that reactions occur
in a thin wrinkled layer (known as flamelets). The reacti@ketplace around the stoichiometric
mixture iso-line on a scale smaller than the small scaleBefurbulence. This assumption has
two consequences: firstly, the structure of the reactiom z@assumed to remain laminar, and
secondly, the diusive transport occurs roughly in the direction normal te skirface of the

stoichiometric mixture iso-line. The steady flamelet mddelften used in LES because of its
simplicity but loses accuracy when slow chemical or phyigpcacesses have to be considered.

There are two variations for the flamelet model, both thatesédr the unsteady flamelets:
The lagrangian flamelet model (LFMY 3] and the Eularian flamelet model7]. Below, the
equation for the Lagrangian form is shown

Y,  xo¥, .
A = 2.34
Por Poazz  M=0 (2.34)
wherep is the densityZ is the mixture fractiony; denotes the mass fraction of the chemical
species, and is time. It should be noted that time in this case is the tinfendd in a coordinate

system attached to the stoichiometric surface (Lagrafgian

The main disadvantage of the LFM is that only a conditionallgraged scalar dissipation
rate is used. However, it is known that the scalar dissipas@ highly fluctuating quantity as
shown in Fig2.15 In this cross-section shown, it can be seen that there in@ven distribution
of scalar dissipation across the stoichiometric iso-lihecal fluctuations can have a strong
influence on the flame, and can lead to local extinction ortigmi[74]. Thus, by taking its
conditional average value, localized characteristicsgarered.

In order to capture the local fluctuations, the Lagrangiamlehavas reconstructed into the
Eularian flamelet model’] shown below. The Eularian flamelet equations shown hereng v
similar to the first-order CMC model.

Y, x 0%, .
—4+pv- VY- pZ— -m=0 2.35
P tp P52 M (2.35)
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Figure 2.15: Scalar dissipation rate distribution in a cross sectiornef$andia D Flame. The stoichio-
metric mixture fraction iso-contour is indicated by theidddlack line [72)].

2.2.3 CMC

The CMC model for non-premixed combustion is consideredetofe of the more advanced
models for turbulent combustion, and was developed sepgrhy Klimenko (7] and Bil-

ger [11] for RANS using two diferent approaches; Bilger used the decomposition method,
while Klimenko used the joint-PDF method. Both approacheklgd the same results which
gives credibility to the models formulation. Bilger obsedvthat most of the fluctuations of the
reactive scalars are associated with fluctuations of théumaxraction. Klimenko’s outlook on

the other hand, was that turbulentfdsion in mixture fraction space can be modelled better
than in physical space.

The premise of CMC is to take advantage of the strong comeastbetween the mixture
fraction and reactive scalars (chemical species, temperattc), and rather than considering
the conventional approach to modelling by averaging, ssdheLagrangian Flamelet model,
the CMC approach conditions the reactive scalars on theungxtaction (or progress variable
if considering premixed combustion).

If the fluctuations of the conditional mean of reactive skt a given mixture fraction
value are small enough, they can be neglected, resultingsinofider closure for the chemical
source term. The first order CMC equation shares similaritigh the Lagrangian flamelet
equation except for the addition of spatiaffdsion and convection terms which constitute the
main modelling diference. The presence of these terms suggests that the glpyrsicesses
present at the smaller scales of combustion are captured@mlinted for within the CMC
framework.

Over the past few years countless studies have been codduithén the RANS framework,
on simple geometries using CMC for non-premixed combussganh as of lifted jetsZ2, 53],
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bluff body burners$5, 56|, and attached jet2B, 79]. The diference between the simulated
results and the experimental results were concluded to be@the chemical scheme used
(normally simple chemical scheme with few species). It wedutted that the chemical schemes
were not detailed enough to accurately model the combuptimeess, and errors occurred due
to the underlying assumption of the first order CMC; it netdehbe fluctuations of the reactive
scalars.

As long as the fluctuations of the scalar around its condaliorean remain small, the model
remains fairly accurate, but as the fluctuations increasg ¢an no longer be neglected. The
model will still hold, but stifers greatly in terms of accuracy. Areas that tend to havelbkei
magnitude fluctuations in reactive scalars are those of édarction and ignition. Once the
fluctuations of the conditional mean become large, the frd#ioCMC is no longer applicable,
and higher order representations must be made

Figure 2.16: Reignition sequence of the flame front depicted by OH massidira[8].

There are two possibilities to extend the first order CMC nh@deoutlined by Kronen-
burg [60]. Firstly, is to consider the second moment closure. It igetlgped by expanding
the chemical source term via Taylor expansion which inh&rexccounts for the fluctuations
in reactive scalars. The other approach suggested by Hilgmwas to introduce an addi-
tional conditioning scalar (double conditioning). Howegveouble conditioning has its own
challenges.

e The choice of second conditioning variable ighidult but suggestions include, sensible
enthalpy, scalar dissipation, temperature and progregsia.

e The unclosed terms (scalar dissipation, cross correlatb@mtween scalar gradients etc)
are dificult to model and also cannot be measured via experimentatid thus cannot
be validated experimentally.

The dfect of doubly conditioned CMC can be seen in Figure Rid.7where Kronenburg
[60] used this model to predict combustion for a simplified 2 $tegrocarbon flame with unity
Lewis number. The aim of his study was to determine the atewlasure of the conditional
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source term while using DNS data to close the other uncl@setst He was able to successfully
predict species mass fractions affelient times, and capture local extinction and the onset of
reignition. His results shows the potential of the doublynaitoned CMC, but due to fact
that the unclosed terms still cannot be modelled accuratadypracticality of this methods is
outweighed by its complexity and uncertainty. The extem$o3D and more detailed chemical
schemes still presents a challenge.
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Figure 2.17: Conditionally averaged mass fractions at alt44 and (by 1.8. DNS data against doubly
conditioned CMC (solid line) and singly conditioned CMCg¢tad line) §0].

In 2005, the CMC equations were extended to LES by Martieék \With the result that
the form of the equations in the LES framework, was similathtt of the CMC in the RANS
framework. Since then, simulations of LES-CMC have beefopmeed on common flames that
have previously been performed with RANS-CMC, such ag#idady [64] and lifted jet 65] as
examples. In 2012, Ayache and Mastoral&jsfrformed a study on the Delft-1ll non-premixed
flame where they utilised first order 3D LES-CMC with a detdidhemical mechanism. They
were able to successfully reproduce the experimental dtaig avith capturing local extinctions
along the flame front.

Until recently, CMC has only been used to model combustiomfoderately low Reynolds
numbers with simple geometries, consequently limitingapplications to only simple cases.
What has never been verified to the knowledge of the autha,tiaability of CMC to suc-
cessfully model supersonic compressible flow, and form$&é#ses for the current study.

as the gradients are smoother in CMC cspace, it can be sotvadoarser grid.



CHAPTER 3

Governing Equations and Numerical Methods

3.1 Governing Equations

Combustion codes that utilize a purely incompressible tdation eg. §3], in their basic for-
mulation, are limited in their ability to resolve certainlcharacteristics due to the inherent
assumptions of incompressibility or constant density. Wapgplied to combustion modelling,
they may still provide relevant information on the genemhfphenomena created by the influ-
ence of combustion.

Low-Mach formulations egJJ2,21] provide an increased modelling potential to incompress-
ible solvers. In these formulations, density may be alloteedary but remains independent of
pressure, and any compressible features such as shockst aesolved. As the name suggests,
these formulations are limited to subsonic applicationdieWinteractions between acoustics
and combustion need to be analysed, or applications of hgpeed regimes want to be mod-
elled, this formulation falls short of its fully compresklcounterpart, and the compressible
Navier-Stokes equations must be solved.

Compressible formulations eg63] represent the most comprehensive formulations. They
allow for almost all flow features to be fully resolved. IngHamily of methods, density is a
function of both temperature and pressure. Some of the ghtiie advantages of compressible
methods is the ability to model supersonic combustion, rdgton waves, combustion noise,
and most importantly, study combustion instabilities. @elty, a compressible method will em-
ploy an explicit time discritisation (mainly Runge-Kuttand can avoid costly implicit iterative
loops that would be needed for incompressible flow. The pledisadvantage with compress-
ible codes is, the acoustic CFL is drastically smaller trnrfcompressible codes. This means
that for a similar flow scenario, using a compressible sdlvenodel a subsonjimcompressible
flow would be extremely inicient. In combustion modelling, one of the criteria for thebde
limiting time-step is the chemistry. Depending on the cletrgibeing modelled, in some cases
these two criteria can be comparable. Normally, chemisttie limiting factor, and therefore
the inclusion of compressibilityfiects does not theoretically increase the computation cost
dramatically.

Although there exist a handful of fully compressible methablle to model complex chem-
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istry [9,17,23,42,62], only those proposed by Berglund et @] pnd Molkov et al. §2] are
capable of capturing shocks. The Compressible High Ordenlitigtion (CHOC), is a single
block, Cartesian grid code, and was designed in repose teettakfor a high order compressible
shock capturing method, coupled with robust combustionetiog).

3.1.1 Governing Equations

The proceeding section presents the governing equati@usfas modelling compressible re-
acting LES as presented by Poinsot and Veynarfigdnd Verman et al.93]. In the following
presentation,.f represents Favre filtered quantities, &ndepresents spatially filtered values.

These set of equations consist of the continuity equation,
dp  Iph
ot 0% 3.1)

and the filtered momentum equation,
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Where p is the pressurg;is the densityy; are the velocity components; = ;‘)(UTJJ- - Giﬁj) is
the Reynolds stress tensor, anglis the viscous stress tensor, with) = o7; (aﬂi/axj, 'f).

As the combustion model utilised in this formulation is o# tonserved scalar method fam-
ily, only one conserved scalar is utilised to represent thid fhixture. Its conservation equation
is represented by,

- -2 p(az - ) 33)
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where{ denotes the mixture fraction, arfi?} represents it molecular fliusivity. The mixture
fraction/, is represented by the scaled @ass fraction given by,
Y82 - Y02 (X, t)

f
0
Yo, — Yo,

= (3.4)

where superscript o and f denote the mass fraction of oxygéne oxidizer and fuel stream
respectively. Similar to the explanation§n2.2.1, in the oxidizer stream the mixture fraction
takes on a value of 0, and in the fuel stream a value of 1.

The formation of the energy equation follows the evolutidrsensible energy and kinetic
energy. This is also known as “total non-chemical energydefned by Poinsot and Veynante
[75]. The resulting equations is,
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wherepE = pé& + 1/2p0i0; (& represents the sensible energy,= YN, & = f CudT —
R.To/W, R, is the perfect gas constaiMy is the species molecular weight, aﬁ:olk is the

species heat capacity at constant volunve), = — 31 1Ah¢ oW is the heat release due to
chemical reactlonz(hok is the enthalpy of formation of speci&sat 298K), and finallyg =
—A(dT/0x) (A is the thermal conductivity) witly, "= q; (0T/d%). However in this study, a
modified formulation of energy was used, namely “the totadroltal energy” and the new
energy equation is

A~

(9 N
Gij) = &(p; hskYka]—Bl—Bz—B3+ Bs+Bs+Bg—B;

OpE 0l (oE + ) L0
T ox o ax,(

Ry

(3.6)

where in this casEE = p& + 1/2p0 0 + Y0, Ah? Y . The primary diference with these two
formulations is the absence of the explicit source t&min the latter formulation, the chem-
istry is used to calculate the mass fractions and then usgatate energy. In both formulations
however, all the terms on the left hand side are computalg tise LES flow field, while those
on the right-hand side need to be modelled. These are defined a

8 e .
Bi=— (pesui — p&sti) (3.7)
By=p. — P 3.8
2= Poy |oa,)q (3.8)
Bs = i(Tijflij) (3.9)

9%
ot

B4 =T 8)(| (310)

0 (— . .
Bs + BGZW(U'ijUi—G'ijUi) (3.11)

J

Br = % @ - &) (3.12)
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Equation of State

In order to close the above system of equations, an additrefsionship must be provided.

Commonly this relationship employs a dependence of prmithermodynamic variables to
calculate another. In this study, the gases are assumedhereally perfect, meaning the heat
capacities are dependant only on temperature. As suchhéhnemddynamic data (specifically
the heat capacity at constant pressure), is extrapolatedgh JANAF polynomials. However,

it should be noted that under this assumption the ideal gaslatill a valid assumption, and is

in fact, utilised in the present work in the following form.

(o, T) = pRT (3.13)

Based on the assumption of thermally perfect gas, the oelstiip between the species heat
capacity at constant volume, and species heat capacityhatara pressure, is that of a perfect
gas. In this study, variable ratio of heat capacities is uakithg the form,

= 3.15
Yk Cor ( )

Modelling Assumptions in CHOC

Following Verman et al.93] it is common to neglect term&,, Bs, Bs, and B;. The numeri-
cal methods implemented in this cod&8][89] are used to model term&,, Bs and B;. This
numerical method is not kinetic energy conserving, but sgleed to give leading order dis-
sipation of the kinetic energy proportional to the velodgitgrement at the cell interface cubed
(Au3) as expected from Kolmogorov’'s analysis. The improved puktion approach helps
overcome the typical poor behaviour of the compressibleu@od-type methods at high wave
numbers B1, 85]. It acts as an implicit sub-grid model while naturally steding the numerical
solution and retaining monotonicity. Making the assumptiwat the implicit dissipation of the
numerical methods is flicient to model the dissipation of turbulent kinetic enettpg terms
referring to the Reynolds stresses are also negleéigdB{ andB,). This leaves the terms as-
sociated with species turbulentfi@ision, reaction rates, and turbulent presgaoternal energy
fluxes to model %1, Ry, Ry, By, andBy).

Smooke and Giovangigl8d] demonstrated that the terms including enthalgiudion could
be neglected by comparison to the other terms in the enenggtien. Based on this, terig,
is neglected here. The terBy is modelled using a gradient model in combination with the
turbulent Schmidt number and represents species turbrsport.

d (= o
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TermsB; + B, can be represented together by thermfildion via the Prandtl analogy.

8 PViCp T

B+ B, = "I Pra 0% (3.17)
where the eddy viscosityy is estimated using the Smagorinsky mod&d|[
Vi = CAY(25:S))"” (3.18)
and,
s, -3(8- 2
3.1.2 Combustion Modelling
The source ternR; is determined byvr = — Y, Ah? oWy. Closure for this term is typically

achieved by a combustion model, which in the case of thisystadhe Conditional Moment
Closure model. In this model, an equation is solved for taadport of the conditional mean
mass fractions of every species taken into consideration.

0
%, u|4—Q— NI i a§?+ GJE + &g (3.20)

ot
C1 Cs C4

whereQ = Y, represents the mass fractions conditioned on the mas®fraand the starred
(*) quantities denote parameters on the CMC grid. The equahore contains unclosed terms
that require modelling, specifically the conditional vetpderm (C,), the correlation of the
conditional fluctuation ofif|{ and Y;|{ term (C4), the conditional scalar dissipatio@4), and
the species conditional productjesonsumption source ternc§).The termC, is given by

- L v [P O (VK - GlZQ) (3.21)
2P ()

where, by applying a gradient mod€l, becomes,

1¢P*(Q)Dy

Q] (3.22)

A
PRIGE (X4

whereP*(¢) is the FDF on the CMC grid, and; is a turbulent dfusivity.

The gradients in conditional space have been shown to beteerdban the gradients in the
spatial domain, and thus, CMC is typically solved on a gridrser than the spatial CFD grid.
In CHOC there is an algebraic relationship between the nuwb€FD cells and CMC cells,
and is prescribed priori. An example of the grid relationship can be seen in Big.where
the CMC grid (coloured cells) is seen to be comprised of aagertumber of CFD cells (black
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Figure 3.1: Example of CMC vs CFD grid: colours-CMC cells; black gridiCEells

cells). Within each CMC cell (similar to the mechanism ofsad the Naiver-Stokes equations)
the CMC equations are solved for every species under imgatgin.

Every CMC and CFD cell is extended by an additional dimengioown as conditional
space, and the “cells” within this 1D domain are known as shinOn the CFD grid, within
every cell, conditional space is required in order to modél-grid mixing behaviour and to
gather unconditional reactive scalar distributions. Toweditional information within the CFD
cells is required by the conditional space in each CMC aelgrder to evolve the CMC equa-
tions. The information is passed between the grids by ausgae information from all the
CFD cells contained within the CMC cell; the CMC cell essalffidetermines the conditional
averaging domain. This procedure involves averaging ¢mmdl quantities bin by bin, and
passing the averaged bin values, to the corresponding ltiei€MC conditional space. The
primary parameter thatlects the communication and distribution between the CMCGHd
grids is the Filtered Density Function (FDF).

Filtered Density Function

As mentioned irg. 2.2.2 the Beta-PDF is a common distribution used in combustiodetimg.
However, this code employs the Top-hat distribution beeaiswas shown by Floyet al. [29]
that it was better for the use in time dependant turbulentdlow order to construct the FDF,
the scalar variance needs to be modelled. In this case timsasd using a gradient moddl3]
instead of the typical transport equation.

C72
4

(€= €+ (E— G + (G- &)’ (3.23)

Cc is /12 and the subscripts s, e, w, u, andd, refer to the neighbouring cell locations 'North’,
'South’ 'East’, 'West’, 'Up’, and 'Down’. More details canébfound in R9].
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To obtain the FDF on the CMC grid as is needed by tegnalensity weighted average is
taken of all the FDF'’s in the CFD cells within a respective ClgKll,

JoemeP PO V'

5* =
O P

(3.24)

whereP(?) is the FDF in each CFD cell.

As detailed previously, solving the flow-field variablesuggs passing information from the
CFD grid to the CMC grid, and conversely back to the CFD griché a specific quantity is
needed on the CMC grid, a density weighted average of all G within the CMC cell is
taken. This takes the form B

—  JremeP 9¢ PQAV

gl¢ —
NomeP PV
whereé*T{ is then a conditionally averaged quantitypn the CMC grid.

(3.25)

Scalar Dissipation

For the conditional scalar dissipatioB,), there are two popular models that can be used to
represent the scalar dissipation in non-premixed cominustihe Amplitude Mapping Clo-
sure(AMC) 7], and the Girimaji model36]. In these models, the unconditional scalar dissi-
pation is explicitly conditioned through some functi@(y;). The conditioning takes the form.

NS = N G(n) (3.26)

However in CHOC, a dierent modelling technique is utilised. In this formulatioo explicit
condition of the scalar dissipation used, and the conditispalar dissipation is assumed to be
equal to its unconditional counterpart.

Nl =N (3.27)

The scalar dissipation in every CFD cell is calculated usggation Eq. 3.28 and volume
averaged to the CMC grid through means explained in the gnegeparagraph (Eq. 3.25).
Since the turbulent diusivity (D;) has to be modelled to close dissipation terms in on the CFD
grid, itis also used to compute the scalar dissipation irfCthP cells. Thus the model for scalar
dissipation becomes, .
— 7
N = Dy Conz

where{'2 is the mixture fraction variancé is the filter width calculated by/AxAyAz, andC
is a constant chosen to bgl®P. The turbulent diusivity is modelled by,

(3.28)

i (CA)?

! S S6

25,S; (3.29)
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where the eddy viscosity, is determined through the Smagorinsky mo@xglis the Smagorin-
sky constant chosen to be 09g is the turbulent Schmidt number, aBg is the rate of strain.
Finally, the conditionally averaged scalar dissipationtbea CMC grid is obtained through
Eq. 3.25 yielding Eq. 3.30. N

— JremP NIEPAV

N*|¢ = —
JremeP PV’

(3.30)

Conditional Velocity

The conditional velocity@,),is fairly straightforward in its assumption and modadlif-ollow-
ing the work of B6], it is assumed to be independent of the conditional vagialbherefore at
each CFD cell interface, it is assumed thgt = U;. This assumption has not been explicitly
validated, but has shown to be a good assumption as it hasusednn may of the LES studies
previously mentioned, which themselves, show very goodli®s The conditional velocities
are required at the CMC cell interfaces, and are computeeidbass the solution of the local

Riemann problem at each CMC cell interface. Th’uﬂiﬁ = uR® where superscripRS, indi-
cates the solution to the Riemann problem. The conditioalalcities are obtained to the CMC
boundaries by integrating using equation Eq. 3.25.

CMC Source Term and Conditional Thermodynamics Quantities

Finally the source tern(3), is closed using the first order CMC assumption,

CW(QUL T PI)
pl¢

whereW is the conditionally filtered chemical mass production rsitaply determined by
solving the chemical mechanism implemented for given domtil pressure, temperature, and
species concentration. Pressure equilibrium is assuntédwve computational cell, i.pll = P,
thus, the conditional pressures are calculated as follows,

_ Joemc P P(O)AV
JremePQ)dV”

The source term calculatio;, is highly dependant on temperature. Typically when util-
ising CMC as a closure method, there asellequations to solve; k for the number of species
present, and one for some form of energy. This temperaturieitgan is necessary as the con-
ditional temperatures are a necessary parameter to dadbka conditional source term, and
evolve the conditional mass fractions.

ol (3.31)

pld (3.32)

If considering incompressible flow, the evolution of eneogythe CMC grid would be <fi-
cient to describe the flow on the CFD grid due to the lack ofglgaadients and discontinuities.
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However, in shock capturing compressible codes, the aicsuste of utmost importance and
require adequate resolution. As the CMC equations aredifpisolved on a coarser grid than
that of the CFD, they may lack the adequate resolution tdvesmmpressible features. There-
fore in this work, as temperature is calculated through thergy equation (Eq. 3.6) on the
resolved CFD grid, they are used to calculate the standatainthalpy within each CFD cell.

Eqg. 3.25 is then used to bring the standardized enthalpyet€MC grid at every time-step.

W — f\/cmcﬁh P({)dV’

JremeP P@AV/
This allows the influence of temperature inhomogeneitiestdiany compressible flow features
on the conditional reaction rates. The conditional enthdigtribution is then converted into

conditional temperatures distribution through iterateehniques, using the conditional species
mass fractions.

(3.33)

Once the CMC equation has evolved in time, information fréta €CMC cells are then
required once again in the CFD domain. Depending on the defirof energy used, Eq. 3.34
will either bring the conditional mass fractions, or corahil source terms to spatial CFD
domain to update to energy equation. This process takestime f

1
9= | glKP)ds (3.34)
/

wheregA*E“ represents the conditionally averaged quantity, B0 is the FDF of the CFD cell
in question.

Transport Properties

Species viscosity is calculated by using the Sutherlamgs |

TV?T,+S
Hk = Miref (—) > (3.35)

TO T+S

whereTy is the reference temperatufg,.+ is the reference viscosity &p, andS is the Suther-
land’s constant for the species considered. From thereth#renal conductivity can be esti-
mated by using the kinetic theory,

15 R, 3

The mixture properties are computed using the Wilke’s lawctvirs valid for both the viscosity
and the thermal conductivity.

(3.36)

15R, (4 CpWM 1
ﬂk=——ﬂk( P+ )

(3.37)

k=1

n
XAk
Amix= | —kk
Y
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whereA stands for either the viscosity or the thermal conductjatyd ¢; is the weighting
matrix defined as,

2
1 1 (A (W)
Pj= —=———|1+ —'(—’) (3.38)
V8 /1+M( Aj \W
W

In the current formulation, the ratio between momentum aatkoular dffusion are assumed
to be constant. This ratio is known as the Schmidt number,bgnoresuming it for a given
species, the speciedidisivity can be obtained.

)4

Dy = —
k Se

(3.39)
wherev is the kinematic viscosity. A dierent assumption that can be made, is on the Lewis
number, or the ratio between species and therntlgion. Species Lewis numbers are com-
monly assumed to be constant, and with a specification of tixéure Prandtl number, the
Schmidt number can be obtained and used to calculate theesphtusivity as in Eq. 3.39.

Pr

Sq=— 3.40
= o (3.40)
with Copt
Pr = % (3.41)

whereA is the mixture thermal conductivity, is the dynamic viscosity, anc}, is the mixture
specific heat at constant pressure. The formulation of E2f) Biherently assumes that the
species Lewis numbers are constant, and in the case of g sinity.

Sc «

e= ——_ -1 3.42

Pr D ( )
with Sc = v/D, andPr = v/a. Making this assumption or presuming these values is often
done for simplicity, but carries additional assumption pedes thermodynamic behaviour.
By presuming them, thermodynamic behaviour is assumedttonax certain way under all
conditions, which is known to not be true; misrepresentirgualue of any of these quantities
can lead to erroneous results.

3.2 Numerical Methods

3.2.1 Godunov's Method

When the objective is to generate a shock-capturing metnodjitractive approach is to utilise
a conservative scheme that is Total Variation DiminishifyD) [39]. The reason a TVD
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scheme is desired is that it allows sharp gradients to bdvesbsavithout the generation of
spurious oscillations. In this work, a conservative Finfdume based TVD discritisation is
used with the aid of the Godunov method. The first order aat§&odunov method can be
written in vector form as follows,

At
Ut =ul+—(F-F
AX

3) (3.43)

WhereF are the inter-cell fluxes, and is the vector of conserved variables at time stepsd
n+ 1. Inits basic form it is first order accurate, but one of thalaites that makes this method
attractive, is it ability to be used as a basic algorithm vadsy extendibility to higher order
methods. The simplified solution process of the Godunov otkith as follows:

1. Piece-wise discretisation is applied to the cell usingefimolume method that represent
volumetric averages.

2. Areconstruction step interpolates the data introdubigfer order accuracy, and a non-
linear stability criterion is employed to avoid oscillat®in the reconstruction step.@.2.1).

3. Values at the left and right cell interface act as left agttrdiscontinuities as modelled
in the Riemann problem. Using these values, the Riemanriggroban now be solved
with an appropriate solveg(3.2.1).

Within the framework of CHOC, the methods of lines is usedolhallows for separate
temporal and spatial discritisation. In CHOC, a spatialisacy of order 5 is used along with
a temporal accuracy of order 2. The hyperbolic part of theegung equations are calculated
using the above Godunov method, while the viscous termsadealated based on second order
central diferencing, and Runge-Kutta methods are used for the exjretintegration.

Reconstruction

The spatial accuracy of a scheme is essentially determwyételorder of stencil or reconstruc-
tion order. With increasing spatial accuracy, comes a maolum numerical dissipation and in
the presence of shocks or sharp gradients, the decreasesticaindissipation can cause high
resolution schemes to generate spurious oscillationshddisthave been proposed to overcome
these oscillationsdQ], but the most common method is by the use of slope limiterghleso-
lution schemes together with slope limiters render a schEwi2 TVD schemes are inherently
monotonically preservingBP] meaning their very nature and formulations inhibit getieraof
oscillation (local extrema).

High resolutions schemes are attractive for compressimes because they allow sharper
resolution of shocks on a coarser grid, and they require rfeek within the discontinuity to
achieve proper resolution. Within CHOC there are threetérsiimplemented namely the Van
Leer and Minmod limiters, both of which are second order eatey) and théVlUSCL 5" of Kim
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and Kim [54]. The latter has been used in all the computations in thidyséund therefore will
be presented.

1
Uiy = Ui+ >¢ (r0) (Ui = Uig) (3.44)
1
Uy, = Ui - 59 (rr) (Uis2 = Uis1) (3.45)
(3.46)

the ratio of subsequent gradients is given by

U. _ U
L i+1 i
L= = 3.47
r.I Ui _ Ui—]_ ( )
U -U_
= ———— 3.48
' Ui - U (3.48)
where the limiter (r) are determined by,
=2/, + 11+ 24 = 3rfrt
= 4
(o 30 (3.49)
-2/rR+ 11+ 24R . — 3rR R
PR = / i+2 0 i+1 i+171i (3.50)

monotonicity of the solution is preserved by using the retethips below to limit the limiters.

¢ = max(0, min (2, 2rf, ¢L)) (3.51)
¢r = max(0, min (2, 2R, ¢R)) (3.52)

Riemann Solver

In the present study the Harten-Lax-van Leer-Contact (HLR@mann solver is utilise®[].
This solver assumes a three wave structure to the Riemablepravhich allows for two inter-
mediate states to be enclosed by the two characteristicavénaccounts for rarefaction waves,
shockwaves and also a contact surface which is crucial itiHtanponent modelling.

Low Mach Number Correction

In Godunov type methods, there is a certain level of artifidiasipation associated with its
implementation and usage. Thornle¢al.[89] presented an analysis that the incorrect pressure
scaling at low Mach numbers in Godunov type methods is calogete large velocity jumps

at the cell interfaces. A low Mach treatment was developettdat this excess numerical
dissipation by a functiom, which gives reconstructed velocities.
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u_ + Ugr U — UR
= + Z

C
L > > (3.53)
u.+u Ur—U

R B (3.54)

wherezis defined by the local Mach number by,
Z=min(M_oca;, 1) (3.55)

whereMyq IS given by,

Miocal = ma)(ML, MR) (3-56)

It was also shown that based on this reconstruction functioa kinetic energy dissipation
was proportional tar}/Ax which is similar to that proposed by Kolmogorov for the ddngy
turbulence. As indicated previously, this allows an imipicodelling of thermsA,, B; and B,
in Egs. 3.2, 3.5 and 3.6, leads to the conclusion that thig d@iiongs to the class of Implicit
Large Eddy simulation.

Time integration

As the time step is very small compared to that of incompbdssiolvers, it is not necessary to
implement very high order time integration. With fifth ordeconstruction there is very little
difference in solution between second and higher order timgratien, and as a consequence,

an explicit time integration in CHOC is achieved using a twage second order TVD Runge-
Kutta method 82].

At
u® =u"+ —F@U" 3.57
+ SF(UY) (357)
1 At
1l _ =0 @, =2 (1)
U Z[U +U +AXF(U )] (3.58)
where the limiting time step size is determined from thedi@ihg

1. Acoustic CFL condition €FL = (At(J0] +a)) /A < 1
2. Conditional Velocity At (u¢) /A < 1

3. Péclet number due to the conditional scalar dissipatRmW/A{Z

4. Chemistry - to avoid excess consumption of speCigs- 0)

whereA is the minimum cell spacing, anl is the minimum spacing in conditional space. In
this work, an additional time integration scheme has begrlemented. A second order four
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step Runge-Kutta was also implemented into the code. Tlowedl the maximum CFL to have
a value of 3.

1 At
u® = un+ A (un (3.59)
1 At
1 At
() I [ @
u® = u®@ 4 3AXF(U ) (3.61)
1 3 1 At



CHAPTER 4

CMC for Supersonic Combustion

The objective of this work was to use demonstrate a first ambran utilising the CMC to
model supersonic combustion. The availability of supeisoombustion experimental data
is very limited, and therefore the choice of test cases atevast. Along with the lack of
available data, the test case must also be chosen based curttéiet limitations of CHOC (1
block/Cartesian).

Typically, supersonic combustion validation cases lackgative information of chemical
species, and are limited to wall pressure distributionsis Torm of validation is dificult as
the simulation then becomes an acoustic simulation regaisubstantially resolved grid with
higher order time integration. Wall-bound flows also requadequate mesh refinement near
the walls in order to capture the boundary layer and correat flux, and thus pressure. For
high Reynolds flows, the boundary layer becomes smallermadier, requiring more and more
refinement near the wall if no wall functions are present iwithcode. Therefore, cases where
pressure distributions are the form of validation for costmn processes, are generally more
computationally demanding and complex.

Reactive supersonic shear layer studies on the other hiimaligh more scarce and complex
experimentally, provide a relatively better indicationeofombustion models ability to capture
transient phenomena and combustion physics. As there aedlyuso walls, the only exper-
imental measurements are the averaged quantitative veadalar data, which are normally
given at diferent locations in the flow. This allows a spatial evaluattbrmodelling poten-
tial and limitations, and removes the uncertainty causeddly bounded flows and boundary
layers.

In order to assess the ability of CMC to capture supersomabestion, a shear layer study
was preferred for the aforementioned reasons, howevendkeobstacle was determining a
viable validation case within the limitations of CHOC. Orfelee best reacting supersonic shear
layer studies is that by Chest al. [16]. Along with species and temperature information at
different locations, this case also provides additional sizisnformation in the form of RMS
values of species concentrations and temperature. Hoydewetto the experimental setup and
geometry, the case is too complex geometrically, and requadvanced boundary conditions
currently non-existent in CHOC.
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- NX NY NZ Cells Count(16)

Coarse 64 64 256 1.048
Medium 100 100 384 3.84
Fine 128 128 512 8.388

Table 4.1: Computational domain used in Eggers Jet Simulations

The test case chosen and to which the present study was neithiegkas the publication
by Karacaet al.[46]. This study analysed a high-speed reacting and non-repbirdrogen-
air jet using similar order numerics to those implementedCHOC. Most importantly, the
computational domain was well within the capabilities of @E.. For this, these test cases were
deemed suitable. As a consequence of the similarity bettireevo studies, the computational
setup was influenced by those published by Kaetca.

4.1 Supersonic Mixing - Frozen Chemistry

The first section of the study investigates a frozen cheyngstse. The motivation for conduct-
ing a frozen chemistry case was to assess the ability foralversto model the flow correctly
and capture adequate mixing i.e. the breakdown length gbakential core, and development
of the shear layer. These are important phenomena, andratarhental characteristics that are
crucial to capture correctly in modelling reactive and meactive jets. Poor capturing of these
phenomena in frozen chemistry, has the implication for idéy poor results within reacting
flows. The test case analysed for this flow regime is the exyr by Eggersd6]. This test
case involves injection of a circular jet ok, khto a supersonic co-flow of air in a constant test
section, allowing mixing at near atmospheric pressure.

4.1.1 Computational Grids and Domain
CFD Grid

The computational domain for this test case is mi#0x 70mmx 700mmdomain as shown in
Fig. 4.1 Three simulations were conduced on meshes ranging fromllibm{1M) to 8.3M
cells. Details of the grid setup are given in Ta#ld. Ideally isotropic grid spacing should be
used, especially when using higher order spatial diseatitbn, however, if the grid is sticiently
smooth, clustering can be acceptable. In this case, gradesing is used, and is achieved in the
transverse and cross-stream directions by utilizing a tgde sine relationship given below.

1.0+ sinh@ (X - 0.5)

x=05 Sinh(0)

(4.1)
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whereX = Y andX € [0, 1]. Inthe axial direction, clustering is achieved utiligian exponential

function,
_ exp(BZ - 1.0) 4.2)

exp(B — 1.0
whereZ € [0, 1]. The stretch factoré andg, were chosen to achieve approximately the same
ratio between smallest and largest cell size utilized byakaet al. In the axial direction
this ratio is 6, yielding a value fg8 of 1.8. In the transverse directions, the ratio used was 5,
yielding a stretch factoé, of 4.5. These constants were used throughout all the siionga
As the constants were determined based on the coarse sonutat ratios between the largest
and smallest cells changed slightly for the medium and fimaukition. The diferences were
negligible, with the order of magnitude still maintainedsaind 5 for the axial and transverse
directions respectively. It should be emphasised thabath the ratio between the smallest and
largest cell are similar to those in the literature, therthstion of cells within the computational
domain are quite dlierent due to the éfierent functions used to calculate the stretching.
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Figure 4.1: Computational Domain for Eggers Jet

CMC Grid and Conditional Space

Traditionally, multi-species mixing is achieved by solyioonservation equations on the CFD
grid, with the number of conservation equations equal tontiraber of species under analysis.
As this study employs the CMC model for closure of the enemgy e term, it was decided to
utilise the CMC model at its frozen limit. That is, to keep @EIC model active andfectively
use it as a sub-grid mixing model. The equations would beesiohs in a reacting case with the
source term equal to zero. As in the reacting case, the FDI\veeuesponsible for determining
the species concentrations in a given cell. This methogolags deemed to be acceptable, and
within the capability of the model as outlined§d.3 of [5§].
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NXC NYC NZzZC CMC Cell Count

Coarse 1 1 32 32
Medium 1 1 48 48
Fine 1 1 64 064

Table 4.2: Eggers jet CMC grid

Air Co-flow H, Jet

H, 0.0 1.0
O, 0.232 0.0
N2 0.768 0.0

Table 4.3: Boundary species mass fractions for Eggers simulations

For the case setup previously described, it was seen th&NGZ operating at its frozen
limit, having a fine CMC grid versus a coarse CMC grid made ffi@énce term €in Eq. 3.20
was the leading order term both cases. As a consequencespthitiproceeding simulations
were run with a coarser CMC grid to slightly reduce the corapahal cost. In addition to this,
as the conditional gradients in the cross-stream direcrenvery small in comparison to the
mean axial conditional gradients, there was no need for &i4aiahensional CMC grid. This
yielded a 1 dimensional CMC grid with each CMC cell having th@ensiondNX x NY x 8
CDFHCMC. The total distribution of CMC cells for all the simulatis is given in Tabld.2

Much of the analysis of the CMC and conditional space grids wmitted in this section.
They are not as influential in the frozen chemistry simulaias they are in the reacting cases.
With the lack of chemistry and consequently sharp gradjghtsdfects of these two grids is
difficult to analyse as no relevant of conditional reactive ssaecurs. A more detailed analysis
is presented in the portion of the study concerning readtovgs, more specificallg. 4.2.1

4.1.2 Initial Conditions and Boundary Conditions

The boundary conditions for the Eggers simulations aregntesl in Tablegl.3and4.4. The
mass fractions used in this simulation are only that of thnspecies in air, namely{and No.
The presence of Hn this case does not cause a chemical reaction as the temmgsraf the two
streams are well below the autoignition temperature of thé¢ure. Simulations at these low
temperatures are beneficial because they allow fuel mixtorbe studied without the influence
of combustion, which normally make pure mixing studies a#l$udificult. Additionally the
utilisation of a specific fuel as opposed to thermodynartiddilfferent inert species (such as
N, or He), allows more accurate, species specific, mixture @imema and behaviour, to be
observed and studied.

In all of the simulations, Lewis numbers were all kept conséd unity (Le=1), as the current
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Air Co-flow H, Jet

Um/d 1074 394

Totat [K] 260 222

Powt [KPE 100 100
o [kg/mF] 1563  0.093
M 1.32 0.886

Table 4.4: Boundary conditions for Eggers simulations

formulation of CMC is based on unity Lewis assumption. Than@tl number was assumed
constant at 09, and the turbulent Schmidt number was unyg & 1.0).

Boundary Conditions

The boundary conditions utilised in this simulation arevghon Fig. 4.1 In the transverse
directions are Euler wall (symmetry), while the outflow igpetsonic outflow. The inflow is
slightly modified to accommodate velocity profiles and a @lehce generator.

Velocity Profile

Fig.4.2shows the inlet velocity profile that was extracted from ntoa simulations by Karaca
et al.. It corresponds to the velocity profile at the fictitious @tream plane atHet exit. It

is important to capture the correct velocity profiles andigrats at the interface of the fluids as
these quantities are paramount in the development of ther &nger and mixing of the fluids.
All the simulations conducted for this test case use thifilpras a template, interpolating based
on the grid resolution and distribution. Points were cltesien regions of higher gradients to
adequately capture the profile features even at low resolsiti

Turbulence Generator

In order to help trigger the transition to turbulence, a denphite noise turbulence generator
was implemented at the boundary. It takes the form,

U = (eWset 1) (4.3)
V' = (eWsed 2) (4.4)

where in this case, fluctuations are only applied in the trarse directions, and are confined
only to the jet. The random values r, are recalculated every time-step, and only determine the
direction of the fluctuation; they can take on values-bfor 1. The magnitude of the fluctuation
(e) was constant at 1% of the maximum jet velocity, giving a flation of approximately
10.7m/s. This method of turbulence has been shown to be a poor repaties of turbulence
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Figure 4.2: Inlet velocity profile used for Eggers jet simulations

[77], however given the time frame and priority of this studyim@e turbulence generator was
needed to aid in the transition to turbulence and the whiteengenerator was deemed feasible.

4.1.3 Averaging of Results

Interactive time averaging began after allowing the flowtabdise for 3 flow through times. A
flow through time was considered the time required for th8@we-to enter and exit the domain
which was determined to be approximately 1.6ms. Tempoeaiyraged results were obtained
by averaging a total of 480 evenly spaced samples over 3 flmmgin times (160 sampléow-
through), giving each simulation a total of 6 flow through é¢sn Fig.4.3 shows the ffect of
sample rate where fierent sampling frequencies were taken ranging froffié@-through, to
250flow-through. It was seen that for 160 samples and above,iffexehce was negligible on
the resulting average.

Fig. 4.4 shows a temporal forward-averaged density atffecent probe locations through-
out the domain for the fine simulation. The fine simulation waed in this demonstration
because, theoretically, this simulation would exhibit enffuctuations, and thus take longer to
converge given a similar sampling frequency. The sampliagufency for all these locations
is 160 samplélow-through as determined above, however, these figures #he dfect of
initialisation time of the interactive averaging processloe averaged results. The earliest ini-
tialisation time is after one flow-through, and the latesttithe %' flow-through. It can be seen
that it takes approximately 2 flow-through times for the ages to stabilise at this sampling
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Figure 4.3: Sampling frequency comparison

frequency. As a consequence, beginning the averaging4fter5 flow-though times would
result in non-converged results. Elaborating on that pairgan also be said that it is indeed
possible to begin the averaging process after 1 flow-througd. This is evident as beginning
at 1, 2, or 3 flow-through times all converged to the same wlliean therefore be concluded
that, instead of waiting 3 flow-through times to begin avergdor an additional 3 flow-through
times, averaging could have commenced earlier reducingptaksimulation time.

4.1.4 Simulation Results

Presented in Figgl.5to0 4.10 are the major results of the simulations plotted agairesteth
perimental results from Eggerg€q] and Karaceet al.[46]. The locations of the experimental
data of centreline profiles shown in F§5, correspond to all the locations that have radial dis-
tributions as well. In this study only four axial locationganvestigated radiallyx/D = 5.51
(x=63.3mm),x/D = 9.58 (x=110.17mm),x/D = 1544 (x=177.56mm), ank/D = 252
(x=289.9mm). These locations are important because thisrregioibits the largest gradients,
and they describe the transient procegdesses of the jet before it becomes self-similar.

A preliminary conclusion from the centreline data showd thaalitatively, the simulation
seems to fit the experimental data moderately well. Howeveitference is visible between
the H, profiles and the velocity profiles. The,Hhass fraction profiles fit well up to about an
x/D ~ 25.2. Thereafter, the Himass fraction level fd while the experiment shows continued
gradual decay. The velocity appears to begin to decreaggiypat the correct location, but
decays more sharply and for a longer distance compared exgiegimental results.
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Figure 4.4: Effect of averaging initialisation time on converged densitgrages for 4 probe locations
throughout the domain

H2

The two centreline figures are accompanied by the numeesalts of Karaca&t al.. The rate
of mixing of H, seems to be similar for both simulations up till aboyiD = 17, where the
present results show a decreased rate. It is not entirdlgicevhat causes this, however one of
speculations for this is the assumption of incorrect maniglbf species dfusivity.

The assumption of constant Lewis humber in mixing simutedits not a bad assumption
as the temperatures do not vary significantly as they wouldefacting cases. However, when
considering species with such &fdrence in molecular transport such asand air, accurate
thermodynamic transport representation is necessary. tdtlee unity Lewis assumption in
this work, the Schmidt numbers are also kept constant aB0.For G and N this may not
be a very inaccurate assumption, but it is well known thatiiasisg unity Lewis and “typical”
Schmidt values for kican result in skewed, inaccurate results. According to Greazzi B5)]



4.1 Supersonic Mixing - Frozen Chemistry 59

1200 : : . 1.2 : ;
Reference Eggers = Reference Eggers =
1100 Karaca 1M -~ |4 Karaca 1M -~
e Karaca 8M 1 Karaca 8M
1000 ri\:!‘\ . Coarse(1M) —— |4 Coarse (1M) ——
\ y Medium (4M) - Medium (4M) -
- 900 \ v Fine (8M) ---- [ 5 08 Fine (8M) ---- [
E 800 | : g
> \r % 06
S 700 \ g
> 600 \ p— £ 04 i\
500 R
e ow R 0.2 N o
400 = S TUSSmge T
300 0 :
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
x/D x/D

Figure 4.5: Centreline distribution of velocity andmass fraction

the typical Schmidt numbers for these molecules are ab8ufod.both Q and N, and about
0.35for H, (Le=1.26, 1.27 and 0.35 for ON,, and H respectively).

Karacaet al. use variable molecular transport, and in addition to thei®taStokes (N-S),
perform an additional simulation using a Euler formulatidine immediately obvious results
from these simulations, is that the N-S simulation shows&fdbreakdown of the concentration
potential core, and a slightly steeper decay of thertass fraction compared to the Euler. The
profiles begin to deviate at aboutD = 1544 with the N-S simulation ultimately reaching
a slightly lower final mass fraction at the domain exit. Thisuld indicate that although the
principle mixing mechanism in these high Reynolds flowsvssicid turbulent mixing, dfusion
has a noticeable influence on the overall mixing of the fluiibether this noticeable influence
is specific to the species in questionjHor diffusion in general is unclear, but nevertheless,
accurate modelling of ¢lusion is necessary.

In the case of the present simulation, the downstream regfibigher mass fraction of H
may be caused for multiple reasons. Firstly is the strethahthe grid compared to that of
Karacaet al. As mentioned earlier, although the ratio between the ssiaind largest cells
are similar, due to the stretching functions beinffatent, the inlet section of the domain is
more resolved, and the opposite it true for the downstreantiose This decreased resolution
downstream acts to smear and dissipate much of the turboletibns that are in fact, the
dominant mixing mechanism. The well resolved inlet sectionld also explain the improved
capturing of the potential cores by the presented 1M resoltiose of the 8M of Karacat
al.. Secondly, the assumption of constant Schmidt (Lewis) rersidoes not isolate +as a
strong ditfusive species compared to the others, and does not confaime &stablished need
for accurate molecular transport. The current numericdampnted lack this capability as
constant speciesfliusivities is assumed in the formulations of the CMC equation



60 CMC for Supersonic Combustion

Velocity

Compared to the Hprofiles, the velocity profiles hint that the simulation m&tbo dissipative.

In conjunction with the experiment, Eggers did a numeritatlg on various eddy viscosity
models. The primary conclusion was that there wasftemince in centreline profiles and jet
decay rates based on the eddy viscosity model chosen; e the eddy viscosity component,
the faster the jet decay rate. Additionally, Urtial.[43]. performed a classical LES study of
a Mach 0.9 jet of air-air and studied thfext of the Smagorinsky constant on the simulated jet
behaviour. The study involved multiple simulations, whendy the Smagorinksy constant was
varied. What was seen was that the larger constant resuoltethster jet decay, and a lower jet
momentum spread. A 5.56%tBrence in the constants led to approximately a 15.20% iserea
in decay rate and 18.87% reduction in jet spread. The residtsidies illustrate the sensitivity
of the jet decay rate to viscosity.

This type of study could prove to befiicult for ILES simulations of jets, as the sub-grid
dissipation is a function of the numerical scheme and is oangjfiable. It was thought that the
excess decay of the jet was perhaps a consequence of thetewmeerical schemes, and that it
was overly dissipative. Based on the results of Ustah.[43], a variation of sub-grid dissipation
does not have to be substantial to have a large influence belhetviour. However, the excess
dissipation seems to be localised after ab@gD0.58, where the present jet continues to decay,
while the experimental data gradually stabilises. Pridghts location, the simulation jet decay
rates are comparable to experiment. The initial jet deceyaalculatedX/D ~ 8) as indicated
in [43], gives the experimental Eggers jet a decay rate of 9.25 tlgresent simulations a
rate of about 9.88. In addition to this, due to the presentcbeofow Mach number correction,
Thornberet al.[85] illustrated that the modified MUSCL"5scheme used in CHOC, was less
dissipative than the standard MUSCI",5and the WENO 8. Therefore it can be concluded
that the numerical scheme is not overly dissipative andtish@reason for the localised excess
decay.

It was therefore thought that the random white noise turiméanlet was the cause of the
excess decay. As a result of this doubt, a simulation for tbéiom case was run without the aid
of the turbulence generator. Fi4.6 shows that without turbulence the initial trends of velgpcit
are still captured well although there is a shift in breakddecation. This gives reassurance
that the turbulence generator is not the principle reaspthébapparent excess decay of the jet.

What must also be mentioned is théeet of laminar viscosity. In the early stages of the jet,
as the momentum dissipation is still primarily laminar as tlow has not yet fully developed,
the dfective viscosity is dominated by the laminar contributibnthe simulations, the Suther-
land law is used to calculate the mixture viscosity, howeer codficients used for all species
is that of air. This greatly overestimates the viscosityt&98K, the viscosity of air is 2.5 times
greater than H This overestimated viscosity contribute and provideghsto the excess decay
of velocity.
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Figure 4.6: Centreline profiles of velocity andHnass fraction with no turbulent inlet

Effect of Grid Distribution

It is true that with the exponential clustering implemenitethe axial direction, the inlet sec-
tion of the present simulation would have dfeetive resolution much higher than the averaged
domain resolution. Exponential clustering (inherent$amiame) places and unbalanced number
of cells at either extreme of the coordinate direction it In the present case, the upstream
portion of the domain may be over-resolved with respect éodbwnstream portion. Further
increasing the resolution while keeping the stretchffacient constant, may not always be re-
quired as further refinement in the upstream portions of tmeadn may not be necessary to the
same extent as the factor of cell increase. In fact, perhabsincreasing grid resolution, the
stretch co#icient should be relaxed to give a better overall resolutmnease. Nevertheless,
this clustering distribution was implemented because & thaught that even at coarse resolu-
tion, capturing the initial development of shear layer ahgities was crucial in modelling the
jet.

This asymmetric distribution of the grid, could potentyddad to visible asymmetries when
approaching very fine simulations. Thiffext is apparent through the profiles of the current
simulation varying much more upstream between the coarséjum, and fine, as opposed
to the downstream sections where only mindfetiences are seen. This is in contrast to the
numerical results of Karacet al. where, because a more relaxed clustering distribution was
used, the ffect of increasing resolution was more noticeable througti@ientire simulation.
Increasing the resolution showed a global convergencertismfie experimental values, as
opposed to isolated regions of the domain shown in the preganlation.

As a consequence of this, an additional simulation was attedwsimulating a half domain
with 8M cells (dfective 16M) with a stretch factg® of 1.1. The hope was that any under-
resolved regions were to blame for the excess decay of theTja¢ results showed slightly
better agreement downstream with the upstream portioriadnan almost negligible change.
Most importantly, the region of excess decay was not sigmifly altered giving credence to
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Figure 4.8: Radial distributions at#0=9.58 of velocity and K mass fraction

the idea that this region is a consequence oftiedint or underlying more fundamental issue.
It also verifies that the grid in it's current form, is satidfary in capturing the flow features and
is adequately converged.

Radial Distributions

Typically for jet simulations, if the centreline data is acate, radial distributions will not be far
off. Nevertheless, it is worth investigating the radial dizitions, more specifically the early
regions of the jet, e.g. the potential core region. Thisaegs important in jet physics because
it dictates the region where the shear layer merges, andavtheitransition region begins. This
transition region location is dictated by the shear layemgh rate, and has a direcffect on
the jet spread and the jet decay rates.
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Fig. 4.7 shows the results of the simulations for the region at theapmated potential core
length, with the diference between the three resolutions immediately visibi¢gh increasing
grid resolution, the traces of the initial velocity gradjelscontinuity at the fluid interface dis-
appears. In addition to this, the profile widths indicate tha shear layers at this location are
of different sizes. They indicateftBrent capturing of shear layer instabilities upstream isf th
region. At this location, from experiment, the shear layen-dimensional thickness based on
the mass fraction of }} was determined to be 0.706. From the simulations, the dhagar
thickness approximations are 0.527, 0.64335, and 0.79623he coarse, medium, and fine
respectively. As expected the finer simulation tends to gsgoaner as at this location the shear
layer is the thickest of all three simulations. However, tiver estimation of the shear layer
thickness for the fine simulation, indicates that perhagsitladequate turbulence generator
added additional non-physical perturbations that caulsedristabilities to grow sooner than
they should have. This can also be verified with the poteotisg¢ being shorter than what was
observed in experiment (Fig.5).

Figs.4.8to 4.10show the remaining radial profiles atfidirent axial locations downstream
of the potential core. As expected the correlation betwestireline fit and radial profiles
is illustrated. The Hl profiles seem to correlate fairly well with experiment, batexpected
from the accuracy of the centreline profile of velocity, tlaglial profiles of velocity seem to
deviate substantially. Due to the nature of modelling jetsthe sharp decay of parameters they
experience after the potential core, a small shift in jeakd®wn length can have a profound
impact on the radial profile distributions. This conseqlydetds to relative inaccuracies of the
simulation. Therefore one of the key characteristics tdwapaccurately when modelling any
jet, is the initial development of the shear-layer, and tlius potential core length.
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4.2 Supersonic Combustion - Reacting Case

The proceeding section aims to demonstrate the first apipiicaf the conditional moment
closure model to a supersonic reactingair jet. The test case chosen for this demonstration
was the LAERTE jet from ONERAJ2, 46]. Similar to the motivation chosen for the frozen
chemistry case, this case was deemed acceptable as it waardflsiv test case that removed
the complexities of wall modelling. Additionally, the geetry of the test section was simple
enough to be used within the capabilities of CHOC.

A comprehensive grid convergence study for the reacting eesuld involve a coarse,
medium, and fine simulation on the CFD grid, with coarse, madliand fine, 1D, 2D, and
3D CMC grids. Assuming three resolutions in conditionalcgyahat would be equivalent to
a minimum of 81 simulations. This is indeed not practicalvbeer, some assumptions and
simplifications can be made to help reduce this numpet.2.1presents a study that enabled
the determination of the conditional space gaigriori. Additionally, in a previous paper by
Thornberet al.[86], it was shown that the éierence between 1D CMC, and 2D or 3D was not
substantial. Therefore, based on those results, and tienribat the jet is axis-symmetric and
the conditional gradients in the cross-stream directi@ensanall compared to the axial direc-
tion, only a 1D CMC grid was used in the axial direction. Lgspiresented i§. 4.2.7, is the
study that led to the usage of a single CMC resolution, funteéucing the number of simula-
tions required in the grid convergence study. Based on thes@mptions and studies, the total
number of simulations was greatly reduced from 81. The @dicg section presents, a total
of 3 simulations utilising an axial, 1D, medium resolutioNC grid, with a fixed, equispaced
conditional space distribution.

4.2.1 Computational Grids and Domain

The computational domain for this test case is endb< 45mmx 350mmthat corresponds to
the constant cross section portion of the ONERA LAERTE costibn chamber. As with the
frozen chemistry case, three simulations were conducegngifrom 1M to 8.3M cells. Details
of the grid resolution are given in Tableb.

NX NY NZ Cells Count(10)

Coarse 64 64 256 1.048
Medium 100 100 384 3.84
Fine 128 128 512 8.388

Table 4.5: LAERTE Jet computation sizes

Clustering is achieved in the transverse and cross-stré@ctidns by utilising the hyper-
bolic sine relationship given for the frozen chemistry cias& 4.1.1 The stretch factoré and
[, were once again chosen to achieve approximately the sdiméetween smallest and largest
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cell size utilised in the previous section. In the axial diien this ratio is 6 yielding a value for
B of 1.8, while in the transverse directions, the ratio used Wgielding a value foé, of 4.5.
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Figure 4.11: Computational Domain for LAERTE Jet

CMC Grid

Unlike the previous test case where CMC was operating atateh limit, for the reacting
cases, the CMC grid was altered and refined. Having too cadse€MC grid for a reacting
case can have a profound impact on the simulations as wilebedstrated in sectich 4.2.7.
Therefore, the proceeding simulations were conductedwhigt was deemed, a medium CMC
grid. For all the simulations unless otherwise indicateatheCMC cell has the dimensions
NXx NY x 4 CFOYCMC. The total number of CMC cells in the computational damaan be

seen in Tablédl.6.

NXC NYC NZzZC CMC Cell Count

Coarse 1 1 64 64
Medium 1 1 96 96
Fine 1 1 128 128

Table 4.6: CMC Grid size for the CFD grid convergence study for the LAERIet

Conditional Space

A convenient property of conditional space, is that it représ the combustion process given
certain external inputs. These inputs come in the form otifipeparameters of which the
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Figure 4.12: Distribution of major species at a Scalar dissipation of dyrimary conditions are set to
those of the LAERTE Jet.

solution in conditional space is explicitly dependant orhaddmakes this a convenient attribute
is that it allows the solution in conditional space to be ot#d with only a few inputs. As a
result, the &ect of grid resolution in conditional space can be analysdépendently and
priori to the full simulations which allows the simulation convenge study to be reduced by a
dimension.

Solving conditional space and obtaining averaged mixtusntjties only requires informa-
tion from the CFD grid; information that for the sake of arsdy, can be artificially provided
to the CMC equations. The primary parameters required aedthlar dissipation, mixture
fraction, and mixture fraction variance. As the scalar igeson increases, the gradients in
conditional space become smoother, the opposite is trua fiecreasing scalar dissipation.
Therefore, the extreme case (or the case with the sharpsdiegts) occurs when the scalar
dissipation approaches 0. To analyse the grid sensitivitpnditional space, a solution in con-
ditional space was obtained for a scalar dissipation raig13$) using 6 diferent, equispaced
grid resolutions: 50, 100, 120, 180, 200, and 500; 500 beomgidered as the control. To
illustrate the solution-space, Fid.12shows the steady-state solution of the conditional mass
fractions in conditional space using 500 conditional biftie boundary conditions used to
obtain this solution are those listed in Tabfegand4.8.

Calculating the unconditional mass fractions from thigrbsition of conditional mass frac-
tions is done using Eg. 3.34. The FDF shapes that are useesponded to the shapes gen-
erated in the region of mixture fraction space near storokioy ({s; ~ 0.0298, as this region
exhibits the sharpest gradient. The FDF can either be awytazalor discrete function (Beta
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and Top-hat respectively) of the mixture fraction and igsiance. This means for any given
number of realisations of these two parameters, similattoations of the two always produce
the same FDF shapes.

As a measure of convergence, the unconditional OH massdnaaias used. Using the
previously indicated number of conditional bins, two pbisiFDF shapes were constructed
and integrated yielding an unconditional OH mass fracti®his value was then normalised
based on the value obtained from a simulation using the @batr500 bins. The 500 bin
limit represents an extreme upper limit for the resolutiomixture fractions space, as the total
number of calculations per time-step and memory requirérsesle proportionally with it's
size.

Fig. 4.13shows that relative errors of less than 1% begin after ab00t120 bins which
leads to the conclusion, that obtaining a relatively highuaacy, does not require an high
number of bins. To see théfect of conditional space resolution where the gradientsaras
sharp as the region about stoichiometry, a similar studypea®rmed near a mixture fraction
of 0.97. In this case, the same variances as in the previady stere used, however,;Hvas
used as at this mixture fraction, OH is not present angkperiences the sharpest gradients.
This study yielded a maximum unconditiona) khass fraction dference between 50 and 500
conditional bins of 0.00297%. This result is not surprisksgn this region the conditional mass
fractions profiles are quite linear.

The results presented here represent idealised resuftSalean” values of mixture fraction
and variance. In reality, these two parameters will not takesuch ideal values. The mean
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mixture fraction given to conditional space determined rghtee FDF is constructed around,
and may not coincide with the distribution of conditionati This in turn may introduce small
errors in the location of the FDF mean. The variance on therdtand, &ects the broadness of
the FDF and bounds. The Beta-PDF is less prone to this egd’salistribution is analytical,
and a solution can theoretically be obtained for any distidm of conditional bins. The Top-
hat on the other hand, is built from discrete functions, asebispecific locations in conditional
space for its bounds. Therefore these locations are alsepstiigle to their values not coinciding
with grid locations on the conditional space grid. Althougke implementation of the FDFs
aims to conserve the mean, and avoid these very small ethag,are inevitable. However,
it should be noted that the errors are not very large and aaetidiable. As an example, for
120 conditional bins, the extreme case of both Top-hat FRIpeimts being located in-between
conditional bins locations, leads to a maximum error of &l0o83%.

The aforementioned discussion, plus the obviotigerinces in gradients at locations near
stoichiometry compared to the rest of conditional spadseran obvious question about grid
clustering. Fig4.14shows the grid points for 120 bins for the grid convergenaeysimen-
tioned above, along with the OH distribution. It can be sé® only about 13 conditional bins
fall within the OH distribution. Therefore only about 10% thfe points used in conditional
space are used to capture OH. Ideally, grid clustering campkmented in conditional space
around the stoichiometric mixture fraction to greatly reelthe number of grid points present,
decrease conditional space computation time, and inctbasdéfective resolution. However,
decreasing the spacing between conditional bins alsodseeethe influence of the Péclet num-
ber criteria for limiting time step. In this criteria, the minum conditional grid spacing is used.
In the case of a multi-step, time-splitting, time integoatas implemented in this code, having
a smaller Péclet number would increase the overall conipnttime. A balance between grid
clustering and number of conditional bins is required, ahétiver the increased computational
time due to the increased iterations from a smaller timp;Steoutweighed by the accuracy
and decreased computational time from the clustered dgonédltspace grid, is the subject of
another study. From the presentegriori study, 120 equispaced bins were chosen to represent
mixture fractions space for all the simulations.
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Figure 4.14: Distribution of conditional bins in conditional space

4.2.2 Initial Conditions and Boundary Conditions

Contrary to the frozen chemistry case, the inibalindary species mass fractions for the air
co-flow were not of strictly of the major species in air, andluded traces of kD and O, H,
and OH radicals. Specific quantities can be seen in Taljle Additionally, the temperature
of the jet and air co-flow in this case, were much higher. Thisueed that the mixed J-hir
streams were well above the autoignition temperature. iipeetails of the inlet conditions
are shown in Tabld.8 Lewis numbers were kept constant at unity €11¢ for all species as

Air Co-flow H, Jet
H, 0.0 1.0
0O, 0.2447 0.0
H,O 0.1124 0.0
OH 2.28%10* 0.0
O 1.8x107° 0.0
N, 0.64265 0.0

Table 4.7: Initial and boundary mass fractions for the LAERTE Jet

required by the formulation of CMC utilised in this study.rkbe proceeding simulations, the

Prandtl number was assumed constant and fixed7800 The turbulent Schmidt number was
constant at unity§g = 1.0).
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Air Co-flow H, Jet

U[m/s] 1366 1970
Tstat[ K] 1170 160
Psta KPE 92 84

o[kg/n?] 0259  0.127

Table 4.8: Initial and boundary flow conditions for the LERTE Jet

Velocity Profile

The inlet velocity profile shown in Fig4.15 was extracted from numerical simulations by
Karacaet al,, and represents the velocity profile at the fictitious crstssam plane at the jet

exit. Points on the profile, were clustered around the regmfnhighest gradients to ensure
adequate profile resolution, even at lower grid resolutions
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Figure 4.15: Inlet velocity profile used for LAERTE Jet Simulations

Turbulence Generator

In order to help trigger the transition to turbulence a sinphite noise turbulence generator
was used, taking the form similar to the turbulence genenaged in the frozen chemistry
simulations. The fluctuations were only applied in the tva@nse directions and are confined to
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the jet. The magnitude of the fluctuatios) (vas constant at 1% of the maximum jet velocity,
giving transverse fluctuations of approximately7x/s.

4.2.3 Averaging of Results

Interactive time averaging began after allowing the flowttabgise for 3 flow through times.
Temporally averaged results were obtained by averagingphdb480 evenly spaced samples
over 3 flow through times (160 sampltésw-through) giving each simulation a total of 6 flow
through times. A flow through time was considered the timeiiregl for the co-flow to enter
and exit the domain which was determined to be approxim&teyms.

4.2.4 Simulation Results

Centreline distributions of fHimass fraction and velocity are shown in Kg16 showing ad-
equate convergence between the medium and fine simulatidiat is almost immediately
evident is that the velocity decay is not as sharp as with ribeefi chemistry case. Instead,
there is a much smoother decay towards the self-similaoredihe fine simulations is similar
to the medium expect that near the domain outflow, there ightbl better mixing captured.
What is also shown, is that between the medium and fine sironftthe potential core is
captured almost identically. This is in comparison to thevpus case, where there was a no-
ticeable diference in potential core breakdown location with grid refieat. It appears as if
the white noise turbulence no longer has an substartedteon the simulations, or thetect

is the same for both grid resolutions. As the time-step isabsed with increasing grid resolu-
tion, the overall frequency (and wavenumber) of the symthetbulence is increased. As large
wavenumbers are dissipated more quickly than lower wavéeusnat the given resolutions of
both the medium and fine simulations, it is possible that theupbations by the turbulence
generator are immediately dissipated.

In reacting flows, the more important representative gtyaiti simulations is the temper-
ature. Fig.4.17 shows radial distributions of temperature at two axial tmees, along with
experimental data and those obtained by Kast@d.. Unfortunately, the experimental temper-
ature data shown was the only data available for this test easl it was stated in the papé6]
that the experimental results are very poor — The velocitg waderestimated and the mean
temperatures were overestimated because of the flappingenaitthe jet. No relative errors
were published and therefore it is unclear how inaccuraeléta truly is.

The experimental data resembles the early stages of thagangmprocedure of the simula-
tions, and it is possible (but uncertain) that the high terajee point at 1600K is an outlier.
Instantaneous temperature profiles from the simulatiopsmenced similar peak temperatures
(sometimes even reaching 2000K), but due to the flapping@aitiuthe jet, the averaged tem-
perature dropped substantially to those shown. Howeven #the temperatures are overesti-
mated, the trend of the experimental data is still expedeaddintain some accurate qualitative
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Figure 4.17: Radial ditributions of temperature at selected axial liocet

description of the structure of the jet. Based on this ddtethe presented simulations fol-
low the trends very well except for a perhaps a slightly loeenperature in the shear-layer at
r/D~ 1.3.

A independent analysis of the temperature profiles gives a@elication that combustion is
occurring at the exit of the computational domakild = 57.5), as there is an approximate
increase in temperature of 500K from the air co-flow tempeeatEven ak/D = 35, the tem-
peratures are lower than the exit plane, but still highem tha mixture temperatures, indicating
the presence of chemical reactions. If indeed the expetahtamperatures are over estimated,
then itis safe to conclude that the results of the presedystatch well to the experiment. The
lower temperatures experiencedk@b = 35 also indicate that the combustion process has only
just begun in this region.
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It should be emphasises that the low temperatureg@t = 35 do not indicate that this
is the lift off height of the flame, nor do they indicate that it happens naarregion. At
the advective velocities experienced in this experimenglkdifferences in ignition time, can
cause large dlierences in lift of height. As an example,+a0.01ms diference in ignition
time can theoretically translate the ignition point appneately + 2.87D (17.22mm). Further
investigation into the non-equilibriuntfects and lift-¢f height will be investigated i§. 4.2.6

The results from Karacat al. in Fig. 4.17 appear to be of the same order of magnitude
as the experimental results. As no other definjitjuantitative data is compared to in Karaca
et al. to assess chemical non-equilibriufieets or reactive scalar distributions (due to poor
experimental results), it is ficult to conclude on the true validity of their results. Based
the contour plots published, it appears that the liftheeight was located significantly farther
upstream compared to the results of the present simulatmusthus can explain the higher
temperatures at similar axial locations.

Karacaset al. closure to the chemical source term is left téfusion (as DNS normally
is) and is a dangerous closure at the published grid resakitiAs the flow is under-resolved
compared to a DNS resolution, the sub-grid fluctuations aregoleft to numerical dfusion
which may or may not be modelling them accurately; This piddiy giving rise to erroneous
production rates. As numerical dissipation is highly defae on grid resolution in ILES, a
varying numerical dissipation will give rise to fictitiousils-grid difusion of species, which
may create large variations in the local temperature. Altjfirothe mean floumaybe captured
adequately, theffect of turbulence on sub-grid mixing is poorly represeniidterefore, to con-
clude that the results of Karacesal. are accurate, would be just as incorrect as saying they are
inaccurate, and should be accepted with caution. The cesiods extrapolated from this pub-
lication are used merely to strengthen findings of the prtestendy, and are valid only because
the comparisons (between Euler and N-S), are based ong&suitt consistent numerics.
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4.2.5 Hfect of Differential Diffusion

In the previous analyses, the importance of tifeat of diferential diftusion when modelling
H, was emphasised. In fact, there have been many DNS studiesghthe dfect of non-unity
Lewis numbers on KHflames. Doom and MahesR4] showed that non-unity Lewis number
effects increase the overall temperature and heat releaseaandiecrease the ignition delay
time by up to 64%. Dinesht al.[78] performed a DNS study of an impinging jet (R2000),
and also concluded an increase in overall combustion teatyrer It was also shown, that non-
unity Lewis altered the structure of the reacting jet, singftthe combustion mixture towards
leaner conditions. The DNS studies of turbulenftudion flames tend to be limited to low
Reynolds flows as the Kolmogorov length scale, scales wignBlds as shown in Eq. 2.13.
Thus, the results of such DNS studies are mainly describavgsfivho’s mixing processes are
influenced by both turbulence andfdision in comparable proportions. In high Reynolds flows,
the principle mechanics still remain the same except thaingitends to be bigdominated by
turbulence while the component offidision begins to diminish. Thus, the DNS findings cannot
be applied definitively to the present case as the Reynolddbauis approximately 100 times
larger than the case of Doom and Mahesh. However, they dpiilide a good indication of
expected behaviour when assuming non-unity species Lawnbars.

Similar to the Eggers case above, Karatal. performs a reacting case with a Euler formu-
lation as well as a N-S formulation. In this case, tifee of non-unity Lewis is more strongly
visualised though the temperature distributions. THEeBnce in radial temperature distribu-
tion at a given axial location between the Euler and N-S satrhs, showed the N-S simulation
with a temperature 70K higher than the Euler simulation.ddigon to this, although not con-
clusive, instantaneous centre-plane contours of temyerdistributions showed the N-S hav-
ing a slightly earlier ignition point. This fierence is far from the immenseffdirence shown
in Doom and Mahesh2{] of about 450K, but the dierence can perhaps be correlated to the
Reynolds number. In flows where turbulenffdsion time-scale are comparable (low Reynolds
number), the temperatureffiirences may be as large as determine®dj put in cases where
turbulent transport is dominant (large Reynolds numbermay be smaller. Referring back to
Fig. 4.17, it could therefore be concluded that the lower radial terafjprees near/D ~ 1.3 are
slightly underestimated due the inaccurate modelling e€&s molecular transport.

4.2.6 Chemical Non-Equilibrium Effects

The results to this point look promising, but due to the latketiable experimental data it is
still uncertain whether the implementation models cotyemhd captures the appropriate non-
equilibrium efects. Quantitative comparison to the numerical resultsavbkaet al. can not be
done confidently because of the questionable conslusiavsdad by the numerical methods
used.

In order to analyse the chemical non-equilibriuffeets, an additional simulation was con-
ducted. This test case came from ONER3¥][as well, and was identical to the test case
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previously analysed, except for the pressure boundaryittonsl In this case the pressure for
both the jet and the co-flow were 80kPa. The primary focus isfekperiment was to assess
lift-o ff height, and does not provide velocity, mass fraction, orperature data. Along with

a quantitative value for flame liftfd height, wall pressure distributions were also published.
Ideally a simulation would be conducted assessing the waBsure distribution, but for the
reasons described at the beginning of this section, thepsadisure distribution is not the pri-
mary interest and validation tool. The focus of these sitmg was to assess combustion
phenomena, and therefore the grid was clustered arouncetiteatjet regions, limiting the
resolution of the wall. As pressure is highly dependant emgitid resolution, the resultant wall
pressure distributions were not expected to be very aceutddbwever, even though the flow
in these wall-regions was under resolved, quantitativedyresults can be expected to deviate,
while qualitatively, similar trends should still be vis#s in the experiments.

Georgeet al.[32] conduct two experiments; a reacting case and and noningagse, where
the non-reacting case injects Bs opposed to 5 They use the wall pressure distributions to
approximate the lift-& height, and state that autoignition is determined wheréteressure
profiles deviate. From the published wall pressure distidims, this occurs at about 0.20m
downstream. It is unclear exactly how the authors extrapdlthe approximate lift46 height,
however they also preform Planar laser-induced fluoresc@PiclF) along with pressure mea-
surements. Therefore, it is probable they use a combinafiboth the pressure and averaged
OH distributions to determine liftf6 height. From the experiments, it was stated that Iift-o
height was about 0.170m downstream from the jet exit. Udmegdefinition of autoignition
of Gerliner B4] as being the point of largest OH gradient, the liff-beight for the simulation
was approximately 0.165-0.183m. A similar methodology @iparing a reacting case to a
non-reacting case could not be applied, as the exact boypwrdaditions for the non-reacting
case where not published and could only be speculated.

The resultant wall pressure of the simulation is shown in Big@3 Indeed the pressure
distribution shown does not resemble the experimentalegatjuantitatively as expected, and
the right scale had to be adjusted to better compare thesi@ritie distributions downstream.
However, qualitatively, they match fairly well. Peaks ocooughly in the same regions as the
peaks in the experiment, and there is a pressure increasestteam where the experimental
pressure appears to begin to increase.

4.2.7 Hfectof CMC Grid

One of the more diicult compromises in utilising a conserved scalar methad$ig governing

of multiple grids in a given physical domain. When using dir@rrhenius rate closure to
the chemical source term (as in DNS), the chemistry is catedl directly on the CFD grid
for every CFD cell, and determining the CFD grid is the onlguieement. However, at the
opposite extreme, when utilising CMC, there is the CFD g@iiC grid, and conditional space
to consider. An accurate solution requires a delicate loalbetween all these grids as they are
coupled. Inaccuracies in onéect all the others.
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Figure 4.23: Pressure Distribution of LAERTE Experiment

The choice of utilising 4 CFBCMC in the axial direction was not chosen randomly. Initiall
8 CFOYCMC was chosen for the simulations, however, the resultsindt were non-physical
and a refinement of the CMC grid by a factor of 2 led to seemigglgd results. The CMC
grid was not refined beyond this point, as the results for thedium” resolution were deemed
adequate. As a demonstration to the sensitivity of CMC asdriethod, the results for the
axial 8 CFODCMC on the medium CFD grid are presented. Fd4 shows instantaneous
mid-plane contours of density, and OH mass fractions. Itlmaiseen that abouy@th of the
way downstream, a discontinuity is formed through the oasebmbustion. The density from
one cell to the next experiences sudden sharp gradient doembustion, leading to shock
formation which travels downstream. It is obvious that thgutts obtained are incorrect, as the
ignition process should be smoother and, show a graduaiti@mas seen in Figg..20to 4.22
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It was evident that this was a transient phenomena as it dichpeear immediately, but
rather, farther into the simulation. The hypothesised eadishis is due to the CMC grid being
too coarse. What is supposedly occurring, is that the CMQoginstream of the discontinuity
is a misrepresentation of true state of the fluid. As a CMC aellers and models (through
conditional averages) a certain physical portion of the @iomany fluid entering that portion
of the domain is influenced (and influences) that CMC cell. ey, if the CMC cell is too
coarse, it governs a larger portion of the physical domam.rehlity, the CFD cells in the
CMC cell, may not be undergoing similar chemical processestd chemical non-equilibrium
effects, and the advective time-scales present.The result lzeconditional average of that
entire physical section that includes information from roleally opposite extremes. If the
gradients are too sharp in this region of the cell, the awesadution from the CMC cell may
over predict a solution at one end, and under predict at theroThe CFD cells in the CMC
cell at one end may be a region of "mixing”, and the other eng ima “igniting”. If this
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is indeed the case, the CMC cell will have information fronthbextremes being fed into its
solution. If the average is bias towards the ignition precéise CMC solution will inevitably
tend towards autoignition over time. However as detailevipusly, not all CFD cells should
be experiencing this autoignition, and if indeed this CM@ ‘Ggnites”, the entire conditional
solution space of that CMC cell will be that of a burning smnot This translates back to the
CFD grid, giving what should be a point in space of mixing, iff®@rmation that it is in fact
burning. If the solution of the CMC cell upwind of the discmmtity tends towards the mixing
solution due to the larger influence of the mixing cells, tb®anition process will be seen to
occur over a CMC cell interface. This leading to a discortinand an unrealistic solution as
presented above in Fig.24

Decreasing the number of CRODMC to 4, results in a relatively smoother solution as shown
in Figs.4.20to 4.22 A more representative indication of the CMC methodologyloa seen in
Fig. 4.25 where it shows the average cross-stream OH mass fractioesdry CFD cell in the
axial direction.
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Figure 4.25: Average cross-stream OH mass fraction

Fig. 4.25shows three distinct regions: befoxgD ~ 20 and near the exit of the domain,
the distribution is smooth, while in-between these twoagagij the distribution appears to have
small discontinuities. This behaviour can be explainedwlie aid of the conditional mass
fraction profiles. At the locations where the distributionFig. 4.25is smooth, the dierence
between conditional profiles corresponding to adjacent G is small. Conversely, the
steps are created because the relatiffeidince between conditional profiles for adjacent CMC
cell is larger; the larger the fllerence, the larger the step. The smooth profile with low OH
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concentration near the inlet, indicate that this is a regiomixing, while the discontinuous re-
gion indicates the region of the jet where transient chelhettacts are occurring. In conditional
space, this region is where the conditional profiles appelae evolving the fastest. The smooth
profile near the exit on the other hand, would indicate thanabal transient fects have be-
gun to cease, and that beyond this location, combustiondvoedjin to be established. It is
expected that if the domain was larger, the OH distributionbd eventually level fi indicating

a steady-state flame.

The CMC cells can be clearly seen in this image by the 4 pomtéqgluster” representing the
4 CFO)CMC. One would expect that if decreasing to 2 QEDIC, the piecewise distributions
of the OH mass fractions in the high gradient regions wouldh&leed, creating a smoother
profile. The extreme case would correspond to 1 @MAC, which should give the smoothest
solution, however, at this resolution, the advantage of Qi@ conditional averaging) dimin-
ishes, and the solution process approaches a similar mébhibe presumed PDF methods.
Additionally, at these resolutions, CMC becomes very espen and the main advantage of
modelling sections of the domain through conditional agessbecomes questionable.

Naturally, increasing the CFD resolution will have tHeeet of increasing the resolution of
the CMC grid as well. This will make the physical size of the CMells smaller, and there-
fore, the “steps” seen in Fig.25 may also become smoother. However, it can also be argued
that this increased CMC resolution is only necessary iroregivhere the conditional profiles
are evolving the quickest. The upstream portion of the darhas the largest cluster of CFD
cells, and the downstream, the lowest, yet the profiles isetegions are smooth. This would
indicate that the CMC grid in these regions is adequatelglved for the gradients experi-
enced. Hence, the increasing of the resolution of the CM& tgravoid these steps and obtain
a globally smooth solution, may come at cost of decreafiadescy, and wasted computation
in the upstream and downstream regions. Currently the imgigation of CMC only allows a
predetermined ratio of CFD to CMC cells in the three prireigirections. Therefore, what is
needed, is the ability to decouple the algebraic dependanC&C to CFD, and allow a vari-
able CMC grid. This would enable adequate clustering of thEC@rid in regions of expected
high gradients, while reducing the resolution in regionsrmbother gradients (i.e steady-state
combustion regions).

Nevertheless, keeping a modest resolution of 4 @AAC still results in miniature discon-
tinuities, but does notfeect the flow as in the case of 8 CERIMC. It is uncertain if these
discontinuities exist in flows of lower advective veloc#jer if it is a new phenomena present
only in the case of supersonic flows. To the knowledge of thleaudetailed distributions such
as this have never been published for subsonic flows, howgverexpected that solutions in
subsonic flows are much smoother. If 1 GEMC is required for a smooth solution, this could
certainly be a limitation of CMC and its application to sug@ric reacting flows, or indication
that better modelling is required.

The hypothesised term that would require better modellingld/be the conditional veloc-
ity. The spatial advection of a conditional quantity (te@nin §. 3.1.2 passes information of
conditional scalars from a conditional bin in one CMC cedl tlhe same bin in another CMC
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cell. The fact that there exists a discontinuity in scalath@ CMC cell interface indicates that
perhaps information is not being passed correctly, or thraddipersonic flow, this term must be
treated in a dferent manner.

Kinetic Energy Dissipation

The energy spectra of the coarse and fine simulations arenshowig. 4.26 The energy
spectra was determined based on the time history of a pdertthake flow was established (ap-
proximately after 3 flow-through times). As this was a tengbsignal, the Taylor Hypothesis
of frozen turbulence was applied in order to convert this $patial signal to obtain the spectra
in terms of wavenumber. Ingenito and Bruddl] performed a dimensional analysis on kinetic
energy density, with a dependence on density, dissipagioth wwavenumber. They found that
for flows dependant on density (compressible flows), theghsi®sn no longer follows a /3
slope but a steeper/Binstead. The reader is encouraged to refedd for further details.
Fig.4.26shows that both spectra have a small region where they feHew53 dissipation, but

a larger region where they follow /8

To show the #ect of the stretched grid and varying local resolution, Big7 shows the
spectra at three flerent axial locations on the centreline for the medium satioh. The down-
stream point that corresponds to the locally coarser gadtion, captures more 5and less
-8/3, than the upstream location where the spectra shows a l&@/@eregion. It is uncertain
whether the -8 slope is an appropriate indication of the dissipation ratéese simulations,
but the results show fair agreement to this hypothesis. Khavn that the -B is an idealised
dissipation rate for incompressible homogeneous turlbdlews, and the recurring theme in
literature is that compressible flows do not follow3Slope. In addition to the /8 decay of
Ingenito and Bruno44], Passarcet al. [68] propose a -1/B decay for weakly turbulent hy-
personic flows. Regardless of the dissipation rates expereein the present simulations or
those hypothesised in literature, the results in the pteddigures show that the simulations
are successfully capturing dissipation and some apareahtrtial range.
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CHAPTER 5

Conclusion

The study presented a first approach for the novel applicatidhe conditional moment clo-
sure model (CMC) for modelling supersonic combustion. Témaloustion model was applied
to a fully compressible, shock capturing flow solver thdised a finite volume based Godunov
scheme, with MUSCL 8 reconstruction, and low Mach number correction. The tintegra-
tion used, was a robust TVD, 3-step? Brder Runge-Kutta method. The study was broken into
two steps: the first assessing the ability for the solver fuuwea supersonic turbulent mixing.
The second step assessing the ability for the solver to nsaghersonic reacting flows.

This study firstly presented results for a non-reacting edsere a hydrogen jet was injected
into a supersonic co-flow at temperatures well below hydnageoignition temperatures. This
test case was chosen in an attempt to validate the impletrentd the CMC equations, and
their applicability to model supersonic mixing. From theukls it was seen that velocity ap-
peared to decay quickly in certain regions of the jet, blitfeliowed the trends of the experi-
ential results. This excess jet decay was attributed taurate modelling of mixture viscosity.
Moreover, the H mass fractions seemed to fit the experimental data well, entii a slight
discrepancy downstream. This downstream discrepancy tivédsuged to the fact that the grid
clustering functions used in this study was overly bias titttet portion of the domain. Any
increases in grid resolution did not significantly incretmedownstream resolution as they did
to the upstream domain. Additionally, a small contributtorthis discrepancy was placed on
the misrepresented molecular transport utilised in theeoimumerical formulation of CMC.

Secondly, a supersonic lifted jet was presented. It was shibat too coarse of a CMC grid
can cause un-realistic behaviour. Refining the CMC grid seeddhe non-physical behaviour,
but still showed miniature discontinuances at the CMC cggkrfaces when cross-stream av-
eraging was applied. To achieve a smoother solution, furgfénement of the CMC grid is
hypothesised to be needed. However, further refinemenhdégiremove the primary advan-
tage of CMC, and therefore could represent a practical ditiib of this method in supersonic
flows. It is also unclear if more accurate modelling of CMQnisris required and is in fact,
the cause of these miniature discontinuities. The nonlibgum effect, namely, flame lift-fi
height were also studied. A liftfbheight of about 0.165-0.183m was calculated based on peak
gradient of OH production, which compares well to an experital lift-off height of about
0.170m. The similar lift-& height provides good confirmation to the feasibility of timethod,
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and gives reassurance that the results obtained for thengaase may not be farfidfrom the
true flow.

The reactive scalar profiles of these simulations were midiiewlt to analyse as the experi-
mental data was not reliable, nor readily available. Howeyealitatively, trends similar to the
numerical results of Karaaat al. and the experiment were shown. If the errors of the experi-
ment were quantified, a better conclusion on the accuradyeagsults of the simulations could
have been made. Generally, the temperature results of &@semirsimulations are lower than
the presumably overestimated experimental results. Thts that the presented results could
in fact be similar to the experimental conditions.

The recurring theme in the analyses of the results, was fhueirce of diferential ditusion.
It is well known in the combustion community that assumingstant unity Lewis number in
reacting flows is a big assumption, but is commonly used fopscity nonetheless. Variable
Lewis is always important to model, as it allows for a betegpresentation of the molecular
transport. Based on the results of Karaetals’ Euler vs N-S study, and the results presented
in this study, the fects of ditferential difusion at these Reynolds numbers are not the same
as those experienced in Low Reynolds flows and in the pres®mnES studies. Therefore, at
these Reynolds numbers, the influence @fdential diftusion on the large scale flow field may
not be as strong as some authors indicate. However, thid i® rsay that diusion does not
play an important role. The results shown from the same gsuitat the previous conclusion
was deduced from, that there exist smaltetiences which are concluded to deeto differ-
ential difusion dfects. Perhaps as the shift from advectiofition controlled mixing at low
Reynolds numbers, to a more turbulent biased mixing thatirscat high Reynolds numbers,
the influence of dferential difusion on the large scale flow field becomes smaller, and the
assumption of constafinity Lewis, is not as inaccurate as was previously believed

Overall, the CMC method for supersonic combustion seenslfiea as good agreement
was obtained from the limited data available. Naturallg, pinesent work does not confirm, or
refute, the detailed accuracy of the proposed method adumbng this requires better analysis
and data. It does however, give confirmation to its feasybdnd application, and gives rise
to potential modelling uncertainties and areas of improseinioth in the CHOC code, and
also the CMC method. Potential drawbacks of the methodslsoepaesented, such as CMC
resolution issues, but it is uncertain whether these limoms are a function of the model or of
the manner in which the model has been used. These vagueisimmd also illustrate the need
for more reliable, simple experimental data for supersogacting flows.

5.1 Future ResearcliWork

CMC

e To be certain on the validity of using CMC at is frozen limittest case similar to2[7]
of single-species mixing should be conducted to validagentethod by removing the
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CFD

uncertainty of variable molecular félision. If hydrogen is to be further investigated,
CMC formulation needs to be expanded to accept non-unityid.ew

In this implementation, the conditional velocity is assunb@ be its unconditional coun-
terpart. Typically, the contribution of this term is not asuinant as the diusion term, or
the source term, however, when approaching supersonicitiek the influence of advec-
tion increases. Using this closure for this term was deerdedw@ate for most CMC-LES
simulations as the gradient mod&B| has not been validated for LES to date. This clo-
sure may have been satisfactory for the low speed, subsomis fireviously analysed
with CMC, but it is unclear if diterent modelling is required, or if this assumption holds
for high speed flows.

The scalar dissipation model needs to be further investigathe scalar dissipation mod-
elling used in this study assumed the unconditional scassightion is the conditional
scalar dissipation. Other popular models are the AmpliMdpping Closure(AMC)67]
and the Girimaji model36], where explicit conditioning of the scalar dissipatiorused
to condition the scalar dissipation before conditionalrageng. Simulations should be
conducted with these scalar dissipation models to assessrfiuence.

To test the hypothesis of the smoothness of the CMC solulliostriated in Fig4.25 a
simulation utilising 1 CFIZCMC should be conducted to isolate whether tiise comes
from a coarse CMC solution or inadequate modelling.

— A block structured CMC grid should be implemented. This wlo@move the cur-
rent algebraic dependence of the CMC grid on the CFD gridchrsdering of CMC
cells in regions of expected large gradients can result im@osher solution while
still maintaining the advantage of CMC’s modelling method

A simulation utilising a 3D CMC grid should be conducted. dtigh a 1D-CMC grid
is suficient in the case of an axis-symmetric jet, it may also suggpesymmetric non-
equilibrium dfects such as extinction and re-ignition affelient radial locations of the
jet.

Clustering of conditional space around stoichiometry wiarkatly reduce computational
time, as it has been stated that when clustering, as few asiB@pn conditional space
are needed for accurate results

In the present formulation, terRy, in Egs. 3.5 and 3.6 is neglected. This assumption was
based on a methane-air flame howevgg] shows that this term is not as negligible as
previously assumed.

Another major area of concern is the turbulent inflow usedak shown by Ran&[/] that
white noise turbulence is a poor approximation to the pbettions required for accurate
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turbulence generation. However, in the time frame of thaglgtit was not a priority, but
more to demonstrate the validity of this model and methoa: Adxt steps should involve

implementing a synthetic turbulence generator.

— Given the turbulence model, the present simulations shioa@ been run with a
similar time step at all resolutions. This would have redutiee influence of the
white noise turbulence on the relative resolution levelhaf ¢rid, and would have
eliminated the changing boundary conditions upon grid esfient. It would have

kept the inflow turbulence as consistent as possible.
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APPENDIX A

Chemical Mechanism - Backward Rates

When utilising a published chemical mechanism, it is comrfaronly the forward rates to
be published. If detailed finite-rate chemistry is to be usethe combustion modelling, it
is necessary for the backward rates to be calculated fomitigidual reactions. In order to
increase fiiciency, a program was developed to aid in the process of ledilog the reverse
rates, as the process of calculating the reverse reactbes can be a tedious especially if the
mechanism consist of hundreds of reactions. However, she®bjectives of this study did
not specify the mechanism to be used, the program was exten@dow the calculation of the
reverse reaction rates for any chemical mechanismadfreactions. The early version of this
code is limited to basic reaction and cannot analyse congblermical mechanisms with fallfo
reactions. The expansion of this program to generic sim@elranisms was considered to be
beneficial for future studies where comparisons éedent mechanisms is required.

For consistency and illustrative purposes, consider thetien,
aA + B=nC + 6D (A.1)

it is convenient to know the equilibrium constant for sucheaation because it would allow
for the determination of specific information about the pratg of the species to be known at
equilibrium, given a set of initial conditions.

There are two methods to calculate the equilibrium const@ne is using the partial pres-
sures, the other is using the molar concentrations. Thepredased equilibrium constant can
be calculated by '

n o
L= oy (A2)
(A (BY
where the terms in parenthesis are the partial pressurdsegrbducts and reactants. It is
important to note that the partial pressures used in Eq. A22oaly those of gaseous phase
compounds. From the ideal gas law, knowing that

PV = nRT (A.3)

we can conclude that the partial pressure is equal to thermoleentration multiplied by a
concentration correction in the forRT. Therefore Eq. A.2 can be reformulated to represent



A-2 Chemical Mechanism - Backward Rates

the equilibrium constant considering the molar conceruingtof the reaction.
_[C]”-[D]° RT"-RT°
P~ [A]” - [B]f RT* - RTA

When calculating the equilibrium constant, the obviousuaggion is that the mixture is at

equilibrium and therefore, the second term can be groupetiiree exponents summed. Thus,
Eg. A.4 becomes

(A.4)

[C]"-[D]° s
- RTA" A.
= (A (BP A9
whereAn
An = Z molesofProducts Z moleso f Reactants (A.6)
and it can be stated that
Kp = K¢ - RTA" (A.7)

Based on the above formulations, it can be seen that in avd#atain the equilibrium constant,
information about both products and reactions must be kAdws can sometimes befticult
especially when considering large systems of reactionsr@dws states. Therefore afdirent
formulation must be used where information of final statewisrequired.

The method used to calculate the reverse rates in the presektfollows the Gibbs free
energy approach. Gibbs free energy is a measure of the tdgrmamic potential (or chemical
potential) of an isobaric, isothermal system. The chandeeaenergy of a reaction is given by

AG = AG®° + RTInQ (A.8)

WhereQ is the reaction quotienfG° is the standard-state Gibbs free energy at 1 atmosphere,
andAG is the change in Gibbs free energy of the reaction. When thetios reaches equi-
librium, AG = 0 andQ = K, thus we obtain an expression for the equilibrium constant a

-AG{°
Ko = exp( RT ) (A.9)

The Gibbs free energy change of a system (or reaction), &@etjuation because is comprised
of two state properties; Enthalpy and entropy. At standdatle (1 atmosphere)

AG® = AH® - TAS® (A.10)

substituting Equation Eqg. A.10 into Equation Eq. A.9, anrespion for the pressure based
equilibrium constant with respect to state functions cashmvn to be

AS? AHiO)

R RT

Kp = exp( (A.11)

The changes of enthalpy and entropy respectively for airaate determined by

AH? & o
~ = ;QKR—T (A.12)
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ASY A.13
Z%R (A13)

where alpha represents the number of moles of the specifip@anad in the reaction. The coef-
ficient takes on positive values for products and negatilgegafor reactants. In this study, the
thermodynamic properties are assumed to be thermally gieafed therefore only depend on
temperature. Therefore the standard state values are lies\at temperatur€ and the indi-
vidual contributions of enthalpy and entropy are determhimgng thermodynamic polynomials
of the form

HY? A A A4 as a6

= aq + T, 4 F6q2 Bapy, Bo4a A.14
RT =@t 5 Tk S Ticd o Tis T o= (A-14)
0

R =aq INnTy + aeTk + %Tk + %Tk + %Tk + a7 (A.15)

From Eq. A.7 it is obvious that. does not equak,. This condition exists only when there is
an equal number of mols for both reactants and productse&OC utilises molar concen-
trations to calculate reaction rates, teform is being considered. The reverse rateficoent

can be determined by

_ K A.16
kri_K_ci ( )

Although this equation is derived assuming equilibriuns & relation between the forward and
reverse rate constants, and therefore holds in generabfeequilibrium conditions?]. Using
Eg. A.7, Eq. A.11, and Eq. A.16, the molar concentration Basguilibrium constant can be

expressed as
ASP®  AH? 1\
exp( - RT + Anin (RT))] (A.17)

The final formulation used was derived simply by substimitig. A.12 and Eq. A.13 into
Eq. A.17 to yield,

ki, = Ks,

=kt Vi & — Vi + — Vi A + —X Vi ags + —K Vi
kr, f.[z k A7 ; ki Sk > ; k G2 6 Z k 93 ki Sa

k=1 k=1 k=1
Tl:]. k 1 k 1 -1
— Ay — — In(T, Anln A.18
ZOZ;vKaks Tk;vhakw ( k)ZVIqak1+ (RT)] (A.18)

Another good thing about this formulation is that the code lsa modified to output the gibbs
free energy as a function of time or temperature. this canope ¢lo analyse a reaction mech-
anism and determine spontaneity of an individual reactmnt can be done to determine the
driving reaction without having to preform a a sensitivityadysis.
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A.1 Validation

A simple test case is presented to validate the calculaiextge rates. The test case involves
utilising a 0D combustion evolution of temperature for bt published reverse rates, and the
reverse rates from the program. The reference data wasetdtaom [33].

Table A.1: Initial conditions
TO[K] Po [atm] YH2 Y02 YN2
1200 1 0.029126 0.23301 0.73786

3000 . .

2500 |-
ONERA Published

ONERA Rev. Poly ——

Reference (Gerlinger) m

2000

TIK]

1500

1000 - -

1 1
1.00e-05 1.00e-04 1.00e-03
Time[s]

Figure A.1: Evolution of temperature comparing published vs calcdlaéverse rates
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