Chapter 7

Optimisation tests and results in two dimensions

Once the four components i.e. the optimiser, the grid perturbation program, the CFD code MERLIN and the adjoint solver described in the last four chapters have been tested separately, they are put together to form the optimisation chain. Before applying this suite of codes to the three-dimensional optimisation of a BWB, the ultimate goal of this work, it has been tested on simple two-dimensional problems. This is what is described in this chapter. The purpose of this testing was to understand how the method worked and what could be done to make it more efficient. The reasons for choosing only a two-dimensional problem for these investigations are exactly the same as for the verification of the adjoint solver in Section 6.7 i.e. a quick turn-around and the possibility to study the effects of convergence of the flow and adjoint solvers on the optimisation process.

In particular a study was conducted on the influence of convergence levels, grid size and physical models on the accuracy of the gradient. This is explained in the first part of this chapter. The second part describes two-dimensional aerofoil drag minimisations using a direct optimisation method based on Sequential Quadratic Programming. This looks into the influence of the same parameters on the overall optimisation and not just on a single gradient. This part also investigates different ways of handling the constraints. Finally two-dimensional optimisation results using the variable-fidelity method are presented.

7.1 Influence of approximation on the accuracy of the gradient

This section conducts an investigation into the sensitivity of the gradient obtained by the adjoint method with respect to three classes of parameters: convergence levels of both the flow and adjoint solvers, grid refinement and nature of the physical model used in the adjoint solver. All these tests are conducted on the RAE2822 aerofoil with the same conditions as in Section 6.7 i.e. Mach number $M_\infty = 0.725$, incidence $\alpha = 2.54^\circ$, Reynolds
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Figure 7.1: Influence of the level of convergence of the flow solver on the value of lift and drag coefficients. Accuracy of $C_D$ at $j$ orders =

\[
\frac{|C_D \text{ 12 orders} - C_D \text{ 12 orders}|}{C_D \text{ 12 orders}}
\]

number $Re = 6.5 \times 10^6$ based on chord and freestream temperature $T_{\infty} = 283.0 \, K$. Unless otherwise stated, the grid is the same $129 \times 33 \times 2$ grid and both the flow and adjoint solvers are run in their fully turbulent mode, the Baldwin-Lomax turbulence model being employed. The upper and lower surfaces of the aerofoil are parameterised using 10 Bézier parameters each. Since the end points are fixed for both surfaces, this reduces the number of design variables to 16. The angle of incidence of the aerofoil counts for the 17th design variable.

7.1.1 Influence of the levels of convergence

7.1.1.1 Flow solver on objective function

This paragraph looks at the influence of the level of convergence of the flow solver MER-LIN on the value of the objective function (here lift and drag coefficients). This is done by stopping the flow calculation at different stages of convergence and by comparing each time, the output aerodynamic coefficients with those obtained with a 12 order converged flow solution. This postulates that the 12 order converged solution gives accurate aerodynamic coefficients based on the given physical model, discretisation and grid. The accuracy of the drag coefficient at the $j$th order of convergence is for example given by

\[
\text{accuracy of } C_D \text{ at } j \text{ orders} = \frac{|C_D \text{ 12 orders} - C_D \text{ 12 orders}|}{C_D \text{ 12 orders}}
\]

The convergence level is measured by the total residual $R_{total}$ normalised by the freestream total residual. This investigation was carried out for both the lift and drag coefficients and
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The results can be seen in Figure 7.1. The accuracy is represented using both a linear scale and a logarithmic scale. For engineering accuracy the linear scale is sufficient and shows that there is no need to go beyond 4 orders of convergence to get an accurate value of $C_L$ and $C_D$. The logarithmic scale shows that the accuracy is still improved by continuing to converge the solution. It also shows that the behaviour of the lift and drag coefficients is very similar. The conclusion of this investigation is that a modest level of convergence of the flow solver is required to get accurate values of its output aerodynamic coefficients.

7.1.1.2 Flow solver on gradient

The influence of the level of convergence of the flow solver MERLIN on the accuracy of the gradient is investigated here. This is inspired by a similar study by Nadarajah in Reference [56]. Reference [45] looks at the same problem but presented in a different way.

The present investigation is done by stopping the flow solver at different stages of convergence as in the previous paragraph. The obtained flow solution is then used by the adjoint solver to calculate the sensitivity derivatives of either lift or drag coefficient. To avoid any effect of the level of convergence of the adjoint solver, it is converged each time to 12 orders. Each gradient is composed of 17 components corresponding to the 17 design variables. The accuracy of each component is assessed by comparison to the same component obtained when both the flow and adjoint solvers are converged to 12 orders. For the $k^{th}$ component of the gradient for drag, the accuracy at the $j^{th}$ order of convergence of the flow solver is measured as

$$\text{accuracy of } k^{th} \text{ gradient at } j^{th} \text{ order} = \frac{\left| \frac{dC_D}{d\beta_k} \text{ 12 orders} - \frac{dC_D}{d\beta_k} \text{ } j \text{ orders} \right|}{\left| \frac{dC_D}{d\beta_k} \text{ 12 orders} \right|} \quad (7.1)$$

This is presented in Figure 7.2(a) for all 17 design variables. Since the details for all the curves is not very important, the envelope of these curves (minimum and maximum) and the average over the 17 components are added to Figure 7.2(a). In order to clarify the pictures, only these three curves are presented for the rest of the results. The same simplified graph is shown in linear scale in Figure 7.2(b) and in logarithmic scale in Figure 7.2(c). Figure 7.3 shows the results for the sensitivity derivatives of lift coefficient.

The behaviour of the lift and drag coefficients is very similar. Both gradients show some sensitivity to the convergence of the flow solver and the more the flow solution is converged, the better it is for the gradient. The gradient appears to be one order of magnitude more sensitive to the convergence of the flow solver than the objective function itself. This implies that convergence levels of 5 orders or more are now required to get an accurate gradient.
Figure 7.2: Influence of the level of convergence of the flow solver on the value of the sensitivity derivatives of drag coefficient. Accuracy of $k^{th}$ gradient at $j^{th}$ order =

$$\frac{\Delta C_{D_k}}{\partial \Omega_k^{(j)}}$$

12 orders

$$\frac{\Delta C_{D_k}}{\partial \Omega_k^{(12) orders}}$$

12 orders

$$\frac{\Delta C_{D_k}}{\partial \Omega_k^{(j orders)}}$$

12 orders
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![Figure 7.3: Influence of the level of convergence of the flow solver on the value of the sensitivity derivatives of lift coefficient. Accuracy of \( \frac{dC_l}{d\theta_k} \) gradient at \( j^{th} \) order =](image)

![Figure 7.4: Influence of the level of convergence of the adjoint solver on the value of the sensitivity derivatives of drag coefficient. Accuracy of \( \frac{dC_D}{d\theta_k} \) gradient at \( j^{th} \) order =](image)
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Figure 7.5: Influence of the level of convergence of the adjoint solver on the value of the sensitivity derivatives of lift coefficient. Accuracy of $k^{th}$ gradient at $j^{th}$ order = 

\[
\frac{\frac{\partial}{\partial k} \frac{\partial C_L}{\partial x_j}}{12 \text{ order}} - \frac{\frac{\partial}{\partial k} \frac{\partial C_L}{\partial x_j}}{8 \text{ order}}
\]

7.1.1.3 Adjoint solver on gradient

In this paragraph, the influence of the level of convergence of the adjoint on the gradient is investigated. A similar study was carried out by Nadarajah. In this work, the flow solver is always converged to 12 orders to remove its influence while the adjoint solver is converged to different levels. Each time the 17 components of the gradient are calculated and compared to the reference provided with 12 order converged flow and adjoint solutions. Equation (7.1) is still used to measure the accuracy of the gradient but this time the level of convergence refers to the adjoint solver rather than the flow solver.

Figures 7.4 and 7.5 show the results of this study for drag and lift coefficient gradients respectively. The gradient appears to be much more sensitive to the convergence of the adjoint solver than to the convergence of the flow solver, especially for the drag coefficient. This is in contradiction to the findings in Reference [56] where 1 order of convergence of the adjoint solver is sufficient to get a gradient accurate to 4 significant digits. Here this accuracy is obtained after more than 4 orders of convergence for the least sensitive design variable and up to 8 orders for the most sensitive one. This clearly shows that the convergence of the adjoint solver is very important here and that it needs to be converged to 5 or 6 orders in order to get a reasonably accurate gradient. Several reasons might explain the difference with Nadarajah’s work: first, Nadarajah does not explain how he measures the convergence of the adjoint solver. Is it based on the total residual or on the residual of only the first component of the adjoint vector? And how is this residual non-dimensionalised? Secondly the reference gradient is not clearly identifiable.
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The diagram shows the ratio of sensitivity derivatives of drag, lift, and pitching moment coefficients. The ratio is calculated as the sensitivity obtained on a $5 \times 17$ grid divided by the sensitivity obtained on a $129 \times 33$ grid. The x-axis represents the design variable, and the y-axis shows the ratio of sensitivity derivatives. The graph is labeled as Figure 7.6: Influence of the grid size on the value of the sensitivity derivatives of drag, lift, and pitching moment coefficients.

In Reference [56], it is noted that Nadarajah’s adjoint solver does not linearise the turbulent viscosity and considers it as a constant. It is possible that the turbulent viscosity plays an important role here and the way in which it is linearised in the present adjoint solver might require a good convergence level to provide accurate gradients.

This concludes the section on the influence of convergence levels on the objective function and its gradient. The main conclusion is that good convergence of both the flow and adjoint solvers is required to obtain reasonably accurate gradients. It should not be forgotten that the influence of the adjoint solver and of the flow solver has been considered in this section independently from each other, one of the two codes being well converged each time. In practice to save computing time, both will be converged to less stringent requirements and this is likely to have a cumulative negative effect on the accuracy of the gradient. The next section briefly looks at the effect of grid size on the gradient.

7.1.2 Influence of the grid size

The aim of this short section is not to investigate in detail the influence of grid refinement on the adjoint. The idea was that since the adjoint vector and hence the gradient are quite costly to calculate, a possible way of reducing computing time might be to calculate them on a coarser grid than the one used for the flow solution. Hence the accuracy of a gradient obtained on a coarse grid is investigated. This is how it is done: the $129 \times 33$ C-type grid around the RAE2822 aerofoil is the basis grid. Note that this is already a coarse grid for Navier-Stokes calculations. A flow solution converged to 12 orders is calculated on this grid as well as a gradient converged to 12 orders too. This latter serves as a reference.
A very coarse grid is made by removing every other points in each direction to obtain a $65 \times 17$ grid. The 12 order converged flow solution is transferred to this coarse grid without making any flow computation: an average involving the four (2-D problem) flow values surrounding each subgrid cell-centre is performed to get the relevant flow value for this subgrid cell. The adjoint solver is then run on the coarse grid using this transferred flow solution. The obtained gradient is compared to the reference gradient component by component.

The results are shown in Figure 7.6 that presents for each design variable the ratio

\[
\text{ratio for drag sensitivity } k = \frac{\frac{dC_D}{d\beta_k}}{\frac{dC_D}{d\beta_k} \text{ } 65 \times 17} \frac{d\beta_k}{129 \times 33}
\]

This is done for drag, lift and pitching moment coefficients. Obviously if the grid size had no influence, the ratio would be 1 for all the variables. A line indicating this value of 1 is plotted in Figure 7.6 to enable the comparison. It is clear from this Figure, that calculating the gradient from a subgrid of the grid used for the flow solution is not appropriate at all since some of the sensitivity derivatives obtained in this way are several times higher or smaller than what they should be, some even being of the wrong sign, which could be damaging in an optimisation process. Note that the ratio for the 9th design variable (that corresponds to the active design variable the closest to the leading edge on the lower surface) for the pitching moment could not be represented on the graph due to its very large magnitude. The subgrid is certainly much too coarse to give a proper representation of the flow field to the adjoint solver. The idea of calculating the adjoint on a subgrid to save computing time was thus abandoned through this investigation.

### 7.1.3 Influence of the physical model

As in the previous section, the idea behind the investigation in this section is to reduce the cost of computing the gradient. This is done by changing the physical model employed in the adjoint solver. The flow solution is still fully turbulent but the physical model in the adjoint solver is downgraded either to turbulent without taking into account the linearisation of the turbulent viscosity ($\mu_t = constant$) or to viscous laminar. The reference for the gradient is still with a fully turbulent adjoint. These simplifications surely save some computing time, but is it at the cost of accuracy?

The answer to this question lies in Figures 7.7 and 7.8 that show for each design variable $k$ the ratios

\[
\text{ratio for drag sensitivity } k = \frac{\frac{dC_D}{d\beta_k} \text{ turbulent adjoint with } \mu_t = constant}{\frac{dC_D}{d\beta_k} \text{ turbulent adjoint}}
\]
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Figure 7.7: Influence of the physical model (here turbulent adjoint but with $\mu_t =$ \textit{constant}) on the value of the sensitivity derivatives of drag, lift and pitching moment coefficients. Ratio $= \frac{\text{sensitivity obtained with a turbulent adjoint}}{\text{sensitivity obtained with a turbulent adjoint}}$.

Figure 7.8: Influence of the physical model (here viscous laminar adjoint) on the value of the sensitivity derivatives of drag, lift and pitching moment coefficients. Ratio $= \frac{\text{sensitivity obtained with a viscous laminar adjoint}}{\text{sensitivity obtained with a turbulent adjoint}}$. 
and

$$k = \frac{\frac{dC_D}{d\beta_k \text{ viscous laminar adjoint}}}{\frac{dC_D}{d\beta_k \text{ turbulent adjoint}}}$$

respectively. This is done for drag, lift and pitching moment coefficients. The results prove again that this kind of approximation is not valid in order to calculate the gradient since some of the design variables are several orders of magnitude wrong, some also having the wrong sign. In both graphs, the ratio for the 9th design variable could not be plotted due to its large magnitude. It has to be noted however that the approximation of discarding only the linearisation of the turbulent viscosity is less damaging than discarding the whole turbulent viscosity as expected.

This completes the first part of the chapter that investigated the influence of possible approximations on the accuracy of the gradient and the objective function. The aim was to reduce as much as possible the computing time needed to calculate both of these in an optimisation process. The main conclusion is that no obvious simplification was found to accelerate the computations and on the contrary, good convergence levels of both the flow and adjoint solvers are required to obtain reasonably accurate gradients. Remember that this is only considering gradients for Navier-Stokes flows, maybe the conclusions would be different for inviscid or laminar flows. In addition the study is made in a particular case for a given aerofoil geometry, computational grid and flow conditions. This only shows that for this case, approximations are not valid but it might be possible to find other instances where they work.

However this part only looked at the gradients taken in isolation which might be biased since the gradients are only one of the components of the optimisation. It is more likely though that if each computation of the gradient is accurate, then the optimisation process will have no problem but it might be possible that the optimiser can accomodate less accurate gradients and this could possibly result in lower computing time. That is why the next part of this chapter investigates the influence of approximations no longer only on the gradients alone but on the whole optimisation process. This is done on a two-dimensional drag minimisation problem using a direct optimisation method based on Sequential Quadratic Programming.

### 7.2 Two-dimensional optimisation using a direct SQP method

Before looking at the effects of approximation on optimisation, this part introduces the optimisation problem to be solved that will be used as a test case. It then details the scaling of the design variables and the constraints and this will serve as a presentation of the
reference optimisation results that will be compared to the results obtained with approximations that will then be examined. Finally the problem of how to handle the constraints will be studied.

### 7.2.1 The optimisation problem

The optimisation problem that serves as a test case in this part is the constrained drag minimisation of an aerofoil. The original aerofoil section is taken from the outer wing of a Blended Wing-Body. Because of the wing sweep angle, it has to be transformed to two dimensions before doing the optimisation. Likewise the three-dimensional flow conditions are transformed to two dimensions to obtain: Mach number $M_\infty = 0.725$, unit Reynolds number $Re = 5.691 \times 10^6 /m$ and freestream temperature $T_\infty = 218.8 K$. The local lift coefficient at which the aerofoil operates, is also transformed into two dimensions and serves as a target $C_L$ at which the optimisation has to be carried out. A geometrical constraint on the interior volume (in fact, it is an area since the problem is only two-dimensional) of the aerofoil is added to prevent the optimiser from thinning it too much in order to reduce drag. The optimisation problem is as follows.

\[
\begin{align*}
\text{Minimise} & \quad C_D \\
\text{Subject to:} & \quad C_L \geq 0.652 \\
& \quad V_0 \leq V \leq 2 \times V_0
\end{align*}
\]

where $V$ is the interior volume and $V_0$ the interior volume of the baseline aerofoil equal to $5.99 \times 10^{-2}$. Note that the constraints have been set to inequality constraints even if equality constraints are desired. The reason for this is that some tests were carried out using equality constraints but the optimiser was spending most of its time trying to satisfy these demanding constraints rather than doing some optimisation. Transforming them into inequalities gives much more freedom to the optimiser and since the problem is to minimise drag, the optimum design should be very close to the minimum admissible $C_L$ and volume and thus be very close to satisfying equality constraints.

The upper and lower surfaces of the aerofoil are free to deform and the perturbation added to the baseline curves is parameterised using 10 Bézier parameters for each surface. Since the leading and trailing edge points are fixed, this makes 16 design variables. In addition the angle of incidence is considered as a design variable.

Indeed the constraint on lift in this work is handled as a hard constraint and we let the optimiser decide how it combines changes in angle of incidence and in geometry to match the required $C_L$. This is contrary to what is usually done in aerodynamic optimisation where the angle of incidence is not governed by the optimiser but is changed by the flow solver to match the required lift. In such approaches the constraint on lift does not appear as a constraint in the optimisation, it is only an internal constraint to the flow solver like the angle of incidence is an internal free variable. The approach taken here where the optimiser controls the incidence in addition to shape variables, is thought
to be sounder since it lets the optimiser decide what is best for the optimisation problem, either a change of shape or a change of incidence or a combination of both, since it is able to see their effects both on lift and drag independently. In the traditional approach, it only sees the value of drag and has no knowledge of the effects of design changes on lift. The method considered here has however a cost since it requires the calculation of the gradient for lift that is not needed in the traditional approach but this is certainly compensated by the cost of each flow calculation that is done at constant angle of incidence rather than constant $C_L$ and hence should be faster.

The geometrical constraint on interior volume is also handled as a hard constraint but this does not pose any problem. The volume is easily calculated analytically from the position of the grid points defining the geometry. Likewise the gradient of the volume with respect to the design variables is calculated analytically from the grid sensitivities at a very low cost.

Bounds are imposed on the design variables. Constraining lower bounds are imposed on the design variables parameterising the upper surface curve in order to avoid as much as possible surface crossings and grid deformation problems. For instance, the first design variable close to the leading edge is obliged to be always positive to prevent points close to the leading edge from passing under the $y$ coordinate of the leading edge point, which would create grid generation problems. The other design variables for the upper surface can have moderate negative values in order to change the curvature of the surface if necessary but this is limited to avoid crossing the lower surface curve and generating a non-physical aerofoil. In the same way, design variables for the lower surface are limited by an upper bound allowing only moderate positive values. Note that due to the range still allowed to the design variables, it is still possible to get surface crossing, a more explicit geometrical constraint would have to be set up to avoid it completely. Avoiding it by putting bounds on the design variables can also be achieved but this would seriously limit the possible shape deformations. In addition it was found that mild surface crossing do not cause problems to the grid deformation code or to the CFD solver and that the optimiser does not stay very long with designs of this kind since the constraint on interior volume and the decrease of drag are difficult to achieve.

The baseline geometry and the CFD grid around it are shown in Figure 7.9. The grid is a C-type grid composed of $137 \times 35 \times 2$ points. The optimisation is started with the angle of incidence set to $\alpha = 2^\circ$ that makes the initial design point infeasible for the constraint on lift. Unless stated otherwise, the flow solver is run each time until the total residual has reached $10^{-6}$ or until 5000 implicit iterations have been completed, whichever comes first. The adjoint solver is stopped when the residual has also reached $10^{-6}$ or when 3000 implicit iterations have been performed, whichever comes first as before. The number of maximum iterations chosen should be sufficient to reach the 6 order convergence requirement when starting from freestream conditions. In addition both the flow and adjoint solvers use their restart capabilities to start each calculation from the previous solution in
Figure 7.9: Baseline geometry and the CFD grid around it.
order to reduce as much as possible the computing time. All the optimisations are started from converged flow and adjoint solutions on the baseline geometry. All the calculations are run on an Alpha workstation with a single 667 MHz processor to enable comparisons.

7.2.2 Scaling and reference optimisation

As pointed out in Reference [113], scaling can refer to a lot of things in optimisation. Here only the scaling of the design variables and the scaling of the objective function and the constraints will be discussed.

The scaling of the design variables is important as the example given by Vanderplaats[112] shows: a two-dimensional design space that has the shape of a narrow valley for which a gradient-based optimiser has a lot of difficulties to operate, can be transformed into a perfectly circular bowl-type design space where the optimiser would find the minimum in a few iterations, simply by scaling appropriately the design variables. This has nothing to do with the physics of the optimisation problem to solve, it is just a mathematical transformation that should improve the conditioning of the problem. The main idea for scaling the design variables is that they should all have approximately the same magnitude. This is usually achieved by dividing each design variable by its initial physical value to start with all design variables set to 1. This is not possible with the present parameterisation since it is a perturbation that is represented by the variables and hence their initial value is zero. The scaling of the design variables has been obtained by imposing that an increment of 1 of each design variable taken in isolation produces a maximum displacement of 2% of the aerofoil chord. This gives approximately the same weight to all the design variables and enables shape parameters and angle of incidence that are variables of different nature, to be mixed together.

Scaling the objective functions and the constraints is necessary when using a penalty term for the constraint added to the objective function. It is also a good practice to give a similar weight to all the constraints when the problem contains more than one constraint. Finally it is also desirable that the magnitude of the objective function be of the order of unity.[113] There is not any simple method to achieve all of this at the same time. Here we follow the approach given in Reference [112] for scaling the constraints when using penalty terms, that is based on the rate of change of the functions rather than on their magnitude. The method is slightly modified but is essentially the same: the objective and constraint functions are all divided by the norm of their initial gradient so that at the beginning of the optimisation, they all have a gradient with the same norm equal to 1. The $L_2$ norm is used to calculate the norm of the gradients.

This scaling is applied consistently to all the optimisation problems solved in this thesis even when a penalty term is not employed. This is to maintain consistency and to enable comparison. Note that this scaling, as well as the scaling of the variables, comes in addition to possible internal scaling done by the optimisation routines employed in this work.
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<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>scaled</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
<tr>
<td>not scaled</td>
<td>0.6520</td>
<td>0.01379</td>
<td>-27.2%</td>
</tr>
</tbody>
</table>

Table 7.1: Aerodynamic coefficients of the optimised aerofoils at the target $C_L$.

To assess the effect of the scaling of the objective function and the constraints, the two-dimensional test case optimisation problem is solved with and without scaling. With scaling, it becomes

\[
\begin{align*}
\text{Minimise} & \quad \frac{C_D}{dC_D} = 0.02292 \\
\text{Subject to:} & \quad \frac{C_L}{dC_L} \geq \frac{0.652}{dC_L} = 0.4754 \\
& \quad \frac{V}{dV_0} \leq \frac{2}{dV_0} = 0.02872
\end{align*}
\]

Without scaling it is solved as written in Equation (7.2). The optimisation with scaling will serve as a reference optimisation to which other methods will be compared. The NAG routine E04UCF is the SQP optimiser used.

The results of these two optimisations are presented in Figure 7.10 that shows the evolution of interesting parameters during optimisation. The same format will be used to present other optimisation results. Figure 7.10(a) presents the evolution of the drag coefficient $C_D$ that is the objective function to minimise, against the CPU time measured in hours for the optimisations with and without scaling. Both methods are very similar and manage to reduce drag. This is even more impressive when looking at the values of $C_D$ obtained at the correct lift in Table 7.1: a 27% improvement is achieved compared to the initial geometry. The method with scaling takes a long time though to reach its best point but the improvement over previous points is marginal after 10 hours of calculation at which point both methods have reached the same drag improvement, the method without scaling being slightly quicker.

Figure 7.10(b) shows the evolution of the lift coefficient during optimisation. This is still plotted against CPU time. There is a constraint on $C_L$ and its boundary is shown by a dashed line at 0.652. As already explained, the initial point is infeasible for this constraint since it starts at $C_L = 0.576$. Both methods manage to satisfy the constraint at the end of
Figure 7.10: Evolution of different parameters during the aerofoil optimisations comparing the method with scaling that serves as reference to the method without scaling.
the optimisation and it can be seen that the NAG routine E04UCF is the optimiser since it allows for infeasible points during optimisation. The $\times$ and $\gamma$ indicate optimisation cycles so it is clear that the method without scaling reaches the constraint boundary much quicker in terms of computing time as well as number of iterations than the method with scaling.

The evolution of the interior volume, the other contraint of the problem, is plotted in Figure 7.10(c). The boundary for this constraint is $V_0 = 0.0599$, the baseline geometry being just feasible obviously. Both methods satisfy well this geometrical constraint and as expected, the minimum drag is achieved at the minimum allowable interior volume.

Figures 7.10(d) to 7.10(f) show the evolution of three design variables against time. The 2nd design variable has an influence on the upper surface of the aerofoil very close to the leading edge while the influence of the 6th design variable is felt further aft but still on the upper surface. There is no particular reason for choosing these two shape variables, they are just an example of what other variables might do as well. The 17th design variable is the increment in angle of incidence. It is plotted since it is the only design variable not controlling shape, so its behaviour might be interesting. From Figures 7.10(d) to 7.10(f) it can be seen that as already explained, the optimisation starts with a value of zero for all the design variables. Note that the values plotted are scaled variables, not the true value of the Bézier parameters or the increment in angle of incidence. For this latter however, the scaling coefficient is 1.146 so the value displayed is close to the true increment in degrees. The methods with and without scaling are very similar again, reaching almost the same design points. The method without scaling seems to have been cut short of reaching a plateau though, while the method with scaling does not evolve after 11 hours of calculations. This confirms the impression given by Figure 7.10(a) that the minimum is already reached after 10 - 11 hours. It is also interesting to notice that after 6 hours of computation, the design variables are still evolving a lot although drag, lift and interior volume are almost unchanged.

The optimum found by both methods is shown in Figure 7.11. Figure 7.11(a) presents the two optimal shapes in addition to the baseline geometry. The modifications of this latter are quite important, the optimised aerofoil having more camber. The optimal shapes are very close to each other as expected, the differences observed in the design variables being translated nevertheless in identifiable shape differences.

The chordwise pressure distribution on these shapes is plotted in Figure 7.11(b). The pressure distribution for the baseline geometry has been obtained for a $C_L$ of 0.652 and not for the initial $C_L$ while the other two pressure distributions are extracted from the results of the optimisation whatever the final $C_L$. As seen from Figure 7.10(b), this should be very close to 0.652 anyway. A very strong shock wave can be observed at 25% chord on the upper surface of the baseline aerofoil. This shock wave has been almost completely eliminated by the optimisation even if there is still a very small pressure bump
Figure 7.11: Result of the aerofoil optimisations comparing the method with scaling that serves as reference to the method without scaling.
on the aerofoil optimised by the method with scaling. This elimination of the shock wave was expected and it proves that the drag minimisation method is working since by doing so, the optimisation gets rid of the wave drag. Since the optimised shapes are slightly different, the pressure distributions are also so but they are still very close.

The elimination of the shock wave can also be seen in Figure 7.12 that shows the flow field pressure contours on the baseline aerofoil and the aerofoil obtained with the method with scaling. The flow field on this latter shape is represented here since as already explained, the method with scaling is used as a reference for the rest of the two-dimensional optimisations presented afterwards. This is the only figure representing the optimised flow field that will be shown since, when the optimised designs are close to each other, it is not possible to differentiate them on this kind of picture. The shock wave at 25% chord on the initial aerofoil can clearly be seen in Figure 7.12(a). The absence of it can equally be seen on the optimised shape. Since the scale of colours for the pressure coefficient is the same for both figures, the reduction of the suction on the upper surface of the optimised aerofoil is visible as it is on the pressure distribution of Figure 7.11(b).

This is the end of the presentation of the results of the first two-dimensional optimisations that compared the method with scaling of the objective function and the constraints to the method without scaling. As explained previously, the method with scaling is chosen as a reference for the rest of the results examined in this chapter and all the other optimisations
will be scaled as well. From these results it seems however that the method without scaling is slightly quicker hence better. The method with scaling is nevertheless kept as a reference to enable comparison with later optimisations involving penalty terms where some scaling is necessary.

This section, after explaining the scaling of the design variables and the scaling of the objective function and the constraints, proved that the optimisation chain set up in this study is working and that large drag reduction can be achieved, at least in two dimensions. However it also showed that the optimisation is time consuming: 10 hours of CPU time might be alright but this is only for a two-dimensional relatively coarse Navier-Stokes grid. Since the aim of this thesis is to apply optimisation to a three-dimensional Blended Wing-Body, computational times involved will become huge with the current method. Hence some testing aiming at reducing the cost of optimisation on this simple two-dimensional problem was carried out as the next section explains.

7.2.3 Influence of approximation on optimisation

This section reconsiders some ideas encountered in the first part of this chapter in Section 7.1 but is looking at the overall optimisation rather than at a single gradient. The aim as just explained, is to reduce computing time while maintaining a good level of optimisation compared to the method of reference presented in the previous section. Throughout this section the optimiser used is the NAG routine E04UCF and the optimisation problem solved is problem (7.3). The first test is studying the influence of the level of convergence of the adjoint solver on the optimisation.

7.2.3.1 Influence of the level of convergence of the adjoint solver

The reference optimisation converges the adjoint solver to $10^{-6}$ each time, this subsection looks at what is happening for different levels of convergence. Four additional optimisations are carried out with an adjoint solver converged to $10^{-3}$, $10^{-4}$, $10^{-5}$ and $10^{-9}$ respectively. The comparison of these optimisations is made in Figure 7.13.

From all the graphs in Figure 7.13, it appears clearly that the optimisation where the adjoint convergence is limited to 3 orders fails prematurely. The very coarse approximation of the gradient introduced by this poor convergence certainly causes trouble for the optimiser which is unable to find a feasible descent direction.

The optimisation with a 4-order converged adjoint encounters some difficulties as well most noticeably seen in Figure 7.13(c) where the boundary for the interior volume is quickly reached but the optimiser bounces back again and never manages to reduce drag by thinning the aerofoil. The approximation is certainly too strong for the optimiser and when considering drag in Figure 7.13(a) the method is never competitive.
Figure 7.13: Evolution of different parameters during the aerofoil optimisations comparing the influence of the level of convergence of the adjoint solver.
Table 7.2: Aerodynamic coefficients of the optimised aerofoils for the optimisations comparing the influence of the level of convergence of the adjoint solver, at the target $C_L$.

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 orders</td>
<td>0.6520</td>
<td>0.01554</td>
<td>-18.0%</td>
</tr>
<tr>
<td>4 orders</td>
<td>0.6520</td>
<td>0.01391</td>
<td>-26.6%</td>
</tr>
<tr>
<td>5 orders</td>
<td>0.6520</td>
<td>0.01387</td>
<td>-26.8%</td>
</tr>
<tr>
<td>6 orders</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
<tr>
<td>9 orders</td>
<td>0.6520</td>
<td>0.01380</td>
<td>-27.1%</td>
</tr>
</tbody>
</table>

The other three optimisations are very similar, only computing time differentiating them. Indeed the symbols on the graphs of Figure 7.13 correspond to optimisation iterations and show that the three optimisations are passing by the same values at the end of each cycle. The only difference is the CPU time that shifts the points horizontally. There is a consistency in this shifting since the optimisation where the adjoint is converged to 5 orders is the quickest, followed by the reference optimisation with 6 orders and the optimisation with 9 orders. The latter is very expensive. There are however some slight differences in the path of the optimisation with a 5-order converged adjoint noticed for example at the peak value after 5 hours in Figure 7.13(e), that might explain the abrupt interruption of the optimisation. 5 orders might just be the limit of consistency of the gradients. The 9-order method is very costly and would not be used in practice. It proves however that the reference 6-order method has the correct level of approximation when considering the adjoint solver.

Table 7.2 looks in more details at the optimised aerofoils. Despite being not successful, the optimisation with a 3-order converged adjoint manages to reduce drag by 18% over the initial geometry. The other optimisations are relatively close to each other, those with a well-converged adjoint achieving slightly better than the other two as would be expected. It is a pity that the 4-order method is not time efficient because it does reduce the drag considerably. The 5-order method is interesting in the light of these results: it does not minimise drag as well as the methods with well-converged adjoints, but its improvements are already high and it is faster. Hence considering a compromise between computing time and accuracy, it is difficult to choose which method is best between the 5-order and the 6-order converged adjoint.

Although it is not performing well when looking at the objective function or constraints, the method with a 4-order converged adjoint ends up with design variables close to the optimum when considering Figures 7.13(d) to 7.13(f). This is translated in the final shapes and pressure distributions of Figure 7.14: omitting the 3-order shape that is poorly optimised, the other four optima are very close to each other. The main differences in shape are seen on the lower surface of the aerofoil and are not easily explained. This
Figure 7.14: Result of the aerofoil optimisations comparing the influence of the level of convergence of the adjoint solver.
obviously has some effect on the pressure distribution for the lower side as seen in Figure 7.14(b). Although shape differences are very small on the upper surface, they still have some impact on the $C_p$ distribution: the further the adjoint solver is converged, the better it is (since the 4-order method shows some remains of the shock wave that are gradually smeared out as the method uses a better converged adjoint).

This terminates this subsection investigating the effects of the level of convergence of the adjoint solver on the overall optimisation. It showed that poor convergence is damaging, causing the optimisation to fail but it also gave indications that slightly reducing the level of convergence might be a way of reducing computing time. The method with a 5-order converged adjoint is indeed not far from being the best: its optimum is very close to the optimum of more accurate methods and it is reached more rapidly. It is a very good compromise between reaching the true minimum and reaching this minimum as quickly as possible. This should be particularly interesting for three-dimensional optimisation.

### 7.2.3.2 Influence of the grid size

This subsection examines the influence of the grid refinement on the overall optimisation. Here the grid is the same for the flow solver and for the adjoint solver. The reference optimisation uses a $137 \times 35$ grid shown in Figure 7.9. A finer grid is made by doubling the number of points in each direction to obtain a $273 \times 69$ grid and two subgrids are also created by removing one point out of two in each direction from the reference grid to obtain a $69 \times 18$ grid and a $35 \times 9$ grid. This latter grid is extremely coarse and is employed only for numerical investigation because it is expected that little of the flow physics can be captured by such a grid. These four grids are used for optimisation, the results being presented in Figure 7.15.

In Figure 7.15(a), the evolution of the drag coefficient for the four optimisations is plotted against computing time. Clearly the optimisation on the fine grid takes a very long time compared to the optimisation on the coarsest grid, which makes the graph difficult to read. That is why the remaining of the results are plotted against optimisation cycles rather than computing time to eliminate this scale effect. Since it is the only graph showing CPU time, the fact that the optimisation on the fine grid does not start at 0 hour has to be explained here: the flow solver could not indeed reach the required convergence level of $10^{-6}$ and stalled before that. Since this level of convergence is reached later during the optimisation on modified geometries and since this same requirement is used in the other optimisations, it was applied to the initial baseline and the flow solver wasted a long time reaching the maximum number of iterations.

The other important point to notice in Figure 7.15(a) is that the optimisations are starting from different values of drag. They indeed only share the initial angle of incidence of $\alpha = 2^\circ$ and since the grids are very different, they produce different initial values of drag but also of lift and interior volume as seen in Figures 7.15(c) and 7.15(d) respectively.
7.2 Two-dimensional optimisation using a direct SQP method

![Graphs showing the evolution of different parameters during the aerofoil optimisations comparing the influence of the grid size.](image)

(a) Objective function $C_D$ vs CPU time
(b) Ratio $C_D/C_{D0}$ vs optimisation cycles
(c) Lift coefficient $C_L$
(d) Interior volume
(e) 2nd design variable
(f) 6th design variable

Figure 7.15: Evolution of different parameters during the aerofoil optimisations comparing the influence of the grid size.
Figure 7.15: Evolution of different parameters during the aerofoil optimisations comparing the influence of the grid size. (Concluded)

The difference in drag between the coarsest and the finest grid is almost an order of magnitude but there is some consistency because as the grid is refined, $C_D$ converges to a common value. Notice that the reference grid $137 \times 35$ gives a drag value close to the fine grid, which justifies its choice as a reference.

This difference in drag between the grids makes it very difficult again to see any drag improvement in Figure 7.15(a). That is why the evolution of the drag coefficient is plotted again but as a ratio $\frac{C_D}{C_{D0}}$ of the drag coefficient over the initial drag coefficient in Figure 7.15(b). This shows, together with the evolution of $C_L$ and of the interior volume in Figures 7.15(c) and 7.15(d) respectively, that the four optimisations are successful in the sense that they reduce drag while satisfying the constraints on their lower boundaries. Moreover the improvement in drag is increasing as the mesh becomes coarser. This seems to come from the poor accuracy of the discretisation on the coarse grids and does not have any physical backing unfortunately.

The aim of performing such testing was to see if the optimisation would follow the same path whatever the grid refinement or even reach the same optimum in terms of design variables even if the physics of the problem is not resolved accurately or even not at all. Since the coarse grid optimisations are very fast, this would have been very interesting. Unfortunately when looking at the evolution of the design variables in Figures 7.15(e) to 7.15(g), this does not seem to happen: the optimisations on the three finest grids follow more or less the same path for the 6th and 17th variables but the evolution of the 2nd design variable contradicts that. The conclusion is hence that there is no obvious interest in applying optimisation directly to a coarser subgrid of the initial grid in the hope of following the same optimisation path at a reduced cost.
Since the four optimisations reach different optimal points, the resulting aerofoil shapes are very different on both surfaces as can be seen in Figure 7.16. Note that the optimal design variables of each optimisation have been applied to the reference $137 \times 35$ grid to obtain these shapes. The pressure distributions calculated on these optimised aerofoils are also different. They have been obtained on a $137 \times 35$ grid with the incidence found by each optimisation hence they should not correspond exactly to the target $C_L$ of 0.652. The peculiar shapes of the leading edge of the aerofoils obtained with the optimisations on the two coarsest grids, result in strange pressure behaviours in that region. These two shapes also show some remains of a shock wave on the upper surface while the optimisations on the two fine grids have completely eliminated it.

These optimisations take a new dimension when their final design changes are applied to the reference grid and the performance of the resulting aerofoils tested on this grid as shown in Table 7.3. The results presented so far for these optimisations showed that these performed on coarse grids were very quick and successful but it is difficult to relate them to the reference optimisation on a medium grid in a way that could make this latter faster. Checking the design changes on the reference grid partially enables this. Table 7.3 shows that the coarse grid optimisations make substantial improvements, not far from what the fine grid optimisations achieve. Hence instead of performing a costly fine grid optimisation, one might be tempted to compromise i.e. to accept that the design obtained may not be the true optimum (but will not be far from it), as long as this design is obtained very quickly.

This concludes the subsection that investigated the influence of the grid size on the overall optimisation. No obvious ways of reducing the computing time of fine grid optimisations was found but performing optimisations on coarse grids is still interesting: it was shown in this case that they substantially improve the design when checked on a finer grid, at a reduced cost. They can hence be an alternative to expensive fine grid optimisations.
7. Optimisation tests and results in two dimensions

Figure 7.16: Result of the aerofoil optimisations comparing the influence of the grid size.
Table 7.4: Aerodynamic coefficients of the optimised aerofoils for the optimisations comparing the influence of the physical model of the adjoint solver, at the target $C_L$.

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>laminar</td>
<td>0.6520</td>
<td>0.01407</td>
<td>-25.7%</td>
</tr>
<tr>
<td>turbulent with $\mu_t=\text{const}$</td>
<td>0.6520</td>
<td>0.01402</td>
<td>-26.0%</td>
</tr>
<tr>
<td>fully turbulent</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
</tbody>
</table>

7.2.3.3 Influence of the physical model of the adjoint solver

The idea of Section 7.1.3 to look into using an adjoint solver that is not fully turbulent is reconsidered here but this time at the global level of the whole optimisation and not just a single gradient. The problem still involves Navier-Stokes flows so the flow solver is turbulent and the grid is still the reference $137 \times 35$ coarse Navier-Stokes grid. The only changes are the physical model employed in the adjoint solver. Four cases are considered: an inviscid adjoint, a viscous laminar adjoint, a turbulent adjoint that discards the linearisation of the turbulent viscosity that we call turbulent with $\mu_t = \text{constant}$ and the reference case with a fully turbulent adjoint. The evolution of the parameters during these optimisations is shown in Figure 7.17.

In Figure 7.17(a), the history of the drag coefficient is displayed. It clearly shows that the optimisation with an inviscid adjoint failed (it did not converge) and this is confirmed by the rest of the graphs. There are two reasons for this: first, the adjoint solver never manages to converge properly, being in an inviscid mode while the flow solution and the grid are turbulent. Hence the accuracy of the gradient that should already be bad only by changing the physical model, is worsened by the poor convergence. Secondly the inconsistency of the gradient causes a lot of trouble to the optimiser that requires a high number of flow and adjoint solutions per iteration. The combination of these two problems results in a huge computing time as seen in Figure 7.17(a) with no success in the optimisation. Since it is clear that this optimisation does not bring any improvement, its results are not shown entirely on the remaining of the graphs of Figure 7.17 and instead they zoom in on the other optimisations by reducing the range of the CPU time axis. For more clarity the evolution of $C_D$ is repeated in Figure 7.17(b).

The optimisations with a laminar adjoint and a turbulent adjoint with $\mu_t = \text{constant}$ could be interesting when looking at $C_D$ and the interior volume since they both reduce drag and satisfy the constraint on volume. However as can be seen in Figure 7.17(c), they do not satisfy the constraint on lift, which reduces their interest. As is confirmed by Table 7.4, their improvement in drag is altered when the target lift coefficient is matched. They are however a bit faster than the fully turbulent optimisation as expected because each adjoint is quicker to calculate. The inconsistency in the gradient due to the use of
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Figure 7.17: Evolution of different parameters during the aerofoil optimisations comparing the influence of the physical model of the adjoint solver.
a different physical model might be causing some trouble to the optimiser that spends a lot of time per iteration in the case of the laminar adjoint optimisation. The combination of these factors make these optimisations with a simplified physical model in the adjoint solver, no better than the Navier-Stokes optimisation.

The path followed by these optimisations in the design space shown in Figures 7.17(e) to 7.17(g), is interesting however. They are indeed close to what the consistent optimisation is doing at least at the beginning of the optimisation because they then seem to have been abruptly terminated before reaching the same optimum as the fully turbulent optimisation. This puts the optimisation with $\mu_t = \text{constant}$ ahead of the consistent optimisation during most of the process but without a priori knowledge of the behaviour of the fully turbulent optimisation, it is impossible to know when it would be needed to switch from a turbulent adjoint with $\mu_t = \text{constant}$ to a fully turbulent adjoint to carry on the optimisation. Little can be gained from the optimisation with a laminar adjoint since it is more or less in phase with the consistent optimisation as can be seen in Figure 7.17(g) for the increment in angle of incidence.

Since the optimisations stop at different design points as can be seen from the design variables, the resulting shapes shown in Figure 7.18 are different although very similar on the upper surface. The pressure distributions calculated on these shapes depict some similarity: the shock wave has been eliminated in all the cases. However these pressure distributions are obtained at the angles of incidence determined by the optimisations, hence they do not match the required lift coefficient of 0.652 as Figure 7.17(c) already showed. Thus a weak shock wave might reappear if they are all put at the correct incidence.

This is the end of this subsection that investigated the use of different physical models for
Figure 7.18: Result of the aerofoil optimisations comparing the influence of the physical model of the adjoint solver.
the adjoint solver while the flow solution is still fully turbulent. Once again no obvious way of reducing the computing time results from this investigation. The behaviour of the optimisations with a simplified adjoint could possibly be exploited however at the beginning of the optimisation to accelerate the process but a change from a simplified adjoint to a more consistent adjoint would be needed at some point and finding this moment might not be a trivial task and would require a lot more investigation. This idea is not developed further in this work. Instead a comparison is made between two consistent optimisations using either an Euler mode or a Navier-Stokes mode.

7.2.3.4 Comparison of Euler vs Navier-Stokes optimisation

Using an inviscid adjoint with a turbulent flow solution did not prove successful as seen in the previous subsection. A test was made with both a flow solution and an adjoint solution in Euler mode on the reference Navier-Stokes grid but this did not work better. However by changing the grid to an Euler grid i.e. by eliminating most of the grid stretching in the normal direction in the neighbourhood of the surface, the optimisation in inviscid mode worked well. This is what is presented in this subsection and the comparison is made with the fully turbulent reference optimisation. Both optimisations are consistent in the sense that the flow and adjoint solvers use the same physical model and the CFD grid is adapted to this model. To enable a fair comparison between the models, the CFD grid has the same number of points in both cases i.e. $137 \times 35$. The results of these two optimisations are compared in Figure 7.19.

From Figure 7.19(a) to 7.19(c), it is clear that the Euler optimisation is successful and very fast: the decrease in drag coefficient is substantial and the constraints on lift and interior volume are well satisfied. It also appears that after 4 hours of calculation most of the optimisation is done, the rest of the time being spent on marginal improvements. Note that the optimisation stopped because it had reached the maximum number of optimisation cycles set to 50 for all the optimisations presented in this part, and not because an optimum was found. It is also clear from these results that each Euler optimisation cycle is much faster than a Navier-Stokes cycle. The use of the Euler mode changes also very much the magnitude of drag that is only composed of pressure drag in this case, and the value of lift, which makes the initial point feasible.

The evolution of the design variables is also interesting: after 4 hours of computing time, little seems to happen for the 2nd design variable in Figure 7.19(d) while the 6th and 17th design variables are still evolving until the end. The other important aspect is that the optimisations are following very different paths in the design space, ending up in well distinct points. The values of the 6th design variable for the final points do not even have the same sign.

The final shapes are thus different and can be seen in Figure 7.20. The pressure distributions calculated on them show that in both cases the initial strong shock wave has been
Figure 7.19: Evolution of different parameters during the aerofoil optimisations comparing an Euler to a Navier-Stokes optimisation.
7.2 Two-dimensional optimisation using a direct SQP method

Figure 7.20: Result of the aerofoil optimisations comparing an Euler to a Navier-Stokes optimisation.
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<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised Euler</td>
<td>0.6519</td>
<td>0.01406</td>
<td>-25.8%</td>
</tr>
<tr>
<td>Navier-Stokes</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
</tbody>
</table>

Table 7.5: Aerodynamic coefficients of the Euler and Navier-Stokes optimised aerofoils calculated from a Navier-Stokes solution on the reference grid at the target $C_L$.

eliminated. The Euler optimised aerofoil is more rear-loaded than the Navier-Stokes one. Note that the pressure distributions referring to the Euler optimisation are taken from an inviscid solution that is why two initial pressure distributions are plotted since otherwise the initial shape and target $C_L$ are the same.

It is interesting to see what the performance of the Euler optimised aerofoil would be in the Navier-Stokes mode. This is what Table 7.5 presents. The Euler optimisation does remarkably well since it already manages to reduce the drag by almost 26% from the baseline geometry. Since this is obtained significantly faster than the Navier-Stokes optimum, there is some scope for reducing computing time, although as ever not in a straightforward way.

The conclusion of this subsection is that a consistent Euler optimisation is successful on the same reference problem. Its main advantage is that it is quick. The drawback however is that it does not share any behaviour with a consistent turbulent optimisation hence there is no easy way of combining the two, as starting with Euler and later on switching to Navier-Stokes, to provide an efficient optimisation. This test has nevertheless two positive consequences: it shows that an Euler optimisation is relevant in order to optimise a Navier-Stokes problem although the optimum might not perform as well as a Navier-Stokes optimum; and it paves the way for the use of the variable-fidelity method that will combine a low-fidelity Euler optimisation and a high-fidelity Navier-Stokes optimisation. This will be described in the last part of this chapter.

In the meantime, this paragraph also concludes this section presenting some basic testing on the two-dimensional optimisation test case employed in this study, done with the aim of reducing computing time. A slight reduction in the convergence requirements of the adjoint solver that should not change very much the result of the optimisation, seems to be the easiest way of slightly reducing computing time. The other investigations - using coarser grids, changing the physical model of the adjoint solver alone or of the entire optimisation - do not provide immediate ways of reducing computing time. However most of them lead to successful optimisations that manage to improve significantly the aerofoil performance when checked by a Navier-Stokes solution on a Navier-Stokes grid. Some of these optimisations even managed to achieve this quicker than the Navier-Stokes optimisation and are thus of interest. Some of these features will be used in the variable-fidelity
method described at the end of this chapter and others for the optimisations of a Blended Wing-Body in the next chapter. In the next section, different ways of handling the constraint on the lift coefficient are investigated.

### 7.2.4 Handling the constraints

In all the two-dimensional optimisation results presented so far, the optimiser is the NAG routine E04UCF. Since it is a standard SQP optimiser, it only satisfies the constraints when reaching an optimum and accepts infeasible points. The first part of this section looks at the use of the feasible optimiser FFSQP for this same two-dimensional problem. So far as well, the constraint on lift has been treated as a hard (separate) constraint. This means that the gradient of the lift coefficient is needed by the optimiser in addition to the gradient of the objective function. It works well but it is time consuming since it requires the solution of two adjoint equations for each optimisation cycle. Another possible way is to incorporate the constraint on lift into the objective function through the use of a penalty term. This would only require one adjoint solution per optimisation cycle. This is investigated in the second part of this section.

#### 7.2.4.1 FFSQP vs E04UCF

As just mentioned, this subsection compares the use of the optimisation routine FFSQP to the routine E04UCF for the two-dimensional test case of this chapter. They have both been presented in detail in Section 3.3. The main difference between the two is that FFSQP is a feasible method that requires all the constraints to be satisfied at each iteration while E04UCF is a standard method in which the constraints are only satisfied close to the optimum. This difference is obvious when examining the results of the optimisations in Figure 7.21. The optimisation problem is the scaled problem (7.3).

The behaviour of the feasible method is clear in Figure 7.21(b): starting from an unfeasible point for the contraint on lift, the first thing that the optimiser does is to look for a feasible point that is far away from the constraint boundary and then gradually comes back to this boundary from the interior of the feasible region. It works but it is dramatically slow when compared to the standard SQP method. The requirement of feasibility pushes the design away from the optimum, generating a very thick aerofoil (Figure 7.21(c)) that creates a lot of drag (Figure 7.21(a)). Starting from this very bad but feasible point, the optimiser then slowly improves the design. Even if the method is not efficient, it is successful and the optimum found is very close to the one found by the standard SQP method.

This is confirmed by Table 7.6 and is emphasised by the path followed by the optimisation in the design space. When considering Figures 7.21(d) to 7.21(f), it is clear that the two optimisations have globally the same behaviour and stop at optimal design points very close to each other. This is reassuring and proves that the optimisation method taken as a reference so far is correct.
Figure 7.21: Evolution of different parameters during the aerofoil optimisations comparing the optimisation routine FFSQP (feasible SQP) to the NAG routine E04UCF (standard SQP).
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<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised</td>
<td>FFSQP</td>
<td>0.6520</td>
<td>0.01377</td>
</tr>
<tr>
<td></td>
<td>E04UCF</td>
<td>0.6520</td>
<td>0.01377</td>
</tr>
</tbody>
</table>

Table 7.6: Aerodynamic coefficients of the optimised aerofoils for the optimisations comparing the optimisation routine FFSQP (feasible SQP) to the NAG routine E04UCF (standard SQP), at the target $C_L$.

Since the optimal points are very close, their corresponding shapes, shown in Figure 7.22, are very similar, the only important difference being in the leading edge region on the lower surface. Thus the pressure distributions are also very close.

The conclusion to this subsection is that the feasible optimisation method is successful on this two-dimensional test case but it is much slower than the standard method employed so far. This is due to the feasibility requirement itself that creates an initial design point well inside the feasible region, too far from its boundaries. As a consequence, the routine FFSQP will no longer be used in this work in the case of a direct optimisation because it is too costly. The other conclusion to draw from this subsection is that the reference optimisation considered so far finds the correct optimum since the feasible method stops on the same design point.

### 7.2.4.2 Penalty function vs hard constraints

This subsection investigates the use of a penalty term added to the objective function for the constraint on lift rather than employing a separate constraint. This could reduce the total computing time since it eliminates the calculation of the adjoint for lift needed to calculate the gradient of lift. Only the constraint on $C_L$ is included in the penalty term and the geometrical constraint on volume is still kept as a separate constraint. Since the interior volume and its gradient are calculated analytically in a fraction of a second this does not pose any problem. The optimiser employed in this subsection is the NAG routine E04UCF.

The optimisation problem to be solved becomes:

Minimise $F = \frac{C_D}{\|dC_D/d\beta^0\|} = 0.02292 + r_p \frac{(C_L - 0.652)^2}{\|dC_L/d\beta^0\|^2} = 0.4754^2$

Subject to: $\frac{V_0}{\|dV_0/d\beta^0\|} \leq \frac{V}{\|dV_0/d\beta^0\|} \leq 2 \times \frac{V_0}{\|dV_0/d\beta^0\|} = 0.02872$
Figure 7.22: Result of the aerofoil optimisations comparing the optimisation routine FFSQP (feasible SQP) to the NAG routine E04UCF (standard SQP).
where \( r_p \) is a penalty coefficient to be chosen. Note that the functions are still scaled by the norm of their initial gradient as suggested in Reference [112].

The choice of the penalty coefficient \( r_p \) poses problem. Ideally and theoretically, a sequential unconstrained minimisation\(^{[112,233]}\) should be performed: starting with a low value of the penalty coefficient, a first optimisation is carried out, then the penalty coefficient is increased and the optimisation is restarted from the previous optimum point and so on until the value of \( r_p \) becomes very high. This is necessary because putting too much weight on the penalty term produces an ill-conditioned objective function that could be difficult to minimise directly. By progressively increasing the penalty coefficient, the design is getting closer to the optimum and satisfies the constraints better and better. However this means repeating a sequence of optimisations and thus becomes very costly. In aerodynamic optimisation, to the knowledge of this author, sequential unconstrained minimisation has not been applied and people\(^{[9,38,47,62,125,145–147,164,190,234]}\) that use a penalty function, do a single optimisation with a constant penalty coefficient. Usually the result is satisfactory and the constraints are satisfied. However none of them really explains the choice of the value of the penalty coefficient. Here, to test this choice of penalty coefficient, we propose to test three values of \( r_p \) namely 1, 10 and 100. Each time a single optimisation is performed starting from the same initial design as all the two-dimensional optimisations of this chapter. It could have been interesting to perform a sequential unconstrained minimisation with these 3 values of \( r_p \) by starting the optimisation with \( r_p = 10 \) from the final design of the optimisation with \( r_p = 1 \) and so on. This would certainly have improved the conditioning of each optimisation but was not performed because as explained above, it is unlikely to reduce overall computing time, which is the aim to these tests. The results of these penalty function optimisations are presented in Figure 7.23.

Figure 7.23(a) provides information that was not available for separate constraints, i.e. the value of the objective function \( F \). This is given as a ratio \( F/F_0 \) since the three objective functions are of very different magnitude due to the changes in the value of \( r_p \). A quick look at Figure 7.23 shows that the optimisation with \( r_p = 100 \) fails. This is certainly due to the ill-conditioning mentioned above for large values of the penalty coefficient. The other two penalty optimisations try to find a minimum but are not entirely successful. They indeed fail to satisfy the constraint on lift as can be seen in Figure 7.23(c), thus the decrease in drag found in Figure 7.23(b) is altered when calculated at the target lift coefficient as can be seen in Table 7.7. As expected though, the optimisation with \( r_p = 10 \) puts a greater weight on the constraint on lift so it better satisfies this constraint than the optimisation with \( r_p = 1 \) and thus manages to find a better optimum.

Even if not fully successful, these two optimisations follow a path in the design space similar to the optimisation with separate constraints as Figures 7.23(e) to 7.23(g) show. It is interesting to notice that the optimisation with \( r_p = 1 \) is quicker than the reference optimisation while the one with \( r_p = 10 \) is twice as slow as this latter. This can only be
Figure 7.23: Evolution of different parameters during the aerofoil optimisations using a penalty term approach with scaling.
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Figure 7.23: Evolution of different parameters during the aerofoil optimisations using a penalty term approach with scaling. (Concluded)

Table 7.7: Aerodynamic coefficients of the optimised aerofoils for the optimisations using a penalty term approach with scaling, at the target $C_L$.

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>penalty coeff=1</td>
<td>0.6520</td>
<td>0.01393</td>
<td>-26.5%</td>
</tr>
<tr>
<td>penalty coeff=10</td>
<td>0.6521</td>
<td>0.01385</td>
<td>-26.9%</td>
</tr>
<tr>
<td>separate constraint</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
</tbody>
</table>
7. Optimisation tests and results in two dimensions

<table>
<thead>
<tr>
<th>Optimised</th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>penalty coefficient=1</td>
<td>0.6519</td>
<td>0.01385</td>
<td>-26.9%</td>
</tr>
<tr>
<td>penalty coefficient=10</td>
<td>0.6520</td>
<td>0.01386</td>
<td>-26.8%</td>
</tr>
<tr>
<td>penalty coefficient=100</td>
<td>0.6520</td>
<td>0.01442</td>
<td>-23.9%</td>
</tr>
<tr>
<td>separate constraint</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
</tbody>
</table>

Table 7.8: Aerodynamic coefficients of the optimised aerofoils for the optimisations using a penalty term approach without scaling, at the target $C_L$.

due to the poor conditioning of the optimisation problem, since mathematically the two penalty optimisations are the same. Note that it is worrying that an optimisation method that does not need the evaluation of the adjoint for lift, is much slower than one that needs this calculation. Despite not satisfying the constraint on lift, the good performance found in Table 7.7 and the fact that it is much quicker than the reference optimisation, make the optimisation with $r_p = 1$ an interesting option that will not be used any further in this work though.

An alternative was investigated with the suppression of the scaling in the objective function. The optimisation problem becomes:

\[
\text{Minimise} \quad F = C_D + r_p \ (C_L - 0.652)^2 \\
\text{Subject to:} \quad \frac{dV_0}{d\beta^0} \leq \frac{dV}{d\beta^0} \leq 2 \times V_0 = 0.02872
\]

The scaling for the constraint on interior volume is kept though because the previous results do not show any significant problem for this constraint. Again the three values 1, 10 and 100 are tested for the penalty coefficient $r_p$. The results are displayed in Figure 7.24.

Surprisingly they are much better than these obtained by using some scaling in the objective function. The three optimisations find an optimum. Only the optimisation with $r_p = 1$ is not entirely satisfactory since it does not satisfy accurately either of the constraints (see Figures 7.24(c) and 7.24(d)). Hence the very good value of drag (see Figure 7.24(b)) for its optimum is reduced when the lift coefficient is matched as Table 7.8 shows. The optimisation with $r_p = 100$ does not find a very good optimum, although it satisfies the constraints. Too much weight seems to be put on the constraint for lift in the objective function, as a result the optimiser does not decrease drag as much as it should. The optimisation with $r_p = 10$ is the most satisfactory overall since it satisfies well the two constraints and finds an optimum with a low drag.

When looking at the design variables in Figures 7.24(e) to 7.24(g), this latter optimisation seems to follow the same path as the reference optimisation although it is taking a lot of
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Figure 7.24: Evolution of different parameters during the aerofoil optimisations using a penalty term approach without scaling.
Figure 7.24: Evolution of different parameters during the aerofoil optimisations using a penalty term approach without scaling. (Concluded)

smaller steps to get to the optimum. The values of the design variables at the optimum are not far from the reference values. The method with $r_p = 1$ is also very close to this optimum despite not satisfying the constraints very well and follows also more or less the same path. This explains its good performance in Table 7.8. The optimisation with a penalty coefficient of 100 stops at a very different point.

This is noticeable on the resulting aerofoil shapes shown in Figure 7.25: the one corresponding to $r_p = 100$ is situated between the initial shape and the optimal shapes of the other three optimisations as could be guessed from the evolution of the design variables. The shapes resulting from the other two penalty optimisations are very close to each other and to the reference shape as expected from the design variables. This means that the non-satisfaction of the constraint on interior volume by the optimisation with $r_p = 1$ is not as significant as Figure 7.24(d) would suggest. The pressure distributions obtained on the optimal shapes lead to the same conclusion: the one corresponding to $r_p = 100$ still has some features of the initial pressure distribution although the shock wave has disappeared and the three other distributions are very close to each other.

Although the results of these penalty optimisations are satisfactory, they become less interesting when looking at computing time. Indeed none of these optimisations is quicker than the reference one with separate constraint (if we consider that it reaches its optimum after 11.5 hours), although their computing cost should be reduced by not calculating the adjoint for lift. This shows that adding the penalty term to the objective function changes the nature of this function. It is now more difficult to find its minimum. Hence the expected gains in computing time vanish and the penalty approach loses its attraction.

To complete the investigation, tests without scaling in the penalty function as well as in
Figure 7.25: Result of the aerofoil optimisations using a penalty term approach without scaling.
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the geometrical constraint were carried out. Their results are not shown here because they were not as good as the previous series of tests with scaling in the constraint on interior volume. This confirmed our conclusion that the penalty approach has some limitations and is not better than a direct approach with separate constraints. That is why a direct optimisation with a penalty objective function will not be used any more in the remaining of this thesis.

This is the end of this section that investigated different ways of handling the constraints for the two-dimensional test case of this chapter. It showed that the best approach is using a standard SQP method with separate constraints and that a feasible method or a penalty approach are not as efficient. This also terminates the second part of this chapter that performed some direct optimisations using an SQP optimiser on a two-dimensional test case. The next section looks, as an alternative, at the use of the variable-fidelity method for this same problem.

7.3 Two-dimensional optimisation using the variable-fidelity method

The aim of the previous part of this chapter was to gain some understanding of how the optimisation chain developed in this work, behaves. It was tested on a two-dimensional problem and it was found that although the basic method works well, it is very time consuming. Hence some testing was carried out to try and reduce the computing time without compromising the result of the optimisation, with the idea that the same method will then be applied to three-dimensional problems for which computing time is critical. Unfortunately these simple tests did not provide an easy way to do this so other optimisation methods were considered. This is what is described in this last part of the chapter.

The first section quickly surveys the literature to find innovative optimisation methods, still gradient-based but that are much quicker than a standard direct optimisation. Among them is the variable-fidelity method already introduced in Section 3.4 and employed in this work. This approach is applied to the two-dimensional optimisation test case and its results are presented afterwards.

7.3.1 Alternative methods

A short presentation of these methods can be found in the introduction of Reference [235]. We follow the same order and add a few references. All the methods presented here note the fact that the traditional aerodynamic optimisation method also called sequential optimisation or loosely-coupled optimisation, that consists in associating a flow solver and an adjoint solver to calculate the gradient to a numerical optimiser are too costly since they solve at each iteration two large systems of equations (one for the flow solution, one for the
adjoint solution) before updating the design. The aim of these methods is to reduce significantly the computing time to end up with an overall optimisation process that is equivalent to the cost of a few flow solutions, “a few” meaning here between 1 and 10. They manage this by considering the optimisation no longer as a sequence of flow solution - adjoint solution - design update but as an integrated process. The idea is similar to what has already been presented for the derivation of the continuous adjoint equations in Section 6.2 and is that the optimum design point must satisfy 3 equations:

- the flow equation
- the adjoint equation
- the optimality equation which states that, at the optimum, the gradient of the objective function is zero for an unconstrained problem

The traditional optimisation solves the first two equations at each optimisation cycle in order to advance in the resolution of the third equation but this is a waste of time since the first two equations only need to be satisfied at the optimum and not for other design points. Hence the alternative methods propose to solve the three equations simultaneously to reach the optimum when all three are satisfied.

This is the main idea of the One-shot method. It is achieved by an extensive use of a multigrid acceleration technique applied to the three equations simultaneously. The design variables are classified depending on whether they bring smooth changes to the geometry and the flow field or whether they imply high-frequency localised changes. The latter are only used on fine grids while global smooth design variables are employed throughout the grid levels. The use of a multigrid technique requires the implementation of relaxation and interpolation schemes for the three equations to pass from one grid level to another. This is applied but only for potential flows in Reference [151] at the cost of less than one flow solution on the fine grid.

Sung and Kwon use a similar idea but do not apply multigrid to the optimality equation. They successively perform a few multigrid cycles on the flow equations, followed by some cycles on the adjoint equations before updating the design and performing again some multigrid cycles on the flow equations and so on. That is what they call a tightly-coupled algorithm. Reference [35] shows that it is possible to employ the One-shot method without any adjoint solver by computing the gradient by finite-difference. This is of course less efficient than using an adjoint method. The drawback of the One-shot method is that it is mathematically complicated and needs a flow and an adjoint solver with a multigrid capability which is not always available.

That is why other techniques have been explored that could be simpler and applicable with any flow and adjoint solvers. The pseudo-time method is one of them. As already explained the method starts by noting that the optimum lies at the intersection of three hypersurfaces: the state (flow solution), the costate (adjoint solution) and the design
(optimality) hypersurfaces. Traditional optimisation methods work at the intersection of the state and costate hypersurfaces and move along this intersection to get closer to the design hypersurface. On the contrary the pseudo-time method works on the design hypersurface and gets closer to the other two hypersurfaces. In practice, the flow and adjoint equations are advanced by a few iterations on the entire field. Then both are solved in a small neighbourhood around the boundary that is undergoing design changes and the design is updated from these solutions. Then the process is repeated until convergence of the flow and adjoint equations on the entire field. This method is applied to the inverse design of a nozzle in Reference [222] and the inverse design of an aerofoil in Reference [224].

Finally a method that combines the One-shot and the pseudo-time approaches is the progressive optimisation method. This employs two flow solvers: an accurate flow solver for the flow equations and an auxiliary dissipative flow solver only used to calculate smooth sensitivities with an adjoint solver. The aim is to avoid noise as much as possible in the calculation of the gradient. Like the pseudo-time method, it uses partially converged flow and adjoint solutions and updates frequently the design. Like the One-shot method, it employs different levels of grid refinement. It indeed starts with a very coarse grid, solves partially the flow and adjoint equations, updates the design and does again a few iterations for the flow and adjoint solutions and so on until the process is converged on this coarse grid. Then this is repeated on a finer level of grid and so on until the equations are converged on the finest grid level. In Reference [235] this is applied to inviscid inverse designs and proves to be very efficient while in Reference [234] it is used for viscous turbulent inverse and direct design of aerofoils. In this latter case the adjoint is inviscid and always solved on the coarsest grid.

The problem with these three methods is that they are demonstrated on inverse design problems and of course they succeed in matching the target pressure distribution. For a direct design problem, they will undoubtedly also find an optimum but nothing guarantees that they will find the same optimum as a traditional method directly applied to the finest grid. That is why the present author preferred to employ the variable-fidelity method already presented in Section 3.4 and which is the last of the alternative methods examined here. The variable-fidelity method indeed constantly checks its improvement with respect to the high-fidelity model. There is no guarantee either that the optimum found would be the same as with a traditional method but at least, the designer can follow the design changes and improvements during the optimisation and he is confident that these improvements are meaningful improvements for the high-fidelity problem he is interested in.

The variable-fidelity method is quite different from the other three methods just presented and does not rely on the simultaneous solution of the flow, adjoint and optimality equations. It is much closer to a traditional optimisation method although it is very efficient like the three other alternative methods. Its application to the two-dimensional optimisation test case of this chapter is examined next.
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7.3.2 Variable-fidelity results

The comparison made in Section 7.2.3.4 between consistent Euler and Navier-Stokes optimisations is the basis for the application of the variable-fidelity method (see Section 3.4 for details about the method) to this two-dimensional problem. It indeed proved that an Euler optimisation worked well, managed to improve significantly the design when checked with a Navier-Stokes solution and thus could be used as a low-fidelity model. That is why the variable-fidelity approach examined here employs a consistent Euler optimisation for the low-fidelity model (flow and adjoint solvers both in Euler mode working on an Euler grid) and a consistent fully turbulent optimisation for the high-fidelity model (flow and adjoint solvers in viscous turbulent mode with the complete linearisation of the eddy viscosity for the adjoint solver, working on a Navier-Stokes grid).

However the Euler optimisation presented in Section 7.2.3.4 was quite slow to be repeated several times in a row as part of the variable-fidelity method. This came primarily from the grid size since the Euler grid had the same number of points as the Navier-Stokes grid. Since the low-fidelity model of the variable-fidelity approach is only supposed to approximate the high-fidelity model and since it is anyway corrected to behave like this latter, some crude approximations are allowed. A compromise has to be found between rapidity of execution and accuracy for the low-fidelity model. That is why a very coarse Euler grid of $65 \times 17$ nodes is employed here for the low-fidelity model. It is shown in Figure 7.26 and has to be compared to the Navier-Stokes $137 \times 35$ grid of Figure 7.9 used for the high-fidelity model. This takes advantage of the findings made in Section 7.2.3.2 where coarse grid optimisations were investigated. This showed that these optimisations are very fast but at the same time manage to improve the Navier-Stokes design. Of course combining this to an Euler optimisation to create a low-fidelity model will reduce the fidelity of this model.

The low-fidelity optimisation is the optimisation problem (7.3) transformed into a corrected low-fidelity problem according to equation (3.6). It is thus:

\[
\begin{align*}
\text{Minimise } & \quad \frac{\tilde{C}_{D_{lo}}(\beta^q + s)}{|d\tilde{C}_{D_{lo}}(\beta^q)|} \\
\text{Subject to: } & \quad \frac{0.652 - C_{L,hi}(\beta^q) - \nabla C_{L,hi}(\beta^q)^T s}{|dC_{L,hi}(\beta^q)|} \leq 0 \\
& \quad \frac{V_0 - V_{hi}(\beta^q) - \nabla V_{hi}(\beta^q)^T s}{|dV_{hi}(\beta^q)|} \leq 0 \\
\end{align*}
\]  

(7.4)
The variable-fidelity method avoids one of the problems encountered in Section 7.2.3.2 when performing optimisation on coarse grids and in Section 7.2.3.4 when doing an Euler optimisation, namely that using a lower-fidelity model changes the magnitude of the aerodynamic coefficients and thus that it is not entirely relevant to apply the same constraints with these models as with the high-fidelity model. Indeed when looking at Figure 7.15(c) and Figure 7.19(b) for example, it is clear that imposing a constraint at 0.652 does not have the same meaning on the coarse grids as on the fine grid and in Euler mode as in Navier-Stokes mode. Their constraint is not adapted to the model. This could explain why the performance of the optimised aerofoils when checked at the target lift coefficient on the reference grid, are not as good as for the Navier-Stokes optimisation. Maybe the constraints should be scaled in some way. The variable-fidelity method avoids this since the low-fidelity model is corrected to match the value of the high-fidelity model, hence the constraints are always consistent.

The merit function $\Phi_{hi}$ that is used by the variable-fidelity method to assess the high-fidelity performance of new designs (see Section 3.4), is similar to what has been used for the direct optimisation with a penalty approach except that now, since it is the only number measuring the performance of the design, the constraint on volume is incorporated into it. The merit function is thus:

$$
\Phi_{hi} = \frac{C_D}{dC_D/d\beta^i} + 10 \left( \frac{C_L - 0.652}{dC_L/d\beta^i} \right)^2 + 10 \left( \frac{V - V_0}{dV_0/d\beta^i} \right)^2
$$

Contrary to the direct optimisations performed using a penalty approach in Section 7.2.4.2, this penalty function $\Phi_{hi}$ does not drive the optimisation since this latter is performed through the low-fidelity problem (7.4). The penalty function here is an a posteriori check of the design and hence the problems encountered in Section 7.2.4.2 should be avoided.

The optimiser employed is FFSQP as already explained in Section 3.4. Mild convergence requirements and a maximum number of 20 iterations are imposed for the low-fidelity optimisation because it does not need to be very accurate but has to be as fast as possible. The results of the application of the variable-fidelity method to the two-dimensional test-case are shown in Figure 7.27 and compared to the reference direct optimisation using E04UCF as optimiser.
Figure 7.26: Coarse Euler grid used for the low-fidelity model in the variable-fidelity method. (to be compared to Figure 7.9)
Figure 7.27: Evolution of different parameters during the aerofoil optimisations comparing the variable-fidelity method to the standard SQP method.
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Figure 7.27: Evolution of different parameters during the aerofoil optimisations comparing the variable-fidelity method to the standard SQP method. (Concluded)

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.6520</td>
<td>0.01894</td>
<td>-</td>
</tr>
<tr>
<td>Optimised variable-fidelity</td>
<td>0.6520</td>
<td>0.01386</td>
<td>-26.8%</td>
</tr>
<tr>
<td>Optimised standard SQP</td>
<td>0.6520</td>
<td>0.01377</td>
<td>-27.3%</td>
</tr>
</tbody>
</table>

Table 7.9: Aerodynamic coefficients of the optimised aerofoils for the optimisations comparing the variable-fidelity method to the standard SQP method, at the target $C_L$.

Figure 7.27(a) plots the evolution of the merit function $\Phi_{hi}$. Unfortunately the initial value is very high due to the non-satisfaction of the constraint on lift, so the decrease of the merit function is not obvious after the initial drop. It does go down though until 7 hours of computation after which no improvement is made and the method stops when reaching the maximum number of cycles set to 50. From Figures 7.27(b) to 7.27(d), it is clear that the variable-fidelity method is successful in finding a valuable optimum. The constraint on lift is satisfied almost immediately and the interior volume is directly set to the target value. This is noticeable in Figure 7.27(b) since the drag coefficient falls quickly to very interesting values. The evolution after this drop is much slower. Note that the minimum in drag corresponds to the minimum of the merit function, which proves that the choice of this function is correct and that the method is working. The only problem is that the variable-fidelity method does not manage to find the same optimum as a standard SQP optimisation that stops on a better design, as Table 7.9 confirms.

This is clearly noticeable when looking at the design variables for the variable-fidelity method in Figures 7.27(e) to 7.27(g): they are following a very different path from the standard SQP method. Obviously this has an impact on the final shapes as shown in...
Figure 7.28: the difference is particularly pronounced on the lower surface. Of course the pressure distributions are also different but the variable-fidelity method manages well to eliminate the shock wave. It is though keeping a small pressure bump on the upper surface exactly like the standard SQP approach.

The fact that a direct optimisation approach finds a better optimum than the variable-fidelity method although at a greater cost, is also encountered by Marduel et al.\textsuperscript{[133]} This slightly mars the otherwise excellent performance of the method: its handling of the constraints is indeed the best that has been seen in this chapter and the decrease in drag is very good, especially over the first two cycles. It unfortunately then slows down which makes the standard method almost as efficient to reach the same minimum. As a result the drop in computing time is not as great as expected. A reduction of computing time by a factor of 2 can be obtained over the standard SQP method if the variable-fidelity method is stopped after $5 \sim 6$ iterations and would confirm the findings of Alexandrov,\textsuperscript{[130\textendash 132]} but not if the variable-fidelity method is left to find its own minimum, at least for this two-dimensional problem. The method is however very promising for three-dimensional optimisation if only for its very good handling of the constraints.

This concludes the presentation of the results obtained by the variable-fidelity method on the two-dimensional test case of this chapter. It also terminates this chapter that looked first of all at the accuracy of the gradient and how it was influenced by the convergence levels, the grid size or the physical model of the adjoint solver. This showed that a good convergence of both the flow and adjoint solvers is needed to obtain an accurate gradient and that computing the gradient on a subgrid or using a simpler physical model greatly compromise its accuracy. Then some results of aerofoil optimisations using a traditional approach with an SQP optimiser were presented. They showed that the optimisation chain set up in this study is working but also that it is quite costly, even for a two-dimensional problem. That is why some tests were carried out to find a simple way of reducing the cost of optimisation. Although some interesting points that will be used in the next chapter resulted from these investigations (a slight reduction of the convergence level of the adjoint solver is possible, coarse grid as well as Euler optimisations bring substantial improvements to the design), they did not provide an easy way of reducing the computing time of the Navier-Stokes optimisation. Hence the author had to investigate alternative methods and chose to concentrate on the variable-fidelity method already presented in Chapter 3. This latter approach showed promising results with a good handling of the constraints and a slight reduction of computing time. This was for a two-dimensional Navier-Stokes optimisation, the next chapter presents some results of the application of the optimisation chain to three-dimensional problems, in particular the optimisation of a Blended Wing-Body.
7.3 Two-dimensional optimisation using the variable-fidelity method

Figure 7.28: Result of the aerofoil optimisations comparing the variable-fidelity method to the standard SQP method.
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Chapter 8

Three-dimensional optimisations

The previous chapter described two-dimensional optimisations and the optimisation method worked well for this. However, the goal of this work is to perform three-dimensional optimisations, particularly the optimisation of a Blended Wing-Body (BWB) aircraft. This is what is described in this chapter. It starts by explaining how the flow and adjoint solvers have been parallelised in order to tackle the computationally demanding three-dimensional optimisations. The first example of these optimisations is then presented and consists in the Navier-Stokes optimisation of the ONERA M6 wing. The optimisations of the BWB follow. Two categories of optimisations have been carried out on this geometry: Euler and Navier-Stokes optimisations, and within each of these, two optimisations are performed: with and without constraint on the pitching moment. The last part of this chapter discusses the performance of the optimisation method and possible ways to improve them. Likewise it assesses also the optimisations of the BWB.

8.1 Parallel computing

The previous chapter proved that reducing computing time for optimisation is not easy when modifying only the optimisation algorithm and the numerical models employed. The introduction of the variable-fidelity method brought some improvements but it is still expensive to run particularly for the three-dimensional problems of this chapter. Some further improvements are needed to be able to run three-dimensional optimisations in a reasonable time.

Parallel computing offers an easy way to reduce the wall-clock time spent on a calculation by distributing the work involved to several processors rather than on a single one for serial computing. It does not reduce the total computing time itself (it even slightly increases it) but it very much improves the computational time perceived by the user who has to wait to get an answer (wall-clock time). Two major approaches are possible to parallelise FORTRAN codes: Message Passing or Shared Memory parallelisation.
Message Passing uses libraries to distribute the data to the processors, to perform synchronisation between the processors and to manage the sending and receiving of information to and from different processors. All of this has to be programmed explicitly in the code. The two most popular libraries are PVM\textsuperscript{[238]} (Parallel Virtual Machine) and MPI\textsuperscript{[239]} (Message Passing Interface). The advantage of Message Passing is that it is portable and works on distributed memory machines such as clusters of PCs or workstations. However it involves a lot of programming to transform a serial code into a parallel code.

In contrast Shared Memory parallelisation can only be employed on shared memory machines which have several processors but a common memory accessible by all the processors. OpenMP\textsuperscript{[240]} is the language that is becoming a standard for Shared Memory parallelisation. It easily parallelises the loops of a serial code. Its main advantages are that the user does not have to worry about the communication between processors and that modifications to the serial code are minimal, the inconvenience being that it only works on shared memory machines with sufficient memory.

CFD is well suited for data parallelism also known as domain decomposition: instead of performing the computation on a large domain at once, the calculation is done on several smaller domains simultaneously. A multiblock CFD grid enables the computational domain to be easily divided into smaller blocks. The calculation on these blocks is done simultaneously on different processors at each iteration. For better efficiency, it is thus required to have a total number of blocks equal to a multiple of the number of processors available. Static load balancing is desirable to speed up the computation. It can be achieved by dividing the computational domain into blocks of exactly the same size so that the processors spend more or less the same time on each block.

Both the flow and adjoint solvers of this thesis have been parallelised using OpenMP. The aim was to obtain parallel codes as quickly as possible to allow for optimisation problems impossible on a single processor workstation. OpenMP was thus chosen for its simplicity of application as opposed to MPI and because shared memory machines were available to the author. Only two lines of codes had to be added to the serial codes to parallelise the main “DO loop” that is looping on the number of blocks.

Two machines were used for the parallel computations: an Alpha Unix server with 4 EV6.7 processors running at 667 MHz and 4 Gb of RAM, and an IBM SP parallel supercomputer composed of nodes of 16 Power3-II processors running at 375 MHz with 12 Gb of RAM per node. Both enable the use of OpenMP, though restricted to a single node of 16 processors for the IBM SP.

Only the flow and adjoint solvers were parallelised in the optimisation chain, the grid update program and the optimiser being kept as serial codes since their computing cost is very small. Due to constraints on the block topology of the CFD grid imposed by the use of the Baldwin-Lomax turbulence model and by the grid deformation code, perfect load
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Balancing could not be achieved and the parallel efficiency is not very high. A test was carried out with the adjoint solver and the fine 16-block Navier-Stokes grid employed in the optimisations of the BWB: on the 4 processors of the Alpha machine the speed up (=wall clock time of parallel code on 4 processors/wall clock time of serial code on single processor) of 2.6 giving a parallel efficiency (=speed up/number of processors) of no more than 66%; on one node of 16 processors of the IBM SP, the speed up is only 9.4 for a parallel efficiency of 59%.

Nevertheless the parallelisation of the flow and adjoint solvers achieved its goal i.e. to make it possible to tackle three-dimensional optimisations without suffering too much from huge computing times. A first example is given by the Navier-Stokes optimisation of the ONERA M6 wing presented in the next section.

8.2 Optimisation of the ONERA M6 wing

The ONERA M6 wing and the flow solution calculated with MERLIN around it have already been presented in Section 5.8. It is a good test case to test the three-dimensional optimisation methodology developed in this work, that is why the drag minimisation of the M6 wing is presented in this section. Similar optimisations of the M6 wing can be found in the literature either for inviscid flows\cite{18,136,145} or for viscous turbulent flows\cite{147,162,190}.

Here the drag minimisation is performed using the variable-fidelity method for turbulent flows. Following the two-dimensional example of Section 7.3, the low-fidelity model solves the Euler equations on a coarse Euler grid and the high-fidelity model solves the fully turbulent Navier-Stokes equations using the Baldwin-Lomax model on a Navier-Stokes grid. The two grids employed are shown in Figure 8.1: the low-fidelity grid is a $65 \times 17 \times 7$ grid divided into 4 blocks while the Navier-Stokes grid is the same $193 \times 49 \times 33$ grid as in Section 5.8 and is divided into 8 blocks.

Six wing master sections are modified during the optimisation and are shown in red in Figure 8.1. For consistency between the low- and high-fidelity models, these sections are common grid sections of the Euler and the Navier-Stokes grids. These sections are parameterised in the same way as the two-dimensional aerofoil of the previous chapter, i.e. with 8 active Bézier parameters controlling the shape modifications of each surface. In addition a design variable controls the increment in twist of each master section. The most outboard master section does not undergo shape modification in order to avoid the complexity of deforming the wing tip. It is only allowed to twist. This twist change is transmitted to all the sections that form the tip and that are situated outboard of this last master section. The master sections are connected linearly to form the wing. In total the optimisation hence uses 86 design variables ($5 \times 17 + 1$).
Figure 8.1: The two grid levels used for the optimisation of the ONERA M6 wing. The red sections of the high-fidelity grid are the master sections that are optimised and correspond to the sections of the low-fidelity grid.
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The flow conditions are the same as in Section 5.8. In particular the overall angle of incidence is 3.06° but this will be modified during optimisation since the 6 master sections are free to twist independently from one another around their leading edge point.

The optimisation problem is to minimise drag at a constant lift while maintaining the internal volume of each master section. This can be written as:

\[
\text{Minimise} \quad C_D \\
\text{Subject to:} \quad C_L \geq 0.2696 \\
V_0 \leq V_i \leq 2 \times V_0, \quad i = 1, \ldots, 5
\] (8.1)

Note that no constraint on the interior volume of the 6\textsuperscript{th} master section is needed since it only undergoes twist changes that do not modify the volume. Each design variable is scaled in the same way as in the previous chapter i.e. in order that an increment of 1 of each design variable taken in isolation produces a maximum deformation of 2\% chord for each of the sections. The objective function and the constraints are scaled by the norm of their initial gradient in the variable-fidelity method. Problem (8.1) is transformed into a corrected low-fidelity model very similar to problem (7.4) with the addition of 8 linear constraints for the additional geometrical constraints on volume. The merit function \( \Phi_{hi} \) employed in the optimisation to assess the performance of the design and corresponding to problem (8.1) is

\[
\Phi_{hi} = \left( \frac{C_D}{dC_D} \right)^2 = 0.01143 + 10 \left( \frac{C_L - 0.2696}{dC_L} \right)^2 = 0.1477^2 + 10 \left( \frac{V_1 - 0.0313}{dV_1} \right)^2 = 0.01305^2 \\
+ 10 \left( \frac{V_2 - 0.0227}{dV_2} \right)^2 = 0.009506^2 + 10 \left( \frac{V_3 - 0.0173}{dV_3} \right)^2 = 0.007315^2 \\
+ 10 \left( \frac{V_4 - 0.0137}{dV_4} \right)^2 = 0.005812^2 + 10 \left( \frac{V_5 - 0.0114}{dV_5} \right)^2 = 0.004886^2
\]

It is also very similar to the merit function used in two dimensions in Section 7.3 with additional terms for the constraints on interior volume.

Following the conclusions of the two-dimensional studies presented in the previous chapter, the flow and adjoint solvers are only required to converge to \( 10^{-5} \) in this optimisation. This should not impact too much on the accuracy while reducing computing time. To be more precise, each flow solution is stopped after 5000 implicit iterations or when the total residual has reached \( 10^{-5} \), whichever comes first. The adjoint solutions are stopped after 3000 iterations or when the total residual has reached \( 10^{-5} \), whichever comes first as before. Both the flow and adjoint computations restart from the previous solution. The
optimisation is started from converged flow and adjoint solutions on the baseline geometry.

The optimisation history is shown in Figure 8.2. The computation is done on the 4 processor Alpha machine and the CPU time shown is the total computing time obtained by adding the time of the 4 processors. The merit function $\Phi_{hi}$ in Figure 8.2(a) quickly goes down and reaches a minimum after 265 hours and cannot then improve on that design. The drag coefficient $C_D$ in Figure 8.2(b) follows the same trend and the minimum of drag corresponds to the minimum of the merit function. Figure 8.2(c) shows that this minimum is very close to satisfying the constraint on lift, the difference with the target being very small despite the appearance of the graph.

The performance of the optimum point is summarised in Table 8.1 and compared to the
8.2 Optimisation of the ONERA M6 wing

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>$L/D$</th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>Improvement in $C_D$</th>
<th>$L/D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.2697</td>
<td>0.01736</td>
<td>15.54</td>
<td>0.2694</td>
<td>0.01478</td>
<td>-14.9%</td>
<td>18.23</td>
</tr>
<tr>
<td>Optimised</td>
<td>0.2694</td>
<td>0.01478</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target</td>
<td>0.2696</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8.1: Aerodynamic coefficients of the optimised ONERA M6 wing.

<table>
<thead>
<tr>
<th>Origin of data</th>
<th>Initial</th>
<th>Optimised</th>
<th>Improvement in $C_D$</th>
<th>$L/D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present work</td>
<td>0.2697</td>
<td>0.2694</td>
<td>-14.9%</td>
<td>18.23</td>
</tr>
<tr>
<td>Nielsen and Anderson[162]</td>
<td>0.253</td>
<td>0.253</td>
<td>-15.5%</td>
<td>17.82</td>
</tr>
<tr>
<td>Lee et al[190]</td>
<td>0.2622</td>
<td>0.2580</td>
<td>-9.4%</td>
<td>16.27</td>
</tr>
<tr>
<td>Sung and Kwon[147]</td>
<td>N/A</td>
<td>N/A</td>
<td>-12.8%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 8.2: Comparison of aerodynamic coefficients obtained for optimised ONERA M6 wings.

The drag coefficient loses 26 drag counts, that is a 15% drag improvement, while the lift is maintained. The drag breakdown shows that the improvement is coming from the pressure drag since the skin friction drag slightly increases. This is not surprising: since the internal volume is kept the same, there is not much hope of reducing the friction drag. The improvement in pressure drag is certainly coming from a reduction of the wave drag as the contour plots of Figure 8.3 suggest. This picture has to be compared with the pressure distribution on the baseline geometry in Figure 5.10. Clearly the lambda shock wave has been much reduced, except in the region where the two shocks merge and at the wing tip where limited shape modifications are allowed.

The chordwise pressure distributions of Figure 8.4 confirm this reduction in the strength of the shock wave. They are shown at the same spanwise locations where experimental data are available for the baseline geometry and that are plotted in Figure 5.11. At all the spanwise positions, the shock wave has been reduced by the optimisation, the sections at $\eta = 0.44$ and $\eta = 0.65$ almost managing to eliminate it completely.

Finally the six master sections are shown before and after optimisation in Figure 8.5. They are plotted in absolute coordinates that are scaled by the semi-span since the initial geometry is such that the semi-span is equal to 1. Both shape and twist deformations are shown but it clearly appears that the increment in twist is very small for the 6 sections. The shape changes are not large either but prove sufficient to greatly reduce the drag.

These results show that this optimisation is very successful and compares well with other Navier-Stokes optimisations found in the literature as can be seen in Table 8.2. The drag
Figure 8.3: Contours of pressure coefficient on the upper surface of the optimised ONERA M6 wing. (to be compared to Figure 5.10).
Figure 8.4: Chordwise $C_p$ distributions for the optimised ONERA M6 wing.
improvement is similar to that of Nielsen and Anderson,\cite{162} although their geometry changes are much more pronounced and they obtain very different pressure distributions. The present pressure distributions are closer to those of Lee et al\cite{190} and Sung and Kwon\cite{147} although their overall drag improvement is not as good.

The conclusion of this section is that the variable-fidelity method and the overall optimisation chain worked well on this three-dimensional Navier-Stokes optimisation of the ONERA M6 wing since a 15\% drag improvement was achieved while maintaining lift. The goal of this test case, i.e. to demonstrate the applicability of the method to a three-dimensional problem, is achieved, it remains to apply this same procedure to the optimisation of a BWB as is described in the next section.

8.3 Optimisation of a BWB

8.3.1 Background about the BWB and about the present work

The Blended Wing-Body (BWB) is a tailless aircraft that integrates wing and fuselage. It is a revolutionary conceptual change from the classical design that has prevailed for the last 50 years i.e. a wing attached to a cylindrical fuselage and a tail to ensure the manoeuvrability of the aircraft. This concept is supposed to offer substantial aerodynamic performance improvement compared to the classical design. The BWB results from an evolution of the old concept of flying wings. This update of the flying wing is due to some work in the US over the last decade that attracted some attention due to its novelty.\cite{241–243}

Liebek in Reference [244] gives a good summary of the studies carried out on this subject in the US. It all started at the beginning of the 1990’s by a conceptual study sponsored by
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Figure 8.5: Shape modification of the master sections of the ONERA M6 wing.
NASA. Then a feasibility program was started that involved NASA, McDonnel Douglass and several American universities, in particular Stanford University. This project involved some wind tunnel testings and the construction of a flying model. While this concerned a very large aircraft able to carry 800 passengers, Boeing then started its own study on a family of smaller BWBs for a maximum of 450 passengers once the concept had been proved to work. This study made use of the multidisciplinary conceptual design program WingMOD developed by Wakayama. The claimed performance of the resulting aircraft exceeds that of conventional airplanes.

The work in the US attracted the interest of other parties in the world: a group of MSc students under the supervision of Dr. Smith from the College of Aeronautics of Cranfield University designed a BWB in 1998. Airbus is also reported to study the concept as well as TsAGI in Russia. They are all considering a large aircraft capable of carrying 800 passengers. Smaller versions however have also been investigated at Tohoku University in Japan and at Cranfield University. Recently the possibility of a sonic BWB flying at a high subsonic Mach number has been considered.

The work described in this thesis on the BWB is part of the European Commission funded project entitled MOB - A computational design engine incorporating multidisciplinary design and optimisation for Blended Wing Body configuration. The aim of the project is to develop a computational design engine (CDE) i.e. an integrated suite of codes to perform the multidisciplinary design and optimisation of an aircraft. This CDE has to be accessed from different sites across Europe to enable people from different companies to work on the same project. The test case considered for this project to assess the CDE is a freighter BWB. The starting configuration is the BWB designed at Cranfield University in 1998.

A recent session at the 9th AIAA/ISSMO symposium on multidisciplinary analysis and optimization in Atlanta was devoted to the MOB project and all its aspects were presented: an introduction of MOB, a description of the CDE and of the software architecture behind it, the data management system employed, the model generator based on the CAD software ICAD developed, the aerodynamic analyses and design performed on the BWB as well as the studies on aeroelasticity and flight mechanics carried out on this geometry.

The present study is part of the aerodynamic work done for the MOB project. As is briefly described in the next section, a first assessment of the baseline configuration was carried out before performing a twist inverse design of the BWB. The three-dimensional optimisation of the BWB with the adjoint method is described after that. The author only knows one other reference presenting a three-dimensional optimisation of a BWB and this was done in the MOB project: Weinerfelt used a continuous adjoint method to perform some Euler optimisation on the BWB. Hence the aerodynamic optimisation of the BWB that is presented in this thesis contributes significantly to the understanding of BWB aerodynamics.
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Table 8.3: Grid sensitivity study for the baseline BWB. $M_\infty = 0.85, \alpha = 3.0^\circ$.

<table>
<thead>
<tr>
<th>Number of points in normal direction</th>
<th>$y^+$</th>
<th>$C_L$</th>
<th>$C_{D_{total}}$</th>
<th>$C_{D_{press}}$</th>
<th>$C_{D_{f,ric}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>40</td>
<td>0.3357</td>
<td>0.02473</td>
<td>0.02436</td>
<td>0.00037</td>
</tr>
<tr>
<td>60</td>
<td>13</td>
<td>0.4089</td>
<td>0.02853</td>
<td>0.02488</td>
<td>0.00365</td>
</tr>
<tr>
<td>60</td>
<td>5</td>
<td>0.4136</td>
<td>0.03268</td>
<td>0.02504</td>
<td>0.00764</td>
</tr>
<tr>
<td>60</td>
<td>1</td>
<td>0.4164</td>
<td>0.03301</td>
<td>0.02538</td>
<td>0.00763</td>
</tr>
<tr>
<td>120</td>
<td>1</td>
<td>0.4214</td>
<td>0.03178</td>
<td>0.02411</td>
<td>0.00767</td>
</tr>
</tbody>
</table>

and to the novelty of this study.

8.3.2 Preliminary work

This section quickly reviews the work that was carried out on the BWB geometry before doing any optimisation. This is fully reported in References [172, 260] and here only the aspects important for the optimisation are discussed.

The starting point was the assessment of the aerodynamic performance of the baseline BWB. To be sure that the aerodynamic coefficients given by the CFD code MERLIN for this configuration were accurate, a grid sensitivity study was carried out. This was necessary because the first grid created around the geometry produced a skin friction drag that was at least one order of magnitude smaller than what was expected. The baseline grid has 149 $\times$ 60 $\times$ 55 points. Five grids are compared obtained only by changing the stretching in the normal direction and the number of points in that direction. The effect of the stretching on the flow solution is measured by an estimate of the non-dimensional distance $y^+$ at the first grid point away from the surface. The results of this grid sensitivity study are summarised in Table 8.3.

The first four grids have the same number of points in the normal direction and it is obvious that the grid stretching has an effect on the skin friction drag since the grid with $y^+ \approx 40$ totally underestimates its value. As the grid is further clustered towards the surface, the skin friction drag converges towards a common value. The same thing happens to the lift coefficient. The two grids with $y^+ \leq 5$ give similar results although the one with $y^+ \approx 1$ has less points away from the near wall region. To investigate this effect, the last grid was built. Its number of points is doubled in the normal direction while the stretching is kept the same as for the fourth grid. This results in a grid with nearly one million points that becomes very costly to run. The computation on this last grid shows that there is still some sensitivity in the aerodynamic coefficients but at least the grids with 60 points in the normal direction and $y^+ \leq 5$ give reasonable answers at a reduced computational cost. As a result of this grid sensitivity study, the grid with 60 points and $y^+ \approx 5$ was thought to be the best compromise, with some clustering towards
the wall but with still numerous points outside this near wall region giving reasonable numerical accuracy, all of this being obtained at an affordable computational cost. The normal stretching of this \( y^+ \approx 5 \) grid is reused for all the Navier-Stokes grids employed for the optimisations of the BWB.

The assessment of the baseline geometry revealed that at the design \( C_L \) of 0.41, a very strong shock wave was present on the upper surface of the outer wing and on the winglet. This resulted in a very high wave drag and a disappointing lift to drag ratio of \( L/D = 12.66 \). The study of the spanwise lift distribution showed that the outer wing was too highly loaded and that on the contrary, the fuselage was not generating enough lift. One of the theoretical advantage of the BWB is that the fuselage is capable of generating a fair amount of lift as opposed to the cylindrical fuselage of the conventional design but this was not happening here. It was then decided to try and shift the loading from the outboard to the inboard and to distribute it more evenly along the span in the hope that this would improve the aircraft efficiency.

This was achieved through a twist redesign using a panel code. The aircraft planform and the aerofoil sections were kept unchanged, only their twist angle was modified. An inverse design methodology was applied: a target spanwise lift distribution had to be matched by only changing the twist of the sections. Since there was no prior knowledge of what the best lift distribution was, three target distributions were tested: a triangular distribution, an elliptic distribution and an average between the triangular and elliptic distributions. Once the redesign had been completed with the panel code, the resulting geometries were tested using the Navier-Stokes solver MERLIN. The results of these computations are shown in Table 8.4. The wave drag values are extracted from the flow solutions following the method of Reference [263].

Table 8.4 shows that all of the redesigned geometries are better than the baseline one since the wave drag has been reduced by half or more. This directly impacts on the lift to drag ratio which is increased by up to 2 i.e. a 16% improvement. As expected, since the aerofoil sections are not changed, the skin friction drag varies very little. It has to be noticed that the redesign improves the pressure drag further than it reduces the wave drag, which contributes to the increase in aerodynamic performance. Since the geometry with a twist distribution average between elliptic and triangular gives the best \( L/D \), it is
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The twist inverse design proved that some substantial improvement could be achieved by slightly modifying the geometry. However, its potential is limited since only the twist was changed and this was done manually. Some further degrees of freedom in the design have to be introduced, such as the aerofoil shapes for example, to further improve the performance of the BWB. This is what is done with the application of the optimisation methodology developed in this work to the optimisation of the BWB as is described next.

8.3.3 Baseline geometry and optimisation problem

The baseline geometry that serves as reference for the optimisation is shown in Figure 8.6 and is coming from the twist inverse design exercise but is not exactly the same geometry. This is due to some evolutions in the MOB project: the latest available MOB reference aircraft was considered to start the optimisation. The Navier-Stokes grid around this baseline geometry is shown in Figure 8.7. For obvious reasons of symmetry, only a semi-span
model is employed. The grid has $161 \times 65 \times 45$ points divided into 16 blocks. It is considered throughout this optimisation as a fine Navier-Stokes grid and serves as a reference.

The flow conditions for the optimisation are: Mach number $M_\infty = 0.85$, unit Reynolds number $Re = 6.675 \times 10^6$ per metre and freestream temperature $T_\infty = 218.8 K$. At the design point, the lift coefficient is required to be 0.41 based on the trapezoidal area of 841.7 m$^2$ that is used to non-dimensionalised all the aerodynamic coefficients. The pitching moment is calculated around the centre of gravity situated 29.288 m behind the nose of the aircraft in the plane of symmetry. The reference length used for the pitching moment is the mean aerodynamic chord equal to 12.288 m. A positive value of the pitching moment corresponds to a nose down moment.

The flow solution at the design $C_L$ is calculated using MERLIN. The resulting aerodynamic coefficients for the baseline geometry are given in Table 8.5. These are reference coefficients to which optimisations results will be compared. The wave drag here and for the optimised BWBs presented in the remaining of this chapter, only accounts for the drag
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<table>
<thead>
<tr>
<th>$C_L$</th>
<th>$C_{D_{\text{total}}}$</th>
<th>$C_{D_{\text{press}}}$</th>
<th>$C_{D_{\text{friic}}}$</th>
<th>$C_{D_{\text{wave}}}$</th>
<th>$L/D$</th>
<th>$C_{\text{inc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4101</td>
<td>0.02855</td>
<td>0.01885</td>
<td>0.00969</td>
<td>0.00101</td>
<td>14.37</td>
<td>0.07360</td>
</tr>
</tbody>
</table>

Table 8.5: Aerodynamic coefficients for the baseline BWB geometry at the design $C_L$.

Figure 8.8: Contours of pressure coefficient on the upper surface of the baseline BWB geometry at the design $C_L$.

generated by the wing and fuselage shock wave(s). The winglet wave drag is not included.

The corresponding contours of pressure coefficient on the upper surface of the BWB are shown in Figure 8.8. Despite the twist redesign, a strong shock wave is still present, that extends from the outer wing up to the fuselage. Since nothing has been done to the winglet in the inverse twist design, the original strong shock wave on its upper surface is still there and perturbs the flow at the tip of the outer wing.

Several drag minimisation optimisations of this baseline geometry are presented next. They all share the same parameterisation that is very similar to the one used for the optimisation of the ONERA M6 wing. 16 wing master sections are considered. The 15 most inboard are parameterised using 17 design variables each, like for the two-dimensional optimisations: 8 active Bézier parameters for the upper surface, 8 for the lower surface
and 1 for the twist increment of that section. The master section most outboard is only allowed to twist like for the M6 wing optimisation. This is also to avoid complication when deforming the wing tip where the winglet is attached. By only allowing twist changes, the winglet follows the changes of the last master section and is thus just rotated accordingly. Of course since the shape of the winglet is unchanged, it is unlikely that the strong shock wave sitting on it will disappear but making shape changes would require substantial improvements in the geometry modeller that are left as future work for the moment. In total this makes 256 active design variables ($15 \times 17 + 1$). They are all scaled as before i.e. so that taken in isolation, an increment of 1 in any of the design variable produces a maximum displacement of 2% of the chord of the appropriate master section.

The optimisation problem is again to minimise drag at a constant lift while maintaining the internal volume of each master section. An additional constraint on the pitching moment is or is not included depending on the optimisation. This can be written as:

$$\text{Minimise } C_D$$

Subject to:

- $C_L \geq 0.41$
- $(C_m)^2 \leq (0.001)^2$, optional
- $V_{0i} \leq V_i \leq 2 \times V_{0i}$, $i = 1, \ldots, 15$ \quad (8.2)

The constraint on the pitching moment is necessary due to the nature of the BWB: it is a tailless aircraft. It has thus to be trimmed by deflecting the control surfaces situated all along the trailing edge of the aircraft. Some calculations done at NLR for the MOB project found that the trim drag i.e. the drag generated by the necessary deflection of the control surfaces to trim the aircraft, was very penalising. Hence it would be better if the BWB shape was trimmed naturally or required very small control surface deflections during the cruise condition. That is why this constraint on the pitching moment is included that aims at forcing the pitching moment to stay close to zero to get a trimmed aircraft. However this constraint is limiting: we will see that it reduces the potential improvements in $L/D$. In addition a consistent longitudinal stability analysis should include the effect of thrust but since the propulsion system is not considered in the MOB project, this effect has been neglected. Hence requiring a trimmed aircraft by only considering the aerodynamic forces is not very realistic. It is only if we suppose that the thrust acts on a line passing by the centre of gravity of the aircraft, the moment generated by the thrust being zero in that case. This is an assumption that we can make to justify the trim requirement. However in the general case, since the engines are supposed to be mounted on the upper surface of the fuselage, the thrust will generate a nose down pitching moment that will have to be compensated by a nose up pitching moment from the aerodynamic forces. Without further information, the requirement of a trimmed aircraft is restricting and possibly dubious. To demonstrate the feasibility of including a constraint on pitching moment, some optimisations will thus include this constraint, while to investigate the potential aerodynamic improvements, others will not.
All the optimisations of the BWB employ the variable-fidelity method and the optimisation problem (8.2) is transformed into a corrected-low fidelity optimisation similar to problem (7.4). Additional linear constraints are added for the interior volume and for the optional constraint on pitching moment. This latter, when employed, is written:

\[
-(0.001)^2 + (C_{m,hi}(\beta^p))^2 + \nabla C_{m,hi}^2(\beta^p)^T \cdot s \leq 0
\]

As for the optimisation of the ONERA M6 wing, the flow and adjoint solutions employed in the optimisations of the BWB are only required to converge to 5 orders. More specifically, the flow solutions stop after 5000 implicit iterations or when reaching 5 orders of convergence, whichever comes first, while the adjoint solutions are stopped after 3000 iterations or when reaching 5 orders of convergence, whichever comes first as before. Again all the computations restart from previous solutions to save some computing time and again the optimisations start from converged flow and adjoint solutions calculated on the baseline geometry with the grids and physical models employed in these optimisations.

Unfortunately, a Navier-Stokes optimisation using the fine grid for the high-fidelity model was not successful on this geometry for reasons that will be discussed in Section 8.4. Hence the author took advantage of the interesting findings made with the two-dimensional optimisations of the previous chapter to perform optimisations on the BWB with lower-fidelity models. This includes Euler optimisations on fine Euler grids and Navier-Stokes optimisations on coarse grids, both of which brought substantial improvement to the aerofoil design in 2D. This implies that, throughout these BWB optimisations, two points of view will be presented: an optimisation point of view that is concerned by the optimisation itself, analyses if it is successful or not and what improvements have been made; and the point of view of an aerodynamicist or designer whose aim is to improve the BWB geometry. In this latter case, whatever the optimisation method employed, the final optimised geometry is checked on a fine Navier-Stokes grid and compared to the initial reference BWB presented above to assess the true improvements. The next three sections details the results of these optimisations. The first two consider the Euler optimisations while the last one describes the Navier-Stokes optimisations on a coarse grid.

### 8.3.4 Euler optimisations of the BWB without constraint on $C_m$

Two Euler optimisations of the BWB without any constraint on the pitching moment were carried out. They used the variable-fidelity method despite the fact that both the low- and high-fidelity models solved the Euler equations. The low-fidelity model uses a coarse Euler grid with $81 \times 17 \times 22$ points divided into 16 blocks while the high-fidelity model employs a finer Euler grid with $81 \times 33 \times 39$ points also divided into 16 blocks. These two grids are shown in Figure 8.9. The 16 master sections can be seen in that picture.
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Figure 8.9: The two grid levels used for the Euler optimisations of the BWB. The red sections of the high-fidelity grid are the master sections that are optimised and correspond to the sections of the low-fidelity grid.
The difference between the two optimisations is coming from the connection between the master sections. Chronologically, the first optimisation was done with a linear connection between the master sections as for the M6 wing. It worked well but since the fuselage of the BWB is "fat" and curved, using linear connections to represent this part of the geometry creates slight slope discontinuities that do not look "nice" especially when transposed to a Navier-Stokes grid. It does not create flow discontinuities so it is perfectly valid for optimisation, the only problem being that the resulting optimal geometry would have to be smoothed in some way before being used by other disciplines. To avoid this problem, the grid update program described in Chapter 4 was modified to connect the sections by piece-wise cubic splines. This was done only on the fuselage since the inner and outer wings look very much like a conventional aircraft wing where linear connections are perfectly suited. The difference between the two types of connections is a posteriori relatively small but the change is still useful.

The merit function $\Phi_{hi}$ employed in the variable-fidelity method to assess the performance of the design and corresponding to problem (8.2) is, in both cases,

$$
\Phi_{hi} = \frac{C_D}{\|dC_D/d\beta^0\|} + 10 \left( \frac{C_L - 0.41}{\|dC_L/d\beta^0\|} \right)^2 + 10 \sum_{i=1}^{15} \left( \frac{V_i - V_{0,i}}{\|dV_{0,i}/d\beta^0\|} \right)^2
$$

(8.3)

with the value of the coefficients given in Table 8.6.
8. Three-dimensional optimisations

Figure 8.10: Evolution of different parameters during the Euler variable-fidelity optimisations of the BWB without any constraint on $C_m$. 

(a) Merit function $\Phi_{hi}$

(b) Drag coefficient $C_D$

(c) Lift coefficient $C_L$
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<table>
<thead>
<tr>
<th>Linear connections</th>
<th>Initial</th>
<th>Optimised</th>
<th>Optimised at target $C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_L$</td>
<td>0.4100</td>
<td>0.4059</td>
<td>0.4101</td>
</tr>
<tr>
<td>$C_D$</td>
<td>0.02109</td>
<td>0.01719</td>
<td>0.01738</td>
</tr>
<tr>
<td>$L/D$</td>
<td>19.44</td>
<td>23.61</td>
<td>23.59</td>
</tr>
<tr>
<td>$C_m$</td>
<td>0.08957</td>
<td>0.10501</td>
<td>0.10646</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Spline connections</th>
<th>Initial</th>
<th>Optimised</th>
<th>Optimised at target $C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_L$</td>
<td>0.4101</td>
<td>0.4081</td>
<td>0.4100</td>
</tr>
<tr>
<td>$C_D$</td>
<td>0.02125</td>
<td>0.01688</td>
<td>0.01697</td>
</tr>
<tr>
<td>$L/D$</td>
<td>19.30</td>
<td>24.17</td>
<td>24.16</td>
</tr>
<tr>
<td>$C_m$</td>
<td>0.08973</td>
<td>0.13941</td>
<td>0.14008</td>
</tr>
</tbody>
</table>

Table 8.7: Inviscid aerodynamic coefficients of the Euler optimised BWBs without any constraint on $C_m$.

The optimisation history is shown in Figure 8.10. The computation is done on the 4 processor Alpha machine and the CPU time shown is the total computing time. So the first point to notice is that these optimisations are relatively fast compared to the optimisation of the M6 wing that used the Navier-Stokes equations on a fine grid and the same Alpha machine. It is not surprising since only the Euler equations are employed here and the grids are quite small.

The optimisation history shows that both optimisations are successful: the merit function $\Phi_{hi}$ is reduced, which is reflected by a decrease in drag coefficient while the lift constraint is globally satisfied. Of the two, the optimisation with spline connections between the master sections is the best since it is faster and reaches a point that both has a lower drag and better satisfies the lift constraint. The aerodynamic coefficients of the optimised geometries compared to the initial ones are given in Table 8.7. This confirms this remark that the optimisation with spline connections achieves better performance: starting from a geometry with an $L/D$ of 19.30, it founds an optimum with an $L/D$ of 24.16. This is a reduction of 43 drag counts i.e. a 20% improvement. As stated earlier, these improvements have however an adverse effect on the pitching moment for both optimisations since the final value is greater than the initial one, dragging the design away from a trimmed aircraft. The fact that the pitching moment for the optimisation with linear connections is better than for the other optimisation might explain why the final design is not as good in term of $L/D$.

Figure 8.11 compares the pressure distribution of the initial geometry with the one of the optimised BWB. This is obtained in inviscid mode on the fine Euler grid. Both the initial and optimised geometries have spline connections. The pattern on the initial geometry is very similar to what is obtained with the Navier-Stokes equations in Figure 8.8: a very strong shock wave spans the whole wing up to the fuselage. In inviscid mode, as expected, this shock wave is situated further aft on the wing. The optimisation clearly manages to weaken this shock wave that has now disappeared on the inner wing. It seems it has however reinforced it at the wing tip where the interaction with the winglet shock, still present and very strong, is more pronounced.
This overall picture is completed by the chordwise pressure distributions given at six spanwise locations shown in Figure 8.12. Though the pressure distribution at the root is not much affected, significant changes occur as early as 17% of the span i.e. midway through the fuselage, where the build-up of the shock wave has been totally eliminated by the optimisation. The station at $\eta = 0.40$ is a very strong example of this elimination of the shock wave achieved by both optimisations. As we move further outboard on the wing, a shock wave starts to form though and is even stronger than on the initial geometry (station at $\eta = 0.93$). The last station at 98% of the span i.e. very close to the junction between the wing and winglet shows the disturbed flow field in this region with strange pressure distributions. Overall both optimisations give similar pressure distributions despite differences in the global aerodynamic coefficients.

This similarity in pressure distributions is understood when looking at the shape modifications made at these stations and shown in Figure 8.13: the two optimisations produce shapes that are very close to each other. The sections are shown in their true coordinates that are non-dimensionalised by the chord of the root section. The sections are thus seen in their twisted position. Please note however that the scale on the vertical axis is very different from the one on the horizontal axis, which gives the impression that the outer wing sections are twisted at 45° while it is only 6 or 7° in reality. This scale issue also gives the false impression that design changes are small on the fuselage and large on the...
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Figure 8.12: Chordwise $C_p$ distributions for the Euler optimised BWBs without any constraint on $C_m$. Euler calculations.
Figure 8.13: Shape modification of some master sections for the Euler optimised BWBs without any constraint on $C_m$. 

(a) Root section

(b) 4\textsuperscript{th} master section at $\eta = 0.17$

(c) 8\textsuperscript{th} master section at $\eta = 0.40$

(d) 12\textsuperscript{th} master section at $\eta = 0.71$

(e) 14\textsuperscript{th} master section at $\eta = 0.93$

(f) 15\textsuperscript{th} master section at $\eta = 0.98$
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Figure 8.14: Spanwise twist distribution in degrees for the Euler optimised BWBs without any constraint on $C_m$.

Table 8.8: Navier-Stokes check on the fine Navier-Stokes grid of the Euler optimised BWBs without any constraint on $C_m$.

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_{D_{total}}$</th>
<th>$C_{D_{press}}$</th>
<th>$C_{D_{frie}}$</th>
<th>$C_{D_{wave}}$</th>
<th>$L/D$</th>
<th>$C_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial reference</td>
<td>0.4101</td>
<td>0.02855</td>
<td>0.01885</td>
<td>0.00969</td>
<td>0.00101</td>
<td>14.37</td>
<td>0.07360</td>
</tr>
<tr>
<td>Linear connections</td>
<td>0.4100</td>
<td>0.02572</td>
<td>0.01581</td>
<td>0.00992</td>
<td>0.00015</td>
<td>15.94</td>
<td>0.08526</td>
</tr>
<tr>
<td>Spline connections</td>
<td>0.4101</td>
<td>0.02576</td>
<td>0.01581</td>
<td>0.00995</td>
<td>0.00042</td>
<td>15.92</td>
<td>0.11533</td>
</tr>
</tbody>
</table>

outer wing, which is not true in real values. However presenting the shapes in this way offers the advantage of being able to see that the shapes and twist angles are modified, because scaled back to the aerofoil chord, these changes would be too small to be seen.

The twist angles are however not changed much as can be seen with the spanwise twist distributions of Figure 8.14. These changes are very small compared to the twist redesign exercise of References [172, 260] but the optimiser has the additional freedom of modifying the aerofoil shapes to get where it wants to go so the twist angles might not play such an important role. It is also possible that the twist design variables should be scaled differently to give them more importance if that is what is required.

Despite these small changes, the improvements in $L/D$ are substantial as seen before, at least in Euler mode. What has been presented so far for these two optimisations shows that they are successful: starting from a given Euler grid and flow solution, the optimisations have managed to find much better design points while satisfying the constraints. But is it still the case when transferred to the fine Navier-Stokes grid? This is now the point of view of the aerodynamicist who wants to know if the optimisation has managed to improve his starting geometry. The answer is given in Table 8.8 where the design changes obtained by the Euler optimisations are applied to the fine Navier-Stokes grid of Figure 8.7 that is then used by MERLIN to assess the aircraft performance.
Figure 8.15: Contours of pressure coefficient on the upper surface of the Euler optimised BWB without any constraint on $C_m$. Navier-Stokes calculation on the fine Navier-Stokes grid (to be compared to Figure 8.8).

Table 8.8 shows that the improvements are also substantial in Navier-Stokes mode. The optimisation with linear connections is better this time but the difference with the spline connection optimisation is very small. An improvement of 28 drag counts is achieved i.e. a reduction of 10% of the total drag. Even if the lift to drag ratio is still poor compared to conventional aircraft, this improvement is quite important. Table 8.8 shows that it is obtained by a reduction of the pressure drag, part of it coming from a lower wave drag. Since the wetted area should not be changed very much by the optimisation, there is little hope of reducing the skin friction drag that even slightly increases. It is also reassuring to see that the behaviour observed in Euler mode for the pitching moment is well reflected by the Navier-Stokes checks: both optima have a higher than initial pitching moment but the optimum corresponding to the linear connections has the lowest value.

These good results are confirmed when looking at the pressure distribution for these Navier-Stokes checks shown in Figure 8.15 for the linear connection optimum. The colour bar has the same scale as Figure 8.8 enabling a direct comparison. Clearly the strength of the shock wave has been reduced and it no longer affects the fuselage, being stopped in the middle of the inner wing. As in the inviscid case, its strength is reinforced though at the wing tip.
This is confirmed by the chordwise pressure distributions of Figure 8.16. The optimisation with linear connections manages to eliminate completely the shock wave at the stations $\eta = 0.17$ and $\eta = 0.40$ as in the Euler mode. The other optimisation does not perform as well at 40\% of the span with still a small shock wave. At $\eta = 0.71$ both optimisations have a shock wave but again the one with spline connections is stronger. These two stations show that the optimum with spline connections has a stronger shock wave than the other one, which explains the higher wave drag found in Table 8.8. As seen in Figure 8.15, the shock wave becomes very strong close to the wing tip (station at $\eta = 0.93$) for both optima and is much stronger than on the initial geometry.

The spanwise lift distribution and loading extracted from these Navier-Stokes flow solutions are shown in Figure 8.17. Here again changes are much smaller than for the twist redesign. The changes made however seem to go in the wrong direction since part of the load on the fuselage is shifted to the outer wing while the inverse effect was sought through the twist inverse design. This can explain though why the shock wave is weaker on the fuselage and inner wing while stronger on the outer wing.

The conclusion of these Euler optimisations without any constraint on the pitching moment is that they are relatively efficient and successful. Their main advantage is that the behaviour of the Euler optimised BWBs translates very well on the fine Navier-Stokes grid, making them a very good tool for optimisation at a reduced cost. The improvements gained on the baseline BWB are substantial. However these gains are obtained to the detriment of the pitching moment since they pull the geometries away from a trimmed aircraft. Having in mind the comments made in the previous section, an Euler optimisation with a trimmed aircraft is presented next.

### 8.3.5 Euler optimisation of the BWB with constraint on $C_m$

The variable-fidelity method is still employed for this optimisation in exactly the same way as in the previous section: the Euler mode is used for the low- and high-fidelity models and the same coarse and fine Euler grids (Figure 8.9) are employed. Since the method with spline connections between master sections was satisfactory, it is this one alone that is kept here.

The only difference with the optimisations of the previous section is the optimisation problem solved. It is now problem (8.2) with the constraint on pitching moment. This has an effect on the merit function $\Phi_{hi}$ employed in the variable-fidelity method, that becomes

$$\Phi_{hi} = \frac{C_D}{dC_D} + 10 \frac{(C_L - 0.41)^2}{dC_L} + 10 \frac{C_m^2}{dC_m} + 10 \sum_{i=1}^{15} \frac{(V_i - V_{0i})^2}{dV_{0i}}$$

(8.4)
Figure 8.16: Chordwise $C_p$ distributions for the Euler optimised BWBs without any constraint on $C_m$. Navier-Stokes calculations on the fine Navier-Stokes grid.
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Figure 8.17: Spanwise lift distribution and loading for the Euler optimised BWBs without any constraint on $C_m$. Navier-Stokes calculations on the fine Navier-Stokes grid.

Note that the function $C_m^2$ and its gradient are used directly rather than $C_m$ and its gradient. This should not change anything in the optimisation. The value of the different coefficients is still given by Table 8.6 with the addition of $\left\| \frac{dC_m^2}{d\beta} \right\| = 0.02937$. Note also that the formula for $\Phi_{hi}$ is slightly inconsistent with the constraint on pitching moment shown in problem (8.2): the upper limit of $(0.001)^2$ is used in the low-fidelity optimisation rather than zero, to provide an attainable target that could make the constraint feasible (it is important since FFSQP is the optimiser employed and thus searches for feasible constraints before anything). However what is really desired is not 0.001 but zero for the pitching moment, hence the way $\Phi_{hi}$ is set up should favour designs with a very low pitching moment even if it is relatively far from 0.001. Since this value is almost 2 orders of magnitude smaller than the initial pitching moment, this inconsistency should not however make any difference.

The optimisation is still performed on the 4 processor Alpha machine. The evolution of different parameters during this optimisation is shown in Figure 8.18. The first comment is that the process takes longer than before but this is not surprising since one more adjoint solution is required each time the full gradient is needed, due to the additional constraint on $C_m$. Figure 8.18 shows that the optimisation is successful: the merit function $\Phi_{hi}$ is well reduced; the drag is improved although not in a monotonic way; the constraint on lift is satisfied or almost at the optimum although the optimisation wandered away during the process; and the constraint on pitching moment is very close to being satisfied after starting from an initial point far away in the infeasible domain. It is remarkable that such a low pitching moment can be achieved while improving on drag and maintaining lift considering the poor initial point. A gradient-based method like the one employed here
Figure 8.18: Evolution of different parameters during the Euler variable-fidelity optimisation of the BWB with constraint on $C_m$.
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<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>$L/D$</th>
<th>$C_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.4101</td>
<td>0.02125</td>
<td>19.30</td>
<td>0.08973</td>
</tr>
<tr>
<td>Optimised</td>
<td>0.4088</td>
<td>0.01727</td>
<td>23.67</td>
<td>0.00292</td>
</tr>
<tr>
<td>Optimised at target $C_L$</td>
<td>0.4101</td>
<td>0.01733</td>
<td>23.66</td>
<td>0.00338</td>
</tr>
</tbody>
</table>

Table 8.9: Inviscid aerodynamic coefficients of the Euler optimised BWB with constraint on $C_m$.

The aerodynamic coefficients of the Euler optimum are shown in Table 8.9: an $L/D$ of 23.66 is reached with a very low pitching moment. This compares favourably to the lift to drag ratio of 24.16 obtained by the optimisation without constraint on $C_m$ but that had a pitching moment 40 times higher. This optimisation brings an 18% drag improvement (39 drag counts).

The pressure coefficients on the upper surface of the initial geometry are compared to these of the optimum in Figure 8.19. As previously, the strength of the shock wave is visibly reduced and only affects the region outboard of the mid-inner wing. This is further highlighted by the chordwise pressure distributions of Figure 8.20: the shock wave has been eliminated almost up to the station at $\eta = 0.71$. A careful comparison with the pressure distributions of Figure 8.12 reveals that the constrained aircraft carries...
Figure 8.20: Chordwise $C_p$ distributions for the Euler optimised BWB with constraint on $C_m$. Euler calculations.
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Figure 8.21: Shape modification of some master sections for the Euler optimised BWB with constraint on $C_{mn}$. 
Three-dimensional optimisations

Figure 8.22: Spanwise twist distribution in degrees for the Euler optimised BWB with constraint on $C_m$.

less lift on the rear part of the sections (after 60% chord say) for all the stations except perhaps the one at $\eta = 0.71$. On the fuselage, it even carries negative lift at the rear of the sections (root section and station at $\eta = 0.17$). Furthermore a comparison of Figure 8.19 and Figure 8.11 shows that the shock wave on the constrained optimised BWB is situated further forward on the wing than for the unconstrained BWB. All of this gives an explanation as to how the low pitching moment is achieved: removing some lift on the rear part of the sections reduces the nose down pitching moment around the centre of gravity.

The shape deformations shown in Figure 8.21 also explain how this is achieved: on the fuselage, the twist is decreased and reverse camber seems to be introduced while on the wing ($0.40 \leq \eta \leq 0.71$), the rear part of the sections is thickened by transferring some volume from the lower surface leading edge region to the rear of the aerofoil on the upper surface. This was also done on the unconstrained BWB (Figure 8.13) but the phenomenon is amplified here. The twist changes shown in Figure 8.22 are bigger than previously and are closer in magnitude to the changes introduced by the twist inverse design. The trend is also very clear: as explained above, the twist is decreased on the fuselage (that stops at $\eta = 0.34$ just where the two twist curves cross each other) while it is increased on the wing.

From an optimisation point of view, this Euler optimisation with constraint on $C_m$ proves to be very satisfactory: the introduction of the constraint on pitching moment reduces its magnitude very much as was expected and the good thing is that this does not degrade the very good drag improvement already achieved with an unconstrained problem. Let us consider now the designer point of view to see if these changes are transferable to a Navier-Stokes solution on a fine grid. The answer is yes as Table 8.10 proves: the changes made on the Euler optimised BWB, transferred to the fine Navier-Stokes grid, produce a geometry that is very efficient and has a very low pitching moment that is even slightly nose up now. Like for the BWB without any constraint on $C_m$, the wave drag has been
well reduced while the skin friction drag slightly increases. Overall, the drag is reduced by 26 drag counts i.e. 9%, all of this being achieved while reducing the pitching moment 18 times in magnitude.

The contours of pressure coefficient for this Navier-Stokes solution are shown in Figure 8.23. The most noticeable feature is that a double shock wave is present on the upper surface of the wing compared to a single one on the BWB with constraint on $C_m$. This should explain why the resulting wave drag is higher than for the linear connection optimum. Otherwise compared to the baseline geometry, the extent and strength of the shock wave have been much reduced as previously while the strong shock wave on the winglet is still there.

The corresponding chordwise pressure distributions are given in Figure 8.24. The negative lift carried at the rear of the fuselage sections in inviscid mode is found in viscous turbulent mode as well, as the root section and the station at $\eta = 0.17$ show. The shock wave is eliminated on the fuselage as well as further outboard (station at $\eta = 0.40$). The double shock wave is clearly visible at 71% of the span and extends up to 93% of the span.

The resulting spanwise lift distribution and loading are plotted in Figure 8.25. A fair amount of lift is lost at the wing tip probably due to the stronger shock wave (compare the station at $\eta = 0.98$ in Figures 8.24 and 8.16) at the tip that interacts with the winglet shock. Otherwise some lift is redistributed on the fuselage itself: it is removed from the centre part and shifted to the outboard of the fuselage.

The conclusion of this section is that this Euler optimisation of the BWB with constraint on pitching moment is successful since it achieves its aim of greatly reducing the pitching moment while reducing the drag at constant lift. The good thing is that once again the behaviour observed in Euler mode is very well reflected in Navier-Stokes mode on a fine grid. This has two consequences: first our belief that the Euler optimisation is a very efficient tool to perform optimisation that would be more costly on a higher-fidelity model is reinforced; secondly, the BWB geometry obtained is quite good and it will be difficult to find a much better one by starting from the same baseline and using a similar optimisation methodology. This is however what is tested in the next section: since substantial improvements have been achieved only by using a medium-fidelity physical model for these optimisations, it might be possible that by using a high-fidelity model i.e.

<table>
<thead>
<tr>
<th></th>
<th>$C_L$</th>
<th>$C_{D_{total}}$</th>
<th>$C_{D_{press}}$</th>
<th>$C_{D_{frie}}$</th>
<th>$C_{D_{wave}}$</th>
<th>$L/D$</th>
<th>$C_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial reference</td>
<td>0.4101</td>
<td>0.02855</td>
<td>0.01885</td>
<td>0.00969</td>
<td>0.00101</td>
<td>14.37</td>
<td>0.07360</td>
</tr>
<tr>
<td>Euler optimised</td>
<td>0.4100</td>
<td>0.02595</td>
<td>0.01592</td>
<td>0.01003</td>
<td>0.00023</td>
<td>15.80</td>
<td>-0.00401</td>
</tr>
</tbody>
</table>
Figure 8.23: Contours of pressure coefficient on the upper surface of the Euler optimised BWB with constraint on $C_m$. Navier-Stokes calculation on the fine Navier-Stokes grid (to be compared to Figure 8.8).
Figure 8.24: Chordwise $C_p$ distributions for the Euler optimised BWB with constraint on $C_m$. Navier-Stokes calculations on the fine Navier-Stokes grid.
the turbulent Navier-Stokes equations, even greater performance could be attained. That is why Navier-Stokes optimisations of the BWB with and without constraint on the pitching moment have been carried out as is described next.

### 8.3.6 Navier-Stokes optimisations of the BWB on a coarse grid

Two optimisations of the BWB starting from the baseline geometry were carried out by using the Navier-Stokes equations on a coarse grid. These optimisations are with and without constraint on pitching moment to be able to compare them to the same optimisations performed in Euler mode and described in the previous two sections.

The variable-fidelity method is still employed: the low-fidelity model solves the Euler equation on the same coarse Euler grid shown in Figure 8.9(a); the high-fidelity model solves the Navier-Stokes equations on a coarse Navier-Stokes grid shown in Figure 8.26. This grid has the same number of points as the fine Euler grid employed previously (Figure 8.9(b)) i.e. $81 \times 33 \times 39$ points divided into 16 blocks, but the grid is much more clustered towards the surface of the wing. The grid stretching, at least for the first point away from the surface, is the same as for the fine Navier-Stokes grid of Figure 8.7 to provide an adequate grid for the Navier-Stokes equations. The surface grid on the BWB is the same as for the fine Euler grid and Figure 8.26 illustrates the master sections that correspond to the grid sections of the coarse Euler grid, in exactly the same way as previously. The parameterisation is also unchanged and uses the same 256 design variables.

The optimisation problem solved is still problem (8.2) and the merit function $\Phi_{hi}$ is
Figure 8.26: The coarse Navier-Stokes grid used by the high-fidelity model. The red sections are the master sections.

<table>
<thead>
<tr>
<th>$\frac{dC_D}{d\beta^0}$</th>
<th>$\frac{dC_L}{d\beta^0}$</th>
<th>$\frac{dC_m^2}{d\beta^0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.006460</td>
<td>0.07816</td>
<td>0.01369</td>
</tr>
</tbody>
</table>

Table 8.11: Value of the coefficients used in the evaluation of $\Phi_{hi}$ for the Navier-Stokes optimisations of the BWB.
either given by Equation (8.3) or Equation (8.4) depending on the presence or not of the constraint on pitching moment. The different values for the volumes and their gradient are unchanged and given in Table 8.6 while the norms of the gradient for the aerodynamic functions are given in Table 8.11.

The stopping criteria for the flow and adjoint solutions were slightly modified: for the low-fidelity model, everything is as before but the maximum number of iterations was reduced to 2500 for the high-fidelity Navier-Stokes flow solutions. This is because the flow solution never converged to $10^{-5}$ on this coarse Navier-Stokes grid and stalled after a reduction of three orders of magnitude of the total residual. This means that the flow calculation is always performed during the optimisation until the maximum number of iterations is reached even with the restart capability employed. Since the design changes are not too important around 1500 implicit iterations should be sufficient to get a non-changing flow solution. To be conservative, the maximum is set to 2500 iterations but this is already half of the 5000 iterations used for the Euler optimisations and thus should save a lot of computing time. These two optimisations were carried out on one node of 16 processors of the IBM SP parallel supercomputer. Since the time limit of the jobs run on this machine is of 12 wall-clock hours, the optimisations had to be restarted several times, which is not too much of a problem with the variable-fidelity method because each high-fidelity cycle could be done in isolation.

The evolution of the aerodynamic coefficients during the optimisation is plotted in Figure 8.27 for both optimisations with and without constraint on pitching moment. Since the magnitude of the merit function $\Phi_{hi}$ is greatly changed with the introduction or not of this constraint, it is represented in Figure 8.27(a) as a ratio of its evolving value over its initial value to be able to plot the two merit functions in a single graph. This graph shows that the optimisation is struggling to find a better design point especially in the unconstrained case. Nonetheless it manages to reduce the drag by a fair amount in this latter case. As expected it is less successful for the pitching moment constrained problem. The constraint on lift is well satisfied for the optimisation without constraint on $C_m$ but it is more chaotic for the other optimisation. It is not surprising however that the minimum of $\Phi_{hi}$ is reached when the target lift is matched. The constraint on the pitching moment manages to reduce it but the optimal design is still far from the target imposed. This is the first obvious difference with the equivalent Euler optimisation that almost reached the feasibility boundary.

The aerodynamic performance of the optima is summarised in Table 8.12. The striking point is the very high drag for the three configurations that was already present in the graph 8.27(b) but that is emphasised here by the very low $L/D$ ratios. It is not too surprising when remembering the two-dimensional optimisations on coarse grids of Section 7.2.3.2 that presented the same problem. The breakdown of drag into pressure drag and skin friction drag proves that both components are equally affected with values around 50% higher than what they should be. This shows that the grid quality is a major
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Figure 8.27: Evolution of different parameters during the Navier-Stokes variable-fidelity optimisations of the BWB on a coarse grid with and without constraint on $C_m$.

Table 8.12: Aerodynamic coefficients obtained on the coarse grid for the Navier-Stokes optimised BWBs.
factor in the solution accuracy and that totally wrong results can easily be obtained if no grid sensitivity study is performed. In the present case as for the two-dimensional optimisations, it is not very important since the aim is only to investigate the optimisation process, the final design point being then checked on a fine grid to assess its performance. Table 8.12 shows that the optimisations manage to reduce drag but the improvements are not as big as for the Euler optimisations: 7% for the optimisation without constraint on $C_{m}$ and 5% for the other one. As mentioned above the pitching moment is not reduced as much as desired either.

The contours of pressure coefficient calculated on the coarse Navier-Stokes grid are shown in Figure 8.28. The optimised shape in this Figure corresponds to the optimisation without constraint on pitching moment. Surprisingly, despite what has just been said on the drag values, the pressure contours on this coarse grid for the baseline geometry are very close to what is obtained on the fine grid (Figure 8.8): the shock wave is strong and has the same extent, it even stops before the tip region like on the fine grid to leave some space for the strong suction at the rear of the wing tip due to the interaction with the winglet shock. The shock wave on the wing is smeared though but this is due to the coarsening of the surface grid. Even if the reduction in drag after optimisation is not as important as expected, the shock wave has been visibly weakened and its extent reduced.

Figure 8.29 shows the chordwise pressure distributions obtained on the coarse grid for

Figure 8.28: Comparison of the contours of pressure coefficient on the upper surface of the initial BWB and of the Navier-Stokes optimised BWB without any constraint on $C_{m}$. Coarse grid Navier-Stokes calculations.
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Figure 8.29: Chordwise $C_p$ distributions obtained on the coarse grid for the Navier-Stokes optimised BWBs.
The fine grid Navier-Stokes checks are nevertheless carried out on the optimal geometries, the resulting aerodynamic coefficients being given in Table 8.13. The good point is that some improvement has been made in the right direction with a decrease of 7\% of the drag for the unconstrained optimum and 5\% for the constrained one (the same reduction as on the coarse grid). This decrease is partly due to the weakening of the shock wave since the wave drag has been well reduced. These improvements are not as good as what was obtained with the Euler optimisations and has a consequence, the lift to drag ratios are relatively low. The reduction of the pitching moment by the introduction of the constraint on $C_m$ is also going in the right direction but is nothing compared to what the Euler optimisation achieved. The only comforting comment is that these fine grid checks confirm once again the behaviour observed on a lower-fidelity model that is obtained in this case by coarsening the grid.
Figure 8.30: Shape modification of some master sections for the Navier-Stokes optimised BWBs.
The pressure contours of the optimised BWB without any constraint on pitching moment, calculated on the fine grid, are presented in Figure 8.31. Compared to the baseline picture of Figure 8.8, the strength of the shock wave has been reduced. Its extent has been reduced as well but not as much as the Euler optimisations did because the inner wing is still very much affected. A second shock wave is also forming just behind the main shock on the outer wing, looking like the double shock present on the Euler optimised BWB with constraint on $C_m$. The wing tip flow field does not seem to be affected by the design changes.

All of this is confirmed by the chordwise pressure distributions extracted from the fine grid solutions for these Navier-Stokes optimised geometries. These are plotted in Figure 8.32. For all the stations up to $\eta = 0.93$, it is clear that the optimisation has weakened the shock wave but this latter is still very much present where the Euler optimisation managed to completely eliminate it (stations at $\eta = 0.17$ and $\eta = 0.40$). The station at 70% of the span shows the double shock wave noticed on the contour plot but it is only present on the unconstrained BWB. Finally the last section at the tip shows that not very much is happening there as noticed above also.
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Figure 8.32: Chordwise $C_p$ distributions for the Navier-Stokes optimised BWBs. Navier-Stokes calculations on the fine Navier-Stokes grid.
Since these Navier-Stokes optimisations did not improve on the baseline geometry as much as the Euler optimisations, there is no need to detail any further the aerodynamics of the optimised shapes. If any optimised geometry has to be picked up for further work, it will be one resulting from the Euler optimisations. This unfortunately sums up well this section on the Navier-Stokes optimisations of the BWB: they manage to improve the geometry but not as much as desired or expected.

This terminates this long part dedicated to the optimisation of a BWB. Overall the outcome is positive since the variable-fidelity method applied in Euler mode worked well: the decrease in drag was substantial, the constraint on lift well satisfied and the addition of a constraint on pitching moment for one of the optimisations was successful. The Euler optima when checked with the Navier-Stokes equations on a fine grid to be compared to the baseline geometry proved to be valuable geometries, reducing the total drag by 9% in the case of a trimmed aircraft. This demonstrated that the Euler optimisations are both relatively fast and a very good tool to perform aerodynamic optimisation on industry-type problems. The introduction of a higher-fidelity model with the Navier-Stokes optimisations on a coarse grid was however not so successful: they reduced the drag but not as much as expected and the constraint on pitching moment, when added, was not well satisfied. However these Euler and Navier-Stokes optimisations confirmed the findings made in the previous chapter i.e. that low-fidelity optimisations can improve substantially the performance of a design even when measured with a high-fidelity model, all of this being achieved at a reduced cost compared to a high-fidelity optimisation.

The other aspect that this part considered was the BWB itself. Here the outcome is not very satisfactory. The first theoretical advantage of the BWB is that of aerodynamic efficiency. Starting from an aerodynamically poor baseline geometry, we expected the optimisation to greatly improve on it and provide a much more efficient aircraft. The optimisation carried out its share of the work but did not do any miracle and the optimised geometry is still not very satisfactory. We will come back to this problem in the next section. To end this chapter, a section of discussion is indeed added that looks at the two aspects of this thesis i.e. the optimisation methodology with adjoint solver developed and the application of this methodology to the BWB.

8.4 Discussion

The aim of this section is to take a step back and reconsider with a global vision all the results presented in the last two chapters. Its goal is also to explain where the difficulties were encountered and why certain choices were made. This is to help people who would be tempted to develop a similar method, to understand our approach and possibly to avoid some of our mistakes by choosing other paths. This will thus introduce some ideas that will be described as future work in the next chapter of conclusions. As mentioned above,
this section deals with the two aspects of this work: the optimisation method itself and the BWB.

First of all let us come back to the choice of the variable-fidelity method to perform the three-dimensional optimisations. Chapter 7 showed that the variable-fidelity method was faster than a direct SQP method on the two-dimensional test case used. This is one of the reason why it was chosen for the optimisations in the current chapter. However the SQP method was also tested on the BWB problem but did not work and thus has not been reported. The main problem encountered was robustness. The optimiser is fed with information in the form of the objective function, the constraints and their gradients. As soon as one of these informations was slightly inconsistent, the SQP method failed, often after wandering a bit trying to understand what was happening. Two main problems were the source of inconsistency: a divergence of the adjoint solver and some noise in the objective function. We will come back later to the problem of divergence of the adjoint solver. The numerical noise is mainly found for three-dimensional turbulent problems where as already explained in this thesis, the flow solution fails to converge properly and stalls generally after about 3 orders of convergence. Unfortunately the design changes during optimisation are often so small that when restarting the flow solution to assess a new design point, the flow solver is already in that region of stalled residual. Hence the aerodynamic coefficients it outputs might not be very accurate and might not reflect the design changes since the flow solution seems to have hardly evolved.

These problems come from the choice of the optimisation methodology that requires accurate information. From the two approaches identified by Giles,\cite{58,264} we chose the second one i.e. a quasi-Newton method that approximates the Hessian of the problem but thus needs accurate hence costly information. This approach is not robust to noise. Maybe a better choice would have been to try the other approach based on a steepest descent method that requires a lot of steps but for all these steps, the information does not need to be very accurate and hence can be obtained at a reduced cost. This is the approach followed by Jameson and his colleagues with their continuous adjoint solver. Their method although based on the steepest descent, relies heavily on the smoothing of the gradient that they perform to improve the conditioning of the optimisation process and that greatly accelerates the optimisation convergence.\cite{265}

This leads to the other problem encountered with an SQP method i.e. computational time. The variable-fidelity method brings some improvement on this matter but it still requires costly evaluations of the high-fidelity objective function and constraints and of their gradients. The alternative methods presented in Section 7.3 seem to be very cheap although their reported performance only relate to two-dimensional problems and to the knowledge of the author, have not been demonstrated for three-dimensional optimisations. The steepest descent-like method of Jameson has and due to the fact that it easily accommodates partially converged flow and adjoint solutions, it is fast, three-dimensional optimisations being performed in a few hours.\cite{6} A better use of parallel computing by increasing
the present efficiency on a 16-processor machine should also greatly improve the problem.

Finally another problem encountered with an SQP method is the generation of non-physical designs during optimisation. Putting geometrical constraints does not solve the problem entirely nor does using a feasible method to satisfy these constraints at each optimisation cycles. Indeed what happens is that inside one cycle, as soon as the optimiser knows the gradients, it is looking at points far away from where it is. Of course the evaluation of the constraints or of the objective function at these points, shows the optimiser that they do not bring any improvement and thus it reduces the length of the step it is taking in that direction. These evaluations have nevertheless to be performed in the first place and that is where problems occur. Even if the evaluations are carried out correctly at these points, it is a waste of time since the optimiser almost always reduces its step size to consider much closer points. This problem is partly alleviated in the variable-fidelity method by the use of the trust-region approach that forces the optimiser to look in a region close to the point where it is. In the low-fidelity optimisation since an SQP optimiser is still employed, the problem can reappear though, but generally the low-fidelity model is robust enough to cope and is fast enough to be able to afford these often unnecessary evaluations.

The introduction of the variable-fidelity method improved very much on all the problems encountered when using a direct high-fidelity SQP optimisation. Its first advantage is of course computational time that is reduced by the use of the low-fidelity model. But the low-fidelity model also brings robustness and is less noisy since in our case the Euler flow and adjoint solutions always converge well. As just explained, the use of the trust-region also contributes to the robustness and efficiency of the method.

Let us come back to the problem of the divergence of the adjoint solver mentioned above. What happens is that the adjoint solver sometimes diverges for no-apparent reasons since it works fine on very similar geometries. The problem is comparable to what happens when the CFL number of the flow solver is too large and provokes a divergence of the residual. Usually reducing the CFL number solves the problem for the flow solver. With the problem of divergence of the adjoint solver, this does not help at all. To partially fix this problem and still output a gradient in order to let the optimisation go on, the following was done in the adjoint solver: when the total residual reaches 100, which is clearly a sign of divergence, the calculation is restarted from the beginning and only 10 iterations are performed before calculating and outputting the gradient. Since the adjoint calculation is started from a previous solution, this normally ensures that the adjoint residual is low when outputing the gradient, which should be more or less a measure of its accuracy. However since only 10 iterations are performed from the previous solution, the gradient may be very close to what it was before and thus the optimisation will suffer. This problem was encountered only with the Navier-Stokes adjoint but both in two and three dimensions. In two dimensions, this was unfrequent and did not cause major problems. It did in three dimensions and is the main reason why Navier-Stokes optimisations of the BWB on a fine grid are not included in this thesis: they were attempted but did not prove successful,
essentially it is thought because this problem occurred. It also affected the coarse grid
Navier-Stokes optimisations that have been presented and might explain why they did
not work very well. Fortunately this did not affect the Navier-Stokes optimisation of the
ONERA M6 wing that was successful. At the time of writing, we have been made aware
of recent work\cite{266} attributing such non-convergence of the adjoint solver to the presence
of complex conjugate pairs of eigenvalues of the adjoint lying outside the unit circle.
These correspond to small amplitude limit cycles in the behaviour of the nonlinear solver,
but cause blow-up of the linearised adjoint solver. These authors showed that a physi-
cally relevant adjoint can be obtained by using GMRES to stabilise the adjoint calculation.

It is indeed necessary to say that the optimisation methodology developed in this work,
although not perfect, makes it possible to perform some valuable optimisations. The first
example of this is the Euler optimisations of the BWB that worked very well, especially
the one with constraint on pitching moment, and proved that this tool can be used in
an industrial context to improve the design of an aircraft. However they are only Euler
optimisations and a lot of time and effort would have been wasted in developing a
Navier-Stokes adjoint solver if they were the only positive results. The Navier-Stokes
optimisation of the ONERA M6 wing proves though that this was not a waste of time
since it fully employed the capabilities of the method (fully turbulent adjoint and flow
solvers, variable-fidelity method, parallelisation of the computations, multiblock grid)
and proved successful. The fact that the M6 wing geometry and especially grid are
simple might explain why the method worked very well there and not so well on the
BWB geometry that has a more complicated grid mainly due to the presence of the winglet.

Let us now discuss the optimisations of the BWB. As already mentioned, they manage
to improve substantially the baseline geometry but a lot still remains to be done. These
optimisations only did what they were realistically able to do considering their possibili-
ties: only the shape of the sections on the fuselage and the wing were allowed to change
and yet within the constraint of keeping their internal volume and more importantly
the aircraft planform. The implication of this is obvious with what is happening on the
winglet: the strong shock wave present on the interior surface of the winglet on the
baseline geometry (see Figure 8.8) is still as strong on the optimised geometries (see
Figure 8.23 for example). This is not surprising since nothing was meant to correct this
in the optimisation. As already explained, modifying the winglet implies finding an
automatic way of deforming or regenerating the connection between the wing and the
winglet, which is not a trivial task and the reason why this is not attempted in this work.
The wave drag generated by the winglet shock wave is estimated to be of only 6 drag
counts\cite{260} so its elimination will not solve all the problems of aerodynamic efficiency
but it does contribute to bad performance: it not only affects the flow on the winglet
itself but also interacts with the flow on the wing where some efficiency is certainly lost.
Improving the winglet is definitely a requirement to get a better aircraft.

The main requirement though would be to optimise the BWB planform as well as volume
distribution. It is indeed expected that aerodynamic performance could be restored with such changes. However for such aircraft this no longer involves only the discipline of aerodynamics but all the disciplines involved in the design (flight mechanics and structural analysis) and truly becomes a multidisciplinary problem. Indeed the changes carried out in this thesis i.e. modifying the aerofoil profiles and twist should not greatly affect the structural part of the aircraft and its flight mechanics, at least to a first approximation, so this can be done in isolation as a pure aerodynamic optimisation. When changing the planform however, all the disciplines are affected and performing an aerodynamic shape optimisation would be meaningless without the consideration of other disciplines because the resulting shape may not be flyable. However it is felt that a great potential exists in optimising the planform and conversely, that not doing so limits very much the possible improvements.

One of the lessons learnt during this work is that you need to put stringent constraints on the optimisation problem otherwise the optimiser exploits all of the weaknesses in your defence and goes where you do not want it to go. It might not be obvious looking at the results presented in this work but this is the reason for introducing the constraints on internal volumes, the bounds on admissible shape displacements and the constraint on pitching moment for the BWB. The latter is a good example since when you are not constraining it, the optimiser minimises drag at constant lift as you want but also increases pitching moment, which you do not want. By constraining the problem, not much freedom is left to the optimiser to find its path and it is highly possible that the optimum it finds is not the true optimum in the design space available to the designer. Hence a unique optimisation is not enough and several have to be performed sequentially to improve the geometry step by step possibly by releasing some degrees of freedom and constraining others or by changing the objective function. Why not indeed optimise for minimum pitching moment at constant lift and drag and then come back to a drag minimisation problem? A good example of such a design methodology is given in Reference [9] where a high-speed civil transport aircraft is optimised by means of dozens of successive optimisations with a lot of intervention from the designer who does not just press a button and wait for the optimiser to do all the job. Such a methodology applied to the BWB would certainly find some improvements even if only as a pure aerodynamic optimisation.

Finally the optimisations of the BWB performed in this work are only single-point optimisations, which means that the optimisation only considers one flow condition. It is well-known that such approach is dangerous because the optimiser will improve very much the geometry at the flow conditions it is optimising for but the performance of the aircraft at off-design conditions is likely to get worse. This is the same problem as the one mentioned in the previous paragraph of not allowing too much freedom to the optimiser. A better approach is to use multipoint optimisation\cite{1,9,99,139,164} where several design conditions are considered at the same time, a composite objective function taking information from all the design points being minimised. Such an approach would not be too difficult to introduce in the present methodology but it becomes very computationally...
intensive since the flow and adjoint equations have to be solved at all the design conditions for each design point. It is however the only approach that ensures the optimised aircraft is globally better and not just at one design condition. Ideally a multipoint optimisation of the BWB should thus be performed.

This terminates this section of discussion about the optimisation methodology and the problems encountered when developing it. It also discussed the optimisation of the BWB that is the second important contribution of this work. The main lesson is that time was an issue in this study because otherwise a lot of directions would need to be investigated to improve both the optimisation methodology and the design of the BWB. However within the timeframe, meaningful progress was achieved: concerning the optimisation chain, the key achievement is undeniably the successful Navier-Stokes optimisation of the ONERA M6 wing that employed the full capability of the method; regarding the BWB, the Euler optimisations managed to improve the geometry, certainly as realistically as possible having in mind the limitations mentioned above.

This is also the end of this long chapter. It first presented the parallelisation of the flow and adjoint solvers performed by using OpenMP. It then described the three-dimensional Navier-Stokes optimisation of the ONERA M6 wing. This was followed by an intensive part dedicated to the Euler and Navier-Stokes optimisations of the BWB. The present section of discussion ended this chapter. It is now time to end this thesis by presenting its conclusions and by giving some advice for future work.
Chapter 9

Conclusions

9.1 Summary of achievements and findings

The first part of this thesis was dedicated to the description of the optimisation chain developed in this work. The major task was the development of the discrete adjoint solver to calculate efficiently the gradients used by the optimiser. This was successfully completed by verification through careful comparison between sensitivity derivatives calculated by the adjoint solver and those calculated by a finite-difference method. Optimisations on a two-dimensional problem proved that the chain was working but also that it was quite computationally demanding and that it was difficult to reduce easily this computing cost. This resulted in the adoption, for the rest of the thesis, of the variable-fidelity method of optimisation that combines a low-fidelity model with a high-fidelity model to accelerate the optimisation and which reduces overall computing time. This was found to be better than doing a direct high-fidelity optimisation with a traditional optimiser. To further reduce the computational cost, both the flow and adjoint solvers had to be parallelised using OpenMP.

With these improvements, three-dimensional Navier-Stokes optimisations were possible. The example that best illustrates the capabilities of the optimisation procedure developed, is the Navier-Stokes optimisation of the ONERA M6 wing. This optimisation was successful with a 15% drag improvement at constant lift. This showed that the first objective of this thesis, i.e. to develop an aerodynamic optimisation method based on a discrete adjoint solver for three-dimensional Navier-Stokes flows was achieved successfully.

The other objective of this work was to apply this capability to the optimisation of a Blended Wing-Body aircraft and this was done in the remaining of the thesis. Euler optimisations of a BWB geometry were performed using the variable-fidelity method. Substantial improvements were achieved in the Euler mode that were confirmed by Navier-Stokes calculations on a fine grid: an optimisation found a 9% drag improvement while lift was maintained and the aircraft was forced to be trimmed, which was not the case for the starting geometry. Navier-Stokes optimisations on the same geometry were less suc-
cessful though and did not improve the aircraft performance as much as the Euler optimisations. Even if some improvement was made on the starting BWB geometry, the main conclusion of these optimisations is that they did not manage to find an aerodynamically efficient shape that is the theoretical basis of the BWB concept. However limitations in the way the optimisation chain has been applied as explained in the last section of discussions of the previous chapter, might explain why limited results are obtained. This leads us to give some recommendations for future work as is described next.

**9.2 Future work**

Having started from a CFD code, the work described in this thesis managed to develop an optimisation method that proved to be successful on some problems but it is clearly far from perfect and lacks some generality. Some indications on how to make it a better tool are given here. Let us come back to Figure 1.1 and try to see what can be done for each component of the optimisation chain.

On the optimiser side, the main task would be to test different optimisation methodologies. This should involve testing a steepest descent-like method similar to what Jameson and his colleagues are using to see if this is more efficient. Developments of the variable-fidelity method should also be attempted following the example of Marduel. On the aerodynamic side, it could also be interesting to compare the present method where the angle of incidence is a design variable governed by the optimiser and lift is a separate constraint with a more traditional methodology where the constraint on lift is an internal constraint that is satisfied in the flow evaluation and does not appear in the optimisation problem. Which is the best? Extending the method to multipoint optimisation is certainly necessary for realistic usage.

The shape parameterisation and the grid deformation algorithm employed in this work performed well although with limitations. The winglet of the BWB could not be easily optimised for example. This is definitely a point of necessary improvement. Others could include the extension of the parameterisation to other methods and a truly multiblock grid deformation capability in order not to limit the possible grid topologies. The possibility of parameterising a fuselage in addition to a wing would be a valuable contribution.

The flow solver was relatively mature when starting this work so not much may be improved. However the parallelisation of the code using MPI would be useful to be able to use it in parallel on any platform. Developing a capability of performing flow solutions at constant lift coefficient rather than constant angle of incidence would also be necessary if an optimisation method that considers the constraint on lift as an internal constraint, was adopted. Deciding on the convergence of the flow solution based on the convergence of its corresponding aerodynamic coefficients instead of the convergence of the residual would also be a useful addition because the aerodynamic coefficients are the
flow solution outputs that are important to the optimisation. This could also bring some large computational savings since the flow solver would do just the necessary amount of iterations.

The main task concerning the adjoint solver is to investigate the problem of divergence described in Section 8.4. This is thought to be the main cause for the optimisation failures encountered in this work and that limited its extent. Solving this should make the method more robust and applicable to a wider range of problems. Like for the flow solver, the parallelisation of the adjoint code with MPI would be useful to broaden the type of platforms on which the optimisation chain can be run. Controlling the convergence of the adjoint solver by looking at the evolution of the gradient it calculates (the only quantity that matters for the optimisation), could also save some computing time. Finally implementing in the adjoint solver the two-equation turbulence models that already exist in the flow solver, would extend the applicability of the method to other types of flows. This would also eliminate the grid topology requirements imposed by the Baldwin-Lomax model although the cost of optimisation would be greatly increased in three-dimensions.

If some of the points mentioned above were performed, a more valuable optimisation of the BWB could be attempted. This would include optimising the winglet as a first task and then performing multipoint optimisations as already explained in Section 8.4. Also as mentioned in that section, modifying the planform of the BWB would be useful if some coupling with structural analysis and flight mechanics, even with simplified models of these, was developed in order to generate a flyable aircraft. This coupling would also be interesting for the current optimisations or at least an a posteriori check to see what impact the aerodynamic optimisation has on other disciplines.

9.3 Perspectives

The author believes that the two subjects of this thesis, i.e. aerodynamic optimisation and the Blended Wing-Body, are each promised a great future on their own. First the BWB: according to the Boeing study,[244] this is the aircraft of the future due to the reduction in fuel burned it brings over conventional designs. Only public acceptance and economic/political reasons will decide if such an aircraft ever flies. Aerodynamic optimisation is not limited by these factors and is highly likely to develop even more than it is today. The recent work by Martins, Reuther and Alonso[57,267] pushes a new frontier: they are coupling a high-fidelity flow solver to a high-fidelity structural analysis code to perform the high-fidelity multidisciplinary optimisation of a flexible wing using an adjoint solver. Likewise, Nadarajah and Jameson[268] have recently opened a new field by developing an adjoint-based shape optimisation method for unsteady flows. This is going one step further than the harmonic adjoint of References [10,11] and is promised a great future for helicopter aerodynamics and turbomachinery. Finally looking further
ahead, when considering the future concept envisioned by NASA of a morphing wing aircraft\cite{269} that constantly modifies the shape of its wing according to what it wants to do, it is not impossible to think that one day, real-time aerodynamic shape optimisation will exist as an onboard system.
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Appendix A

Linearisation of the boundary conditions

Let us denote $\mathbf{P} = (\rho \ u \ v \ w \ p)^t$ the vector of primitive variables and $\tilde{\mathbf{P}} = (\rho \ U \ \nabla \ \tilde{U} \ p)^t$ the same vector but this time with the velocity calculated in the body fitted transformed coordinates. For all the boundary conditions detailed in Section 5.6.3, this appendix gives the matrix $\frac{\partial \mathbf{P}_1}{\partial \mathbf{P}_2}$ used in MERLIN and the additional matrices $\frac{\partial \mathbf{P}_0}{\partial \mathbf{P}_2}$ and $\frac{\partial \mathbf{P}_0}{\partial \mathbf{P}_3}$ used in the adjoint solver.

A.1 Calculation of $\frac{\partial \mathbf{P}_1}{\partial \mathbf{P}_2}$

A.1.1 Inviscid wall boundary condition

From equation (5.20) it is easy to calculate:

$$\frac{\partial \mathbf{P}_1}{\partial \mathbf{P}_2} = \frac{\partial \mathbf{P}_1}{\partial \mathbf{P}_1} \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \frac{\delta \mathbf{P}_2}{\partial \mathbf{P}_2}$$  \hspace{1cm} (A.1)
A. Linearisation of the boundary conditions

A.1.2 Viscous wall boundary condition

The linearisation of equation (5.21) gives

\[ \frac{\partial P_1}{\partial P_2} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \]

A.1.3 Symmetry boundary condition

Since mathematically the symmetry boundary condition is identical to the inviscid wall boundary condition, the linearisation of this former is the same as equation (A.1).

A.1.4 Supersonic inflow boundary condition

In the case of supersonic inflow boundary, the flow value in the halo cells does not depend on what happens inside the domain hence

\[ \frac{\partial P_1}{\partial P_2} = 0 \] (A.2)

A.1.5 Supersonic outflow boundary condition

In subsection 5.6.3.5, it was explained that in the case of a supersonic outflow boundary, the flow value in cell 2 inside the domain is directly copied to the first halo cell 1 hence

\[ \frac{\partial P_1}{\partial P_2} = I \] (A.3)

where I is the identity matrix.

A.1.6 Farfield boundary condition

Since the farfield boundary condition is the most complicated boundary condition presented in section 5.6.3, its linearisation is not as simple as for the other boundary conditions. However a careful application of the chain rule of differentiation, with the same
A.2 Calculation of $\frac{\partial P_0}{\partial P_2}$

notation as in subsection 5.6.3.6, gives for a subsonic boundary:

$$\frac{\partial P_1}{\partial P_2} = \frac{\partial P_1}{\partial P_1}$$

$$\begin{bmatrix}
-\frac{\rho_s a_2}{2(\gamma - 1)\rho_p^2} + flag \cdot \frac{\gamma \rho_s a_2}{(\gamma - 1)s_i \rho_p} & -\frac{\rho_s}{2a_2} & 0 & 0 \\
\frac{a_2}{2(\gamma - 1)\rho_p} & \frac{\rho_s a_2}{2} & 0 & 0 \\
0 & 0 & flag & 0 \\
-\frac{\rho_s a_2}{2(\gamma - 1)\rho_p} + flag \cdot \frac{\gamma \rho_s a_2}{(\gamma - 1)s_i \rho_p} & -\frac{\rho_s a_2}{2} & 0 & 0 \\
\frac{\rho_s a_2}{2(\gamma - 1)\rho_p} - flag \cdot \frac{\gamma \rho_s a_2}{(\gamma - 1)s_i \rho_p} & \frac{\rho_s a_2}{2} & 0 & 0 \\
0 & 0 & flag & 0 \\
\frac{\rho_s a_2}{2(\gamma - 1)\rho_p} - flag \cdot \frac{\gamma \rho_s a_2}{(\gamma - 1)s_i \rho_p} & \frac{\rho_s a_2}{2} & 0 & 0 \\
\end{bmatrix}$$

where $flag = \begin{cases} 1 & \text{for outflow boundary} \\ 0 & \text{for inflow boundary} \end{cases}$.

For a supersonic boundary, either equation (A.2) or (A.3) is used.

A.1.7 Interface boundary condition

In the case of an interface boundary, the flow value in the halo cell of one block does not depend on what happens inside this same block hence the linearisation (A.2) has to be employed. This is only used in MERLIN, in the adjoint solver a more accurate treatment of this boundary condition is employed.

A.2 Calculation of $\frac{\partial P_0}{\partial P_2}$

According to the details given in section 5.6.3

$$\frac{\partial P_0}{\partial P_2} = 0$$

for the following boundary conditions:

- Inviscid wall boundary condition
- Viscous wall boundary condition
- Symmetry boundary condition
A.3 Calculation of $\frac{\partial P_0}{\partial P_3}$

For an inviscid wall boundary condition and a symmetry boundary condition, the linearisation of equation (5.20) gives

$$\frac{\partial P_0}{\partial P_3} = \frac{\partial P_0}{\partial P_0} \cdot \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \cdot \frac{\partial P_3}{\partial P_3}$$

For a viscous wall boundary conditions, equation (5.21) simply gives

$$\frac{\partial P_0}{\partial P_3} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

According to the details given in section 5.6.3

$$\frac{\partial P_0}{\partial P_3} = 0$$

for the following boundary conditions:

- Supersonic inflow boundary condition
- Supersonic outflow boundary condition
- Farfield boundary condition