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Abstract

The Richtmyer-Meshkov instability appears when the mixing between two fluids is trig-
gered by the passage of a shock wave. It occurs in a range of different applications,
such as astrophysics, inertial confinement fusion and supersonic combustion. Due to
the extreme complexity of this phenomenon to be reproduced in a controlled environ-
ment, its study heavily relies on numerical methods. The presence of a shock wave
as a triggering factor requires the use of compressible solvers, but once the shock has
started the mixing process, the flow field freely decays and becomes incompressible.
The dynamics of this instability is still to be fully understood, especially its long-time
behaviour. One of the hypothesis is that the mixing layer achieves a self-similar devel-
opment at some point during its evolution. However, the low-Mach flow at late-times
does not always allow to push compressible simulations so far in time and when it is
possible, they become extremely demanding from a computational point of view. In
fact, it is known that standard compressible methods fail when the Mach number of
the numerical field is low and moreover they lose time-marching efficiency.
In this thesis, a new approach to the study of the very late-stage of the instability
through the use of ILES is presented. The technique consists in starting the simula-
tion by using the compressible model and to initialise the incompressible solver when
the compressibility of the numerical field becomes sufficiently low. This allows to by-
pass the issues previously mentioned and study the very late-stage of the instability
at reasonable computational costs. For this purpose, a new incompressible solver that
employs high-resolution methods and which is based on the pressure-projection tech-
nique is developed. A number of different Riemann-solvers and reconstruction schemes
are tested against experiments using the incompressible, impulsive version of RMI as
test case. Two alternative methods are considered for triggering the mixing: velocity
impulse and gravity pulse. Excellent results were obtained by using the former, whereas
discrepancies were noticed when the latter was employed. Comparisons against numer-
ical simulations in the literature allowed to identify the inviscid nature of the solver as
the cause of these differences. However, this did not affect the capability of the solver
to correctly compute multi-mode cases, in which viscosity is negligible. A preliminary
study on the compressibility of the numerical field in time proved the feasibility of
the numerical transition and a switching criterion based on the Mach number was es-
tablished. The approach was therefore tested on a single-mode perturbation case and
compared against compressible simulation. Very good agreement was found in the pre-
diction of the growth of the instability and the analysis of the divergence of velocity of
the numerical field proved the incompressibility of the solution generated by the hybrid
solver. Finally, the approach was applied to multi-mode test cases. Excellent agree-
ment with the theory was found. The turbulent kinetic energy presented a modified
subinertial range and the growth exponent was very close to fully compressible predic-
tions and experiments. Deeper results analysis showed against compressible simulations
showed very good agreement on the flow physics. In fact, the instability settled to a
self-similar regime with the same time-scale predicted by compressible analysis, but
the simulated time reached by the hybrid solver was three times longer. The results
obtained proved the applicability of the approach, opening to new possibilities for the
study of the instability.
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1
Introduction

1.1 Turbulence and computational fluid dynamics

S
cientists and philosophers have always built models which try to describe our
world. As time has passed and new knowledge has been acquired, these represen-
tations of reality filtered by our mind have come through, renewed or revisited.

Nevertheless, despite all the efforts made, the complexity of some phenomena still eludes
our mental grasp, representing a real challenge to our intellects. This surely concerns
a vast range of fields, but a single day does not pass without new gained knowledge.
This thesis aims at bringing a small contribution to a very vast area which has always
captured the attention of researchers since the ancient times: the fluid dynamics, i.e.
the science which investigates how a fluid in motion behaves.
Although the first studies on fluids were carried out by Archimedes during the III
century BC, this is a very important field of research still today, since fluids play an
important role in our everyday lives. Knowing how a fluid behaves and how it interacts
with the surrounding environment makes it possible to use it for our purposes, literally
transforming our world and our lifestyle. Building waterworks, forecasting the weather
and flying are just a few examples. Normally, before exploiting nature to our scopes
and needs, the physics behind a certain phenomenon is supposed to be understood,
but this field is so complex that, in the end, we are not completely sure about the very
reason why the air moving around a wing makes an airplane fly.
The first word which scientists associate fluid dynamics with is ‘turbulence’: “The
most important unsolved problem in classical physics” (L.R. Feynman, 1918-1988).
This concept was firstly introduced by the work of Stokes (1851) and by the experi-
mental observations of Reynolds (1883). Thanks to their studies, we know that when a
fluid is flowing, it evolves in either one of two possible manners. At low speeds, the flow
is smooth and it behaves like it is formed by foils that are sliding one over the other and
which interact only by shear stress. On the contrary, when the velocity increases, the
flow behaves chaotically, involving a broad range of both temporal and spatial scales,
with a strong three dimensional pattern and a high amount of mixing. The former is
called ‘laminar flux’ and it is portrayed on the left side of Figure 1.1, whereas the latter
is called ‘turbulent flux’, visible on the right side of the same figure. The parameter
that act as an indicator of the flow regime is the ‘Reynolds number’, which is derived

1



2 1.1. Turbulence and computational fluid dynamics Introduction

Figure 1.1: Transition to turbulence of the water flowing in a channel. Photography by J.M. Phelps
(http:www.flickr.com).

from the dimensional analysis of the governing equations and which expresses the ratio
of inertial to viscous force acting within the fluid:

Re =
Inertial force

Viscous force
=

UL
ν

, (1.1)

where U is the mean velocity of the flow, L is a characteristic linear dimension and ν is
the kinematic viscosity. Although the turbulent regime is typical of high-Re flows, if we
suppose to somehow move a fluid at such speed that the interactions within the media
are dominated by inertial forces, turbulence does not manifest itself unless the flux
is disturbed. Various are the means of triggering turbulent motion, e.g. by using an
object or an obstacle to deviate a flow stream (Figure 1.1), but also by the interaction
between two fluids flowing one over the other with different velocities (Kelvin-Helmholtz
instability, Figure 1.2a) or, more ideally, by superposing a heavy fluid over a light fluid
both of which are subjected to the gravity force (Rayleigh-Taylor instability, Figure
1.2b).

(a) ‘Billow’ clouds generated by Kelvin-
Helmholtz instability (http:www.moolf.com).

(b) Revolved mushrooms generated by Rayleigh-
Taylor instability. Photography by D. Jewitt
(https://picasaweb.google.com).

Figure 1.2: Instabilities which trigger turbulence in nature.

In the past, the approaches to study the turbulence, and more in general fluid dynam-
ics, were substantially two: mathematical analysis and experiments. Both the methods
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have important constraints. Due to the complexity of the governing equations of fluids,
the Navier-Stokes (NS) equations, an analytical solution in closed form can be found
only for very simple cases which are too basic for industrial applications. On the other
hand, the possibility of carrying out experiments is limited by the capability of repro-
ducing the flow of interest in a controlled environment (wind, water or plasma tunnels).
During the XX century, when the first computers started to appear, a third approach
was born: the Computational Fluid-Dynamics (CFD). This new path for the study of
the subject links the mathematical aspects with the experimental side of the matter,
since it numerically solves the governing equations. Its great advantage lies on the fact
that, in theory, it can be applied to all the possible flows. Although this method seems
to overcome all the limitations typical of the analytical treatment and of the tests, a
range of new issues arose. In fact, the use of computers and numbers brings about
three main problems. The first is the passage from a continuous formulation of the
equations to a discrete one, which automatically implies a loss of information due to
the finite nature of numeric representation. Moreover, solving the model numerically
requires a certain amount of operations between numbers which sometimes is so big
that even modern computers cannot cope with it. Lastly, the ‘perfect algorithm’ for
the computation of the solution does not exist and a variety of methods, with their
pros and cons, have been created.
At present, CFD is still a very active field of research, where scientists are always trying
to create better, more efficient algorithms and faster computers in order to reduce the
effects of the issues above mentioned as much as possible and to allow numerical meth-
ods to be trusted more each day. Having at disposal reliable and robust algorithms for
resolving the NS equations is of fundamental importance. Simulations allow to sensibly
cut down costs and time for R&D process in industries and they also allow to study
phenomena which are impossible to be replicated and/or measured in laboratories. In
fact, another great advantage of CFD over the experiments is that there is no need to
use invasive probes or sensors inside the numerical field and the resolution of the points
of the domain where the flow variables are known is limited only by computational
power and storage capability.
Turbulence plays a key role in CFD. The approaches available for solving the NS equa-
tions are divided into three distinct classes, which depend upon the way turbulence is
taken into consideration. The ‘Direct Numerical Simulation’ (DNS) fully resolves the
turbulent structures included in the domain. This is the most accurate and expensive
method in terms of computational power because turbulence is formed by a vast range
of temporal and spatial scales and the smallest detail needs to be captured. A much less
demanding method is the ‘Reynolds Averaged Navier-Stokes Simulation’ (RANS). In
this case, a mean flow field is computed and the effects of turbulence on the numerical
domain are estimated by a ‘turbulence model’. A solution in-between DNS and RANS,
where the large scales of the turbulence are resolved and the small scales are modelled
by a ‘Sub-Grid Scale’ (SGS) model, is called ‘Large-Eddy Simulation’ (LES). Over the
past two decades, it has been proved that the use of SGS models can be avoided by
carefully designing the numerics. It is in fact possible to embed some physical features
in the construction of the numerical schemes, therefore obtaining an implicit modelling
of the turbulence. The methods which use this strategy fall into the class of ‘Implicit’
LES (ILES).
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1.2 The Richtmyer-Meshkov instability

Among the events which cause the appearance of turbulence, the Richtmyer-Meshkov
Instability (RMI) is surely one of the most complex and less understood phenomena.
RMI, which receives its name from the analytical and numerical work of Richtmyer
(1960) and Meshkov (1969) respectively, occurs when a shock wave hits the interface
between two different fluids, enhancing the mixing between them. It is closely related
to the Rayleigh-Taylor instability (RTI) (Rayleigh, 1900; Taylor, 1950) and it is often
referred as the impulsive or shock-induced RTI (Kull, 1991). RMI is of great interest in
physics and fluid mechanics as it has been attributed as a source of turbulent mixing in
man-made applications and natural events. In supernovae explosions, the instability is
believed to occur when an outward shock wave generated by the collapsing core of the
star hits the interface between the layer of helium and hydrogen. Arnett et al. (1989)
noticed that the outer regions of the supernovae 1987A presented a higher mixing than
expected and they attributed to RMI the cause of lack of stratification of the products
(Figure 1.3a). In addition, Almgreen et al. (2006) showed how RMI, together with
RTI, is the cause of the loss of spherical symmetry in the supernovae remnants. The
instability is very important also to Inertial Confinement Fusion (ICF) (Lindl et al.,
1992). Here, it appears between the ablated shell of the capsule containing deuterium-
tritium fuel and the fuel itself. The ablation of the capsule surface is provoked by a laser
and the resulting gas accelerates the fuel inwardly (Figure 1.4). RMI causes the mixing
between the capsule material and the fuel within, diluting and cooling the fuel with a
significant loss of compression and reaction efficiency. On the contrary, the instability
enhances the mixing between fuel and oxidizer in scram-jet engines, improving the
combustion process (Markstein, 1957; Yang et al., 1993).

(a) Composite X-ray/optical picture of the Su-
pernova 1987A (Zehekov et al., 2005).

(b) Crab nebula
(http://www.spacetelescope.org).

Figure 1.3: Astronomical events where RMI manifests.

The key point which allows RMI to manifest itself is that the interface between the
fluids is never perfectly flat, but perturbations and protuberances are always present,
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Early stage Close to maximum compression Explosion

Figure 1.4: Numerical simulation of RMI at the interface between the ablated capsule material and nuclear
fuel (Youngs and Williams, 2007).

even on a micro-scale level. Supposing the initial perturbation of the interface between
two miscible fluids to be sinusoidal and extremely small, RMI, as shown in Figure
1.5, evolves through four phases (Brouillette, 2002). Initially, the incident shock wave
impacts the interface and it bifurcates into a reflected and a transmitted wave, both
of which pick up the disturbance and move away. The interface accelerated by the
shock starts to grow linearly forming spikes and bubbles. Successively, spikes become
mushroom-like and the growth rate of the instability decays with time. During the
late-stage of the evolution, Kelvin-Helmholtz and Rayleigh-Taylor instabilities at the
interface and three-dimensional effects become important, with the appearance of small-
scale structures and turbulent mixing.

According to the two-dimensional compressible vorticity equation:

ρ
D

Dt

(
ω

ρ

)
=

1

ρ2
∇ρ×∇p , (1.2)

where ρ is the density, ω is the vorticity and p is the pressure, the mechanism primarily
involved in the process is the deposition of baroclinic vorticity1 at the interface, which
causes the increasing of the circulation in this area with time. In fact, the collision
of the shock deposits clockwise vorticity on the right side of the perturbation and
counterclockwise vorticity on the left side. Thus, an unstable sheet of vortex which
leads to the deformation of the interface is created.

1.3 Compressible and incompressible flow models

Once RMI is triggered, it evolves through a number of phases which are characterized
by different velocity ranges. At the beginning, the shock wave produces a high-speed
motion flow field, which freely evolves towards zero-velocity with time. This fact brings
issues in terms of models employed when RMI is numerically simulated.
Classical fluid mechanics rely on the very basic assumption that fluids are deformable

1Vorticity produced by the misalignment of the pressure and the density gradient, ∇ρ × ∇p 6= 0.
As shown in Figure 1.5(a), the shock wave is the sources of a pressure gradient and the interface is the
source of a density gradient.
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(c) Third phase: the circulation around the

interface increases. Spikes and bubbles become

mushroom-like.

(d) Fourth phase: roll-ups on the sides of the

mushroom and secondary instabilities start to

manifest causing turbulent mixing.

Figure 1.5: Growth of Richtmyer-Meshkov instability.

and continuous media (Kundu and Cohen, 2008). This implies that the shape of a
given control volume of fluid can be modified in various manners while it is flowing
(compressed, stretched, etc). Nevertheless, in the fluid dynamics community a distinc-
tion is commonly made. Even though in reality a fluid in motion always carries within
itself the effect of its compressibility, a flow field can be classified into two different cat-
egories depending on the ratio between its mean velocity and the corresponding speed
of sound (Mach number, M), that is compressible or incompressible. Considering the
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total-to-static relation for an isoentropic compression:

ρ0
ρ

=

(
1 +

γ − 1

2
M2

) 1
γ−1

, (1.3)

where γ is the ratio of the specific heats, it is possible to find that for 0 ≤ M ≤ 0.32,
the ratio ρ0/ρ decreases by approximately 5%. Applying the well-known rule of thumb
which states that if a parameter varies by less than 5% then the variation is negligible,
the incompressibility assumption is made for those fluxes which present M < 0.3. This
threshold is commonly accepted, even though, from a strictly physical point of view,
a flux characterized by M = 0.29 does not significantly differ from the same flux with
M = 0.31. The incompressible flow model is a subset of the compressible model and
the difference is that the density of an incompressible fluid remains constant, without
changing neither in space nor in time. This distinction yields to two different sets of
governing equations with different properties and which require different numerics for
their resolution.
On the base of this distinction, it is possible to realise how RMI involves both the flow
regimes: compressible at the early-stage and incompressible at late-time. In terms of
modelling and numerical methods, this represents a real challenge. In fact, as shock
waves are typical features of compressible flow fields, the use of such solvers would seem
an automatic choice for RMI simulations. Nevertheless, as Volpe (1993) demonstrated,
compressible methods fail when the Mach number of the flow is low, with the implication
that the late-stage of RMI cannot be simulated consistently if no modifications to the
solver are brought.

1.4 Shock-driven and impulsive RMI

The very first analytical study of the instability was carried out by Richtmyer (1960)
under the fundamental assumption of incompressible flow, replacing the incident shock
wave with an impulse of velocity applied to the interface. His study finds its roots in
the work of Taylor (1950), who developed an expression for the growth of irregularities
on the interface between fluids of different densities under the action of the gravity
force, with the heavy fluid superposed over the light one:

d2a(t)

dt2
= kg(t)a(t)

ρh − ρl
ρh + ρl

. (1.4)

Here, a(t) is the length of the perturbation in time, k is the wavenumber of the pertur-
bation, g(t) is the gravity acceleration and the quantity:

At =
ρh − ρl
ρh + ρl

, (1.5)

is called Atwood number. The subscript (.)q, with q = h, l, indicates the heavy or
the light fluid respectively. Richtmyer replaced the gravitational acceleration g(t) in
Equation (1.4) with an impulse g = ∆uδD(t), where δD(t) is the Dirac function and
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∆u is the increment of velocity induced by the incident shock wave. Substituting these
terms and integrating the formula with respect to time, it yields to:

da(t)

dt
= k∆ua0

ρh − ρl
ρh + ρl

, (1.6)

with a0 initial amplitude of the perturbation. This is known in the literature as Richt-
myer’s impulsive or linear model. If the post-shocked quantities A+

t and a+0 are used,
Equation (1.6) correctly describes the early linear stage of the instability within a
5%−10% of tolerance. Experiments have been found to be in excellent agreement with
the Richtmyer’s model. Grove et al. (1993) considered the interface between air and
SF6 for a weak shock (M = 1.2) and the growth rates measured during the experi-
ments matched very well with the impulsive model. These results were confirmed also
by Jones and Jacobs (1997). Moreover, Collins and Jacobs (2002) demonstrated that
for a two-dimensional weak shock and for an Atwood number of 0.604, the amplitude
of the perturbation grows linearly up to ka(t) ≈ 1. This relation was also verified in
the three-dimensional case by Chapman and Jacobs (2006) and in the case of strong
driven shocks by Holmes et al. (1999).
Instead of looking at the instability strictly as it is observable in nature, the key feature
of Richtmyer’s work was the adoption of an alternative point of view. Considering RMI
as an impulsive limit of RTI has repercussions also on the numerical simulations, offer-
ing a second modelling strategy which entails the use of the incompressible flow model.
The main constraint in his work is represented by the assumption that the interface
has a sinusoidal shape of constant wavelength (also referred to as ‘Single-Mode’, SM,
perturbation) and it needs to be pointed out that this is definitely a simplified case of
what it is possible to find in real events. Therefore, his theory is not applicable to more
complex situations. In reality, the perturbation of the interface is always formed by a
range of modes with different wavelengths (‘Multi-Mode’, MM, perturbation), which
cause the interface to be very irregular, with protuberances of different amplitudes all
of which produce a mushroom that interacts with the surrounding structures, hence
making the instability much more complicated to be understood. Moreover, linear com-
pressible flow analysis (Fraley, 1986) demonstrated that the incompressible assumption
represents just an approximation to the compressible case. In fact, in the initial linear
stage of RMI the velocity perturbation decays as ∼ e−k|x| away from the interface in
the incompressible assumption, whereas it decays more slowly in the compressible case:
∼ |x|3/2 for weak shocks and ∼ |x|1/2 for strong shocks. From a numerical point of
view, the production of correct initial conditions for MM cases is possible for both com-
pressible and incompressible simulations. In the former case, as it occurs in reality, the
interface between the fluids is properly shaped so that the passage of the shock triggers
the mixing process. On the other hand, for incompressible models the interface at the
start is perfectly flat and the protuberances are emulated by a specifically computed ve-
locity field. This difference in the initialisation introduces a level of uncertainty into the
comparison between compressible and incompressible simulations, making the quanti-
tative correspondence between the models dependent upon a scaling factor (Thornber
et al., 2010). Up to the present, numerical simulations of MM-RMI rely entirely on
compressible methods. In one of the first works published where the initial interface
was formed by multiple wavelengths (Youngs, 1984), two-dimensional test cases were
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presented. More recently, thanks to the increasing computational power, various au-
thors used hydrodynamic codes to simulate three-dimensional MM-RMI (Youngs, 1991;
Oron et al., 2001; Thornber et al., 2010). Due to the reasons previously mentioned,
fully incompressible simulations have been much less employed than the compressible
option and they have been used mainly for simpler SM test cases which are useful in
code validation (Holmes et al., 1999; Mueschke et al., 2005b; Cotrell and Cook, 2007).
To author’s knowledge, the only multi-mode simulation with an incompressible numer-
ical model was carried out by Youngs (1989) for a two-dimensional test case.
As it will be presented in more detail in the following chapter, the nonlinear dynamics
of MM-RMI at late-times is still not fully understood. In fact, different models have
been built and tested against numerical and experimental results in order to quantify
the growth of the instability in time, but the range of values proposed by the models
and found by simulations and experiments is very broad. Comparison of the numerical
data against experimental results is uncertain as the generation of controlled MM ini-
tial condition in experiments is very difficult. Moreover, most of the simulations and
experiments do not transit completely to a turbulent regime, therefore not allowing the
study of the very late-time growth (Abarzhi, 2008).

1.5 Thesis objectives

The main aim of this thesis is to present a new numerical technique for the study
of the flow physics underlying the Richtmyer-Meshkov instability at very late-times.
This approach is intended to overcome all the inconvenients concerned with the use
of compressible solvers for low-Mach number flows. In the literature it is possible to
find several corrections to the compressible numerical model so that low-speed flows
can be computed, but the technique here presented does not follow any of the previous
paths which have been investigated so far. From a conceptual point of view it is much
simpler, even though much more drastic than the solutions available. The main idea
which underlies it is to employ the most appropriate numerical model depending on the
situation of the field. The simulation starts with a compressible code which allows the
shock wave to trigger the instability and at a precise moment during the simulation a
literal switch to an incompressible solver is done and the compressible solution becomes
the new initial condition. This allows to push the simulations to very late-times which
have never been reached before with standard compressible simulations.
The framework used to achieve the objectives is Hirecom, a code developed within the
Fluid Mechanics and Computational Science group (FMaCS) at Cranfield University
which solves the governing equations with the ILES technique and which already com-
prised the compressible flow model. Therefore, in order to achieve the objectives, the
code was provided of a new incompressible solver, which had to include the capability of
running in parallel on computational clusters in order to take advantage of the speed-up
of the simulations offered by these facilities. Message Passing Interface (MPI) calls were
included so that parallel execution is allowed. All the three-dimensional simulations
which are presented in the thesis were run on Cranfield’s HPC facility Astral.
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1.6 Summary of the content

The thesis commences with the review of turbulence and turbulent flows. Firstly,
attention will be given to the Kolmogorov’s hypotheses and to the spectrum of tur-
bulent kinetic energy, which are fundamental in order to understand ILES methods.
Successively the focus is moved towards the modifications to the spectrum needed for
shock-induced turbulent mixing and to the theories which try to predict the growth of
Richtmyer-Meshkov instability. Moreover, a quick presentation of the methods avail-
able in CFD to compute turbulence is also included.
Chapter 3 presents the mathematical and numerical models involved in this work.
Godunov-type method and high-resolution schemes are discussed in the framework of
compressible and incompressible simulations, with a detailed explanation of the new
incompressible solver based on ILES technique and on the pressure-projection method.
Chapter 4 presents the numerical simulations on the incompressible, impulsive RMI. A
variety of formulations for the numerical fluxes coming from the compressible methods
and adapted for incompressible flows are tested and the results are compared against
experiments and numerical simulations available in the literature.
Chapter 5 presents the applications of the hybrid compressible-incompressible solver.
The first part is dedicated to the single-mode perturbation, whereas the second part
is concerned with the more complex multi-mode perturbation and with the very-long
time behaviour of the instability predicted by the new technique. Differences against
the compressible analyses are highlighted and investigated.
Chapter 6 concludes the thesis with the final considerations and suggestions for future
research.

1.7 Publications

The following journal paper inspired by this thesis has been submitted for publication
to Communications on Computational Physics.

• T.Oggian, D.Drikakis, D.L. Youngs and R.J.R. Williams, ‘Numerical uncertainty
in incompressible, variable-density flows due to reconstruction schemes and Rie-
mann solvers’.

The following journal papers are currently being written. Their submission is planned
to happen soon.

• T. Oggian, D. Drikakis, D.L. Youngs and R.J.R. Williams. ‘A hybrid compressible-
incompressible solver for multi-component flows’. For Journal of Computational
Physics.

Moreover, the the results in this work were accepted to be presented at the 13th Inter-
national Workshop on the Physics of Compressible Turbulent Mixing. 16-20 July 2012,
Woburn (UK).



2
Notes on turbulence

Synopsis

I
n order to understand the evolution of the Richtmyer-Meshkov instability, it is
of fundamental importance to introduce some aspects regarding turbulence. This
chapter reviews some of the concepts of turbulent flows, providing the basis for

interpreting the results obtained from the numerical simulations. After a brief intro-
duction on the physical features of turbulence, the concept of ‘energy cascade’ and the
Kolmogorov’s theory is explained in general lines, with the derivation of the energy
spectrum for homogeneous and isotropic turbulence. Since RMI does not fall into this
category of fluxes, the corrected spectrum for shock-driven flows is reported and ex-
plained. Successively, the focus is moved onto the theories which have been developed
to predict the growth of the instability, with a revision of the approaches and method-
ologies available at present in the literature. It needs to be pointed out that every
time that RMI is implicated in this chapter, it is intended to refer to the multi-mode
RMI (see §1.2), since the evolution of single-mode RMI follows different principles and
furthermore it mainly represents a simplified numerical/experimental test case rather
than a real physical event. Since turbulent mixing is the very final product of RMI, the
problem of numerically simulating turbulent flows and the methodologies at disposal
of CFD are introduced and explained in the context of Kolmogorov’s theory. A very
brief review of DNS, RANS and LES methods is done in order to introduce the ILES
technique employed for the simulations presented in this thesis. Since the broadness
and the complexity of the topics touched in this chapter, more detailed information can
be found in classical textbooks such as Pope (2000), Mathieu and Scott (2000), David-
son (2004), Drikakis and Rider (2004), Toro (2009) and in the citations throughout the
chapter.

11
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2.1 Physical features of turbulence

Even though turbulence is part of our everyday life, it can be very difficult to try to find
a universal and clear definition for it. For instance, we can directly observe turbulence
when we look at smoke coming out from a chimney or at the water falling from a
waterfall. Otherwise, we can just observe just its consequences, like a flag fluttering in
the wind. Surely, there are some physical features which belong to turbulence:

• Turbulence is present at high Reynolds number. Increasing the Re of a flow, the
inertial forces become more and more important than the viscous forces, causing
the instability of the laminar boundary layer and the transition to turbulence.
Experimentally, turbulence is detected when the flow variables fluctuate randomly
and jerkily around a mean value.

• Turbulence is an apparently random process. Lorentz (1963) showed that some
types of system of non-linear equations, such as the NS equations, are strongly
dependent on initial conditions and even a small change in these can lead to a com-
pletely different evolution of the flow field, thus causing an apparent randomness.
Due to their great complexity, turbulent flows are substantially unpredictable in
detail and only their statistical properties can be reproduced.

• Turbulence involves a broad range of scales. Vortices of various sizes that interact
among each other and with the entire flow field are formed, leading to the coexis-
tence of different spatial and temporal scales. Small scales hide inside large scales,
producing again new scales which evolve with their own properties in space and
time, creating very complex flow structures.

• Turbulence is a self-sustained phenomenon leading to energy dissipation. Once
the turbulent motion is started, it initiates a process of continuous formation of
new vortices. The large scales feed the small scales which are responsible for the
dissipation of the kinetic energy through viscous interactions according to the
‘energy cascade’ principle.

• Turbulence is intrinsically three-dimensional.

In order to describe the mechanics of turbulence, the concept of ‘energy cascade’ was
firstly introduced by Richardson (1922). The main idea is summarised by the author
in this short poem:

Big whorls have little whorls,
which feed on their velocity;
and little whorls have lesser whorls,
and so on to viscosity.

He proposed that the kinetic energy enters the turbulence at the largest scales of motion
through a production mechanism. This energy is then transferred to smaller and smaller
scales through an inviscid process until it is finally dissipated by viscous actions at the
smallest scales.
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2.1.1 Kolmogorov’s theory

Kolmogorov (1941) was the first who used the ideas of Richardson to investigate further
into turbulence, extending and quantifying the picture. His work represents a scientific
milestone for understanding this complex phenomenon which still challenges the intel-
lects of the scientific community.
For a given high Reynolds number flow with characteristic velocity U and lengthscale L,
the eddies present in the flow field are characterised by a size ℓ, velocity u(ℓ), time scale
τ(ℓ) = ℓ/u(ℓ) and Reynolds number Re = u(ℓ)ℓ/ν. Assigning to the largest structures
a characteristic length ℓl and characteristic velocity ul(ℓl), where ℓl ∼ L and ul ∼ U , it
is possible to state that the rate of transfer of energy u2l contained in these structures
scales as u2l /τl = u3l /ℓl. Therefore, in free-shear flows and according with experiments,
it is possible to assume that the dissipation rate, ε, has order of magnitude:

ε ∼ u3l
ℓl

. (2.1)

Initially, Kolmogorov considered the small scales in the flow, formulating his hypothesis
of local isotropy:

At sufficiently high Reynolds number, the small scale turbulent motions (ℓ ≪ ℓl)
are statistically isotropic.

Considering ℓE as the characteristic length which separates the small isotropic scales
from the large anisotropic eddies, with ℓE ≈ ℓl/6, the direct consequence of this state-
ment is that under a certain lengthscale ℓE, all the information about the geometry of
the larger eddies are lost and the statistics of the small scales motions are substantially
universal and similar in every high Reynolds number flow. Kolmogorov focused on
these lengthscales, formulating his first similarity hypothesis:

In every turbulent flow at sufficiently high Reynolds number, the statistics of the
small scale motions (ℓ < ℓE) have a universal form that is uniquely determined by
the viscosity ν and the dissipation rate ε.

This introduces the concept of ‘universal equilibrium range’ for the eddies of scale
ℓ < ℓE. Using ν and ε, it is possible to form unique length, velocity and time scales by
which these eddies are characterised:

ℓη ≡ (ν3/ε)1/4 , (2.2)

uη ≡ (νε)1/4 , (2.3)

τη ≡ (ν/ε)1/2 . (2.4)

These scales, known as ‘scales of Kolmogorov’, are the smallest present in the flow field.
Consistently with the energy cascade concept, the kinetic energy is transmitted from
the large to the Kolmogorov’s scales, where the energy is dissipated by the viscous
forces. The Reynolds number of the Kolmogorov’s scale Reη is in fact of the order of
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unity. Proceeding further with his work, Kolmogorov noticed that, inside the universal
equilibrium range, a distinction could still be made. It exists in the flow a range of
scales ℓ which is significantly smaller than ℓl and yet very large if compared to ℓη. This
implies that the Reynolds number of these scales is not small enough for the viscosity
to be effective. Kolmogorov summarised this further distinction in his second similarity
hypothesis:

In every turbulent flow at sufficiently high Reynolds number, the statistics of the
motion scale ℓ in the range of ℓη ≪ ℓ ≪ ℓE have a universal form that is uniquely
determined by ε, independent of ν.

Defining a new lengthscale ℓI ≈ 60ℓη , the universal equilibrium range can be split into
two subranges: the ‘dissipation range’ (ℓ < ℓI) and the ‘inertial subrange’ (ℓI < ℓ <
ℓE). According to the second similarity hypothesis, in the former the viscosity plays a
significant role, whereas in the latter, the motion is dominated by inertial forces with
a characteristic velocity and time scales determined uniquely by ε:

u(ℓ) = (εℓ)1/3 , (2.5)

τ(ℓ) = (ℓ2/ε)1/3 . (2.6)

Universal equilibrium range

Dissipation range Inertial subrange

Energy-containing
range

ℓη ℓI ℓE ℓl L

Figure 2.1: Size and ranges of turbulent structures according to Kolmogorov (1941) at high Reynolds number.

It needs to be pointed out that Kolmogorov’s theory is valid on a global level. In
fact, the energy cascade from the large to the small scales is true overall, but it does
happen locally that smaller scales feed large scales. This is known as ‘backscatter’ and
it occurs, for instance, in rarefaction waves.

2.1.2 Self-similarity

In the framework of turbulent flows and Richtmyer-Meshkov instability, it is very im-
portant to introduce the concept of self-similarity, which is widely used to develop
theories that try to predict the growth of the instability in time.
A self-similar object is an object which is exactly or approximately similar to a part of
itself. Clear visual illustrations of this idea are given by some of the famous operas of
M.C. Escher (1898-1972), two of which are reported in Figure 2.2.
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(a) Smaller and Smaller, 1956. (b) The Limit of the Circle IV, 1960.

Figure 2.2: Visual examples of self-similarity by M.C. Escher (1898-1972).

In mathematical terms, self-similarity can be defined by considering a quantity q(x, y),
where x and y are independent variables (Pope, 2000). Supposing that ℓq(x) and ℓy(x)
are the characteristic spatial scales of q(x, y) and y respectively, it is possible to define
the scaled variables as:

ỹ ≡ y

ℓy(x)
, (2.7)

q̃(ỹ, x) ≡ q(x, y)

ℓq(x)
. (2.8)

q(x, y) is defined self-similar if a function f(ỹ) exists such that f(ỹ) = q̃(ỹ, x). Hence, in
this case, q(x, y) can be expressed as function of ℓq(x), ℓy(x) and f(ỹ). Self-similarity
can also be found in time and not just in space, that is the same flow field at two
instants in time fits the same function by good choice of the scaling parameters.

2.2 The turbulent kinetic energy spectrum

The turbulent kinetic energy spectrum is fundamental to the study of the mechanisms
which govern turbulence in terms of energy cascade process. Moreover, it is very
important also for the analysis of the behaviour of numerical methods, since it provides
information on the distribution of the energy among the eddies of different sizes.
Unmasking the turbulence from the governing equations can be done by using the
Reynolds decomposition, which splits the flow variables into the sum of a mean and of
a fluctuating component. For example, the x-velocity component u becomes:

u = U + u′ , (2.9)



16 2.2. The turbulent kinetic energy spectrum Notes on turbulence

where the average term U is defined as:

U =

+∞∫

−∞

UP (U)dU , (2.10)

with P (U) the probability distribution of U which satisfies the identity:

+∞∫

−∞

P (U)dU = 1 . (2.11)

The main concept for the calculation of the energy spectrum is to use the Fourier
transform:

F̃ (k) =
1

2π

+∞∫

−∞

F (x)e−ikxdx , (2.12)

and its inverse:

F (x) =

+∞∫

−∞

F̃ (k)eikxdk , (2.13)

in order to transform the fluctuating component of the velocity u′, v′ and w′ into
sinusoidal components and study the distribution of Turbulent Kinetic Eenergy (TKE):

K =
1

2
(u′u′ + v′v′ + w′w′) , (2.14)

among the different wavelengths, which represent the different scales of turbulent mo-
tion. During the derivation of the spectrum, only the main points will be highlighted
in order to give the reader an idea of the process. More detailed information can be
found in the textbooks cited in the synopsis of this chapter.
The correlation function for the velocity fluctuations is defined as:

Ri,j(x,x
∗, t) = u′i(x, t)u

′
j(x

∗, t) . (2.15)

Considering the turbulence homogeneous1 and isotropic2, the statistical properties of
u do not vary under an arbitrary and constant displacement in space, therefore it is
possible to write:

Ri,j(r, t) = u′i(x, t)u
′
j(x

∗, t) . (2.16)

1The turbulence is locally homogeneous in the domain Ω, if for every fixed N and xn (with n =
1, ..., N), the N-point probability density function fN is independent of x0 and u(x0, t) (Pope, 2000).

2The turbulence is locally isotropic in the domain Ω, if it is locally homogeneous and if in addition
to the probability density function fN is invariant with respect to the rotations and reflections of the
coordinate axes (Pope, 2000).
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where r = x− x∗ and with the property that:

Ri,j(r, t) → 0 , as r → ∞ . (2.17)

Using the correlation function Ri,j, the velocity-spectrum tensor is defined as the
Fourier transform of the velocity fluctuations correlation function:

Φi,j(k, t) =
1

(2π)3

+∞∫∫∫

−∞

Ri,j(r, t)e
−ik·rdr , (2.18)

with the inverse function defined as:

Ri,j(r, t) =

+∞∫∫∫

−∞

Φi,j(k, t)e
ik·rdk , (2.19)

The final step to derive the spectrum is to express the turbulent kinetic energy as an
integral over k and this can be done by setting r = 0 and i = j:

1

2
u′iu

′
i =

1

2
Ri,i(0, t) =

1

2

+∞∫∫∫

−∞

Φi,i(k, t)dk . (2.20)

Thus, the function Φi,i(k, t)/2 can be interpreted as the distribution of turbulent ki-
netic energy over the different wavenumbers. Considering the turbulence homogeneous
and isotropic allows to make some simplifications and to remove all the directional
information from Φi,i(k, t), thus introducing the energy spectrum function:

E(k, t) =
1

2

+∞∫∫∫

−∞

Φi,i(k, t)δ(|k| − k)dk , (2.21)

2.2.1 The Kolmogorov spectrum

The consequences of the Kolmogorov hypotheses, §2.1.1, on the shape of the energy
spectrum are very important. Recalling that the lengthscales to which Kolmogorov’s
work refer are the ones included in the universal equilibrium range (ℓ < ℓE), in the
Fourier space these correspond to the wavenumbers k > kE , where kE ≡ 2π/ℓE . Ac-
cording to the first similarity hypothesis, the energy spectrum function has a universal
form for all the wavenumbers k > kE . Using ε and k in order to non-dimensionalise
E(k), the energy spectrum function becomes:

E(k) = ε2/3k−5/3Ψ(kη) , (2.22)

whereΨ(kη) is the ‘compensated Kolmogorov spectrum function’. Considering also the
second similarity hypothesis, which states that the form of the scales included in the
subinertial range are only determined by ε and taking into account that the viscosity
ν enters in Equation (2.22) only through Ψ(kη), the argument of the compensated
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Kolmogorov spectrum function tends to zero, with the consequence that Ψ(kη) tends
to a constant Ck:

E(k) = Ckε
2/3k−5/3 . (2.23)

This is the famous Kolmogorov subinertial range spectrum, which states that the turbu-
lent kinetic energy in the subinertial range decays as k−5/3. The universal Kolmogorov
constant was determined experimentally to be Ck = 0.53 ± 0.055 (Sreenivasan, 1995).

2.2.2 The spectrum for shock-induced turbulent mixing

Kolmogorov’s spectrum is valid under very precise assumptions, i.e. homogeneous and
isotropic turbulence and sufficiently high Reynolds number. Under these hypotheses,
the k−5/3 decay of the turbulent kinetic energy is obtained. In the study of Richtmyer-
Meshkov instability, the flow along the direction of the propagation of the shock cannot
be considered neither homogeneous nor isotropic, therefore a modification of the Kol-
mogorov’s theory is required. The recent work of Zhou (2001) aimed at extending the
classic Kolmogorov phenomenology to fluxes where external time scales, i.e. other time
scales than the original nonlinear cascade time scale, are present and play a significant
role in the evolution of the turbulence in the flow field (Kraichnan, 1965). In particular,
his work regarded gravity- (RTI) and shock- (RMI) driven fluxes.
The starting point for Zhou’s extention is to observe that the energy transfer within
the subinertial range is not affected even if the energy-containing scales are excited.
Using the dimensional analysis, it is therefore possible to find a universal expression
for the rate of energy dissipation:

ε = C2τT (k)k
4E2(k) , (2.24)

where C is a constant and τT is the time scale for the decay of the transfer function cor-
relation, which is responsible for introducing turbulent spectral transfer. The following
step is to take into consideration the physical case of interest. RMI flow can be con-
sidered isotropic and homogeneous only in the directions different from the one along

which the shock propagates, therefore the wavenumber k is defined as k =
√

k2y + k2z

(with x the direction of shock propagation). From Richtmyer’s impulsive model Equa-
tion (1.6), it is possible to derive the external time scale associated to the instability:

τRMI(k) =
1

kAt∆u
. (2.25)

An expression for the energy spectrum function in the subinertial range which takes
into account the driven nature of the flow is found by replacing τRMI into Equation
(2.24), yielding to:

E(k, x) = CRMIk
−3/2

√
At∆uε(x) , (2.26)

with CRMI constant. As it is possible to notice, the decaying of turbulent kinetic energy
for shock-driven turbulent mixing is k−3/2, which is slightly different from the classical
Kolmogorov k−5/3 scaling valid for homogeneous and isotropic turbulence. It needs to
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be pointed out that Equation (2.26) is valid only if a quasi-stationary fully-turbulent
state is achieved.
Considering that in the turbulent flow generated by RMI both the characteristic time
scale associated to RMI itself, τRMI , and the local dynamic time scale which is normally
present when no external excitations are introduced in the flux, τn, coexist, it needs to
be taken into consideration that these two components will assume a different weight
during the evolution of the flow field in time. Assuming therefore the governing time
scale τT as a contribution of both τn and τRMI :

τT =

[
1

τn(k, x)
+

1

τRMI(k)

]−1

, (2.27)

and substituting it in Equation (2.24), Zhou found the generalised formulation for the
subinertial range energy spectrum:

E(k, x) = C−4/3[Z0(k, x)]
2ε(x)2/3k−5/3 , (2.28)

where:

Z0(k, x) = C2/3 1

τRMI [ε(x)k2]1/3
, (2.29)

represents the influence of the shock-driven nature of the flow. When τRMI ≪ τn, the
spectrum will assume the form Equation (2.26), whereas long after the passage of the
shock, the turbulent flow will tend again to the Kolmogorov’s k−5/3 decay, that is of
incompressible freely decaying homogeneous and isotropic turbulence.

2.3 Growth of shock-induced mixing layer

The study of the growth of Richtmyer-Meshkov instability in time is a relatively young
field (Abarzhi, 2008). In this paragraph, the methodologies presented in the literature
will be reviewed in order to provide a solid background for the interpretation of the
numerical results presented in this thesis. Several approaches based on different ideas
have been considered so far in order to study the shock-induced turbulent mixing:

• Self-similarity hypothesis;

• Potential flow models;

• Momentum-drag formulation.

2.3.1 Self-similar growth

Self-similar growth of RMI at late-stage is an hypethesis that has been widely assumed
in order to create models which attempt to predict the late-time growth of the insta-
bility. These can be split into two main categories. The first one assumes that the
instability has gone past the initial phase and that the modes present in the initial
problem have already saturated, thus developing in a fully turbulent manner. On the
other hand, the second class considers that the initial modes are not yet linearly satu-
rated and that the evolution is still governed by the longer wavelengths present in the
field.
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Fully developed turbulence

Barenblatt et al. (1983) was the first to use the concept of temporal self-similarity in
order to derive a model for the propagation of turbulence from an instantaneous plane
source. The starting point of his theory was to consider an infinite space filled with
incompressible, homogeneous fluid. At t = 0, the flow field presents a turbulent layer
that expands for t > 0. The flow is shearless, therefore no turbulent energy is generated,
but it is dissipated into heat and it decays in time. Supposing that the layer expands
along the x-direction and that U and L are the characteristic velocity and characteristic
lengthscale respectively, the equation of turbulent kinetic energy variation is governed
by turbulent energy turbulent diffusion together with turbulent energy dissipation into
heat and it is of the form:

∂K

∂t
= −∂(Ku′ + p′u′/ρ)

∂x
− ε . (2.30)

Introducing the turbulent energy diffusion coefficient Kq and using the dimensional
analysis, it is possible to find:

Kq = l
√
K , (2.31)

ε =
cK3/2

L , (2.32)

with c constant of the model. Substituting Equation (2.31) and Equation (2.32) into
Equation (2.30) and supposing that the function which assigns the initial distribution
of turbulent kinetic energy is symmetric with respect to the middle plane of the mixing
layer and null outside the interval −a ≤ x ≤ a, where 2a is the initial depth of the
mixing layer, Barenblatt obtained the following Cauchy problem for the case considered:

∂K

∂t
=

∂[cW (t)
√
K]

∂x

∂K

∂x
− bK3/2

cW (t)
,

K(x, 0) =
Q

a
u(τ) ,





(2.33)

where Q is the bulk intensity of the instantaneous turbulence source, u(τ) is an even
dimensionless function of its dimensionless argument τ , b and c are constants and W (t)
is the length of the turbulent mixing layer. Supposing the limiting case of no dissipation
(b = 0), The solution of the problem Equation (2.33) is found by dimensional analysis:

K = Q2/3t−2/3f(ξ) , ξ =
x

Q1/3t2/3
, W (t) = ξ0(c)Q

1/3t2/3 , (2.34)

with ξ0(c) positive constant. In case of presence of dissipation, Barenblatt found the
asymptotic solution:

K = A2t−2µΦ
( x

Atθ

)
, W = Atθ . (2.35)

where A is a coefficient of the model and θ = 1−µ. In both the cases, W (t) evolves as tθ

and the conclusion of the author was that the growth exponent θ is 2/3 if no dissipation
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is present. On the other hand, if b 6= 0, the solution is not completely self-similar and
it is a function of b, with θ < 2/3.
Gauthier and Bonnet (1990) calibrated the k-ε turbulence model against shock-tube
experiments in order to analyse the growth of the instability. Analysing the diffusion
term of the turbulent kinetic energy equation and assuming self-similar growth, they
found W ∝ t1/3, in line with Barenblatt’s work when dissipation is considered.
Youngs (1994) applied self-similarity considerations by starting from the Kolmogorov
process and the scaling law of the dissipation rate Equation (2.1) in order to formulate
the following model equations:

kinetic energy dissipation:
d

dt
(LU2) = −aU3 ,

growth of the mixing layer:
dW

dt
= U ,

lengthscale: L = bW + cλmin ,

(2.36)

where a, b and c are model constants and λmin is the shortest wavelength included in
the perturbed interface. For initial values W = U = 0, the growth of the mixing layer
is:

W

λmin
= A

[(
1 +

U0t

pAλmin

)θ

− 1

]
(2.37)

Here, A and p are constants of the model. Consistently with Barenblatt’s outcome,
Youngs predicts an exponential growth for the instability: W (t) ∝ tθ, but he also
showed the dependency of the growth of W (t) from the initial conditions through U0.
The value of the growth exponent θ were found to be θ = 2/3 in case of no dissipation
or θ < 2/3 otherwise, again in perfect agreement with Barenblatt’s work. Another
investigation which produced an outcome in line with Barenblatt and Youngs’s results
was conducted by Ramshaw (1998), who used a Lagrangian formulation for the energy
to obtain an equation for the evolution of the mixing layer. For low Reynolds number,
a different value for the growth exponent was found by Huang and Leonard (1994), who
obtained θ = 1/4 by applying Saffman (1967) hypothesis, which bounds the integral
moments of vorticity distribution for the large scales. Zhou (2001) assumed a turbulent
kinetic energy spectrum of the form:

E(k, x) =

{
a(x)km if k < kpeak

C−4/3[Z0(k, x)]
2ε(x)2/3k−5/3 if k > kpeak

, (2.38)

in order to derive a turbulence model and consequently an estimation for θ. Depending
on the slope m of the energy-containing range of the spectrum, the author proposed
2/3, 5/8 and 7/12 as possible values for the growth exponent assuming m = 1, 2 and
4 respectively. The upper bound value agrees with the analysis of Barenblatt et al.
(1983) and Youngs (1994) previously mentioned. A study based on analogies with
weakly anisotropic turbulence was proposed by Clark and Zhou (2006) with the result
that the θ was found to be included between 2/7 and 2/5. More recently, Llor (2006)
investigated the behaviour of a freely decaying slab of turbulence with respect to the
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invariance of angular momentum. The author showed that for self-similar decay the
kinetic energy decays as t−n, where n depends on the range of wave numbers involved in
the problem. Using the impulsive field (Saffman and Meiron, 1989) as initial condition,
he found that for n = 4/3 and n = 10/7 the exponent θ assumes the value of 1/3 and
2/7 respectively. Poujade and Peybernes (2010) found a similar range of value using
the foliated turbulent spectra analysis: 1/4 ≤ θ ≤ 2/7.

Just-saturated mode

Just-saturated mode analysis has been much less looked at than the fully saturated
assumption and it was firstly taken into consideration by Dimonte et al. (1995). The
authors considered the amplitudes of the just-saturated mode as:

a ≈ CR

k
, (2.39)

where CR is of order 1. Considering that the modes grow linearly up to this amplitude
according to Richtmyer’s model, substituting Equation (2.39) in Equation (1.6) and
considering the mixing layer W = 2a, the authors proposed the following equation to
predict the growth of the instability:

d[W (t)2]

dt
= 4CRAt∆uW0 , (2.40)

which has solution:

W (t) ≈ [W 2
0 + 4CRAt∆u(t− t0)]

1/2 , (2.41)

This result predicts the exponent θ = 1/2, in line with the results presented for the
fully saturated turbulent mixing layer. Assuming a power-spectrum for the initial
perturbation of the form P (k) = Ckm and from dimensional considerations, Youngs
(2004) found:

W (t) ≈ (C1/2At∆ut)θ . (2.42)

with θ = 2/(m + 5). This result confirms what was previously found by Inogamov
(1999). Since it was found that θ = 0.24 for initial short wavelength perturbations,
Youngs also showed the dependency of the growth of the mixing layer from the ini-
tial condition in the case that 2/(m + 5) < 0.24, i.e. m < 3.3. Inogamov (2006)
explored the case of initial perturbation with a power-spectrum which is constant at
low wavenumbers. Examining the difference in velocity fluctuations at a given length
scale, the author obtained the following equation for the growth of the mixing layer:

dW (t)

dt
∝

u′λi
λ2
i

W 2
(2.43)

where λi is the characteristic average perturbation length, u′λi
the relative velocity

fluctuation. Inogamov’s model has solutionW ∝ t1/3 for three-dimensional cases, which
is again in line with the results obtained with the fully-saturated modes approach.
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2.3.2 Potential flow models

A different point of view to study the late-stage of RMI is to use the so-called potential
flow models, which look at the evolution of the mixing layer as a competition between
bubbles (.)b and spikes (.)s of different sizes and velocities, assuming W = Wb + Ws

and assuming two separate growth exponents Wb ∝ tθb , Ws ∝ tθs . This approach is
often referred in the literature as Layzer-type model since Layzer (1955) was the first
to propose this approach. The author considered a SM-RMI test case, assuming irrota-
tional (∇×u = 0), potential (u = −∇φ) and incompressible (∇2φ = 0) flow, therefore
seeking a solution which satisfies the Bernoulli’s equation in cylindrical coordinates:

∂φ

∂t
− 1

2

(
∂φ

∂x
+

∂φ

∂r

)
− gx = a(t) , (2.44)

with x axial coordinate, r radial coordinate and a arbitrary function. The main outcome
from this method is that the asymptotic velocity to which the bubbles tend scales as 1/t,
resulting in a logarithmic growth of the turbulent mixing layer for multi-mode cases.
Using this approach, Alon et al. (1995) employed the potential flow model by Hecht
et al. (1994) in order to compute the growth exponent of bubbles and spikes for a two-
dimensional case. The authors estimated that θb ≈ 0.4 for a range of Atwood numbers
and they found that the relation θs/θb ≈ 1 +A+

t well fits the spikes penetration. Oron
et al. (2001) proposed sensibly lower values θb ≈ 0.24 and θs ≈ 0.3 for three-dimensional
case.

2.3.3 Momentum-drag models

The third class of models which try to describe the growth of RMI at late time is the
momentum-drag models (Youngs, 1991). This method comes from Youngs’ analytical
work carried out for the Rayleigh-Taylor instability, which looks at the evolution of the
mixing zone as governed by a balance of inertia, buoyancy and Newtonian drag forces:

[
(ρ1 + κρ2)

dui
dt

− β(ρ2 − ρ1)g

]
V = −Cρiu

2
i S , (2.45)

where V is the volume, S is the cross-section of the volume, β is the buoyancy coefficient,
C is the drag coefficient, κ is the coefficient of added mass, ui, with i = 1, 2, is defined
as dWi/dt and where the subscripts (.)i with i = 1, 2 indicates the heavy and the light
fluid. Adapting the model for impulsive acceleration without gravity (Dimonte and
Schneider, 1996) leads to:

dui
dt

= −C
ρi

ρ1 + ρ2

u2i
Li

, (2.46)

with Li longitudinal scale of the mixing zone. Once again, this model yields to an
exponential growth of the mixing layer W ∝ tθ, with the coefficient analytically defined:

θ =
1

1 + C
ρi

ρ1 + ρ2

. (2.47)
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2.3.4 Experiments and numerical simulations

Obtaining reliable data from experiments where the perturbation at the interface is
formed by a range of modes with different wavelengths is not a straightforward task.
Youngs (1994) showed how the development of RMI is affected by the initial conditions
through Equation (2.37), therefore the generation of an interface with well-defined prop-
erties is vital for the production of reliable data. Significant breakthough on RMI ex-
periments were achieved in two occasions. First, Castilla and Redondo (1993) adopted
a new solution in order to generate the impulse which triggers the instability, therefore
allowing to produce data for incompressible simulations. Instead of using the classic
shock-tube, the authors impulsively accelerated a box containing the fluids by allowing
it to fall onto a cushioned surface. Later, Jacobs and Sheeley (1996) perfected the
technique by using coil springs instead of cushions. The other important contribution
on experimental RMI was given by Jones and Jacobs (1997) concerning the formation
of the interface between the fluids in shock-tubes. The authors found a way of gener-
ating the interface without using any solid membrane. The technique employed up to
that moment entailed the use of a solid membrane to separate the fluids and the main
drawback was that the membrane was shredded by the passage of the shock and the
remnants were being transported in the flow field, heavily affecting the results of the
experiment and not allowing any proper comparison with numerical simulations.
Dimonte (1999) used the falling box technique to conduct some tests on RMI, obtaining
a range of values with a trend which can be summarised by:

θs = θb

(
ρh
ρl

)0.22±0.05

, (2.48)

for a range of Atwood numbers between 1.15 and 0.96. Dimonte and Schneider (2000)
successivly confirmed the results giving an exponent for the formula (2.48) of 0.21±0.05.
Studying separately the evolution of bubbles and spikes, the authors found that θs is
substantially independent from the Atwood number and it assumes a value of 0.25±0.05,
whereas the spikes exponent has a very similar value as θb only for At < 0.8. For
0.9 < At < 0.96 in fact, θs drastically increases from 0.35 to 0.85, indicating that
the experiment self-similar growth is not achieved. A possible explanation is given by
Thornber et al. (2010) who, using numerical simulations, showed how for high Atwood
number (At = 0.9) the self-similar regime is achieved later in time in comparison with
cases with lower At.
Detailed numerical simulations of the late-time behaviour of RMI were presented only
recently by Thornber et al. (2010). The authors used two multi-mode perturbations
with different power spectra and combinations of fluids with different Atwood number in
order to investigate the influence of initial conditions in the growth on the instability.
When the interface is characterised by a constant power spectrum of a combination
of narrowband wavenumbers, θ ≈ 0.235 (At = 0.5) and θ ≈ 0.264 (At = 0.9) were
computed, therefore in agreement with Dimonte and Schneider (2000). On the other
hand, θ ≈ 0.62 was found in the case that the interface is formed by a broadband of
modes with a power spectrum proportional to k−2, which is close to the upper bound
limit calculated by theoretical analysis presented in §2.3.1.
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2.4 Numerical approaches for simulating turbulent flows

Correctly capturing the turbulence is the main concern in CFD. The broadness of
temporal and spatial scales involved in the fluxes puts a very serious requirement on
the computational power needed for the calculations. There are three main approaches
for simulating flows and they are characterised by how the turbulence is taken into
account:

• Direct Numerical Simulation (DNS). The turbulence is computed directly from
the governing equations;

• Reynolds-Averaged Navier-Stokes Simulation (RANS). All the turbulent scales
are modeled by using a ‘turbulence model’;

• Large-Eddy Simulation (LES). It represents a compromise between DNS and
RANS since only the large scales of the flows are resolved, whereas the remaining
scales are modeled by using a ‘Sub-Grid Scale’ (SGS) model.

2.4.1 Direct Numerical Simulation

DNS is the most demanding method in terms of computational costs. Resolving the
whole turbulent spectrum implies the use of a grid with spacing ∆x,∆y,∆x < ℓη in
order to capture the scales of Kolmogorov. Recalling the scaling laws for ε Equation
(2.1) and ℓη Equation (2.2), it is possible to estimate the scaling factor of the number
of cells necessary for fully resolving the turbulence inside the numerical domain. For a
three-dimensional grid, the estimation is (Pope, 2000):

Nxyz > Re9/4 . (2.49)

Moreover, the unsteady nature of turbulence requires the equations to be solved in time
and, likewise the spatial discretisation, the Kolmogorov scales determine the time-step
size ∆t. Considering that for stability of the computational process, it is not possible
to allow a particle to move more than one cell during a single time-step, the number of
time-steps required is:

Nt ∼
T

∆t
∼ L

ℓη
∼ Re3/4 . (2.50)

where T is the total time of the simulation. Therefore, the scaling of the CPU time
can be estimated as NtNxyz. Considering a flux with a modest Reynolds number of
104, the amount of CPU hours needed on a Gflop machine would be on the order of
magnitude of 103. In engineering, flows typically present Reynolds numbers higher that
106, which means that DNS of such flows are unfeasible even for the state-of-the-art
computational cluster3. These relations are valid for free-shear flows but the scaling
factor becomes much ‘worse’ for flows where the combustion process is involved. In
fact, the reaction time is faster than τη, with the consequence that an even finer grid
and a higher number of time-steps are required.

3At the moment when this thesis is written, the most powerful computational facility is the GPUs
cluster Tianhe-1A in the National Supercomputing Centre in Tianjin (China) with 2.566 Pflops of
computational power (www.top500.org).
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2.4.2 Reynolds-Averaged Navier-Stokes Simulation

The RANS technique uses the Reynolds decomposition in order to split the mean and
the turbulent component of the flow-field from the governing equations. Considering
U the vector of the flow variables, the split is given by:

U(x, t) = U(x) + u′(x, t) , (2.51)

where the average operator (.) refers to the time average:

U(x) = lim
T→∞

1

T

t+T∫

t

U(x, t)dt . (2.52)

Applying the decomposition to the governing equations, it is possible to obtain a new
set of equations for the mean flow-field which present an extra-term if compared to the
original NS equation, that is the correlation of the fluctuating velocities −ρu′iu

′
j, or the

‘Reynolds stress tensor’. This term represents the influence of the turbulence on the
mean field and it needs to be estimated by a ‘turbulence model’ in order to close the
system (Wilcox, 2006). The estimation of the Reynolds stresses does not follow a unique
way and, at present, a vast range of empirical or semi-empirical turbulence models,
tailored for specific flows, are available in the literature (e.g. k-ε, k-ω, RSM, etc). The
situation complicates further considering that many coefficients can be included in the
models and that they need to be estimated by means of experiments and/or DNS.
All these factors of uncertainty in the art of turbulence modelling make the RANS
technique the least refined among the three types of simulations. Nevertheless, the
low computational load which it requires make this method the most widely used in
industries. In fact, even though all the imprecision carried by turbulence models, it is
possible to obtain a good estimation of the flow variables and their trends are almost
always correctly captured.

2.4.3 Large-Eddy Simulation

The last approach to the computation of turbulence lies in between the computationally
costly DNS and the low accurate RANS. That is the Large-Eddy Simulation, where
only the larger scales of turbulence are resolved by filtering the velocity in the governing
equations, whereas the remaining ones are modeled. In order to derive the equations
for LES, it is necessary to define a filtering operation for the flow variables:

Û(x) =

∫∫∫

Ω

U(x′)G(x′,x,∆)dx′ , (2.53)

where G(x′,x,∆) is the filtering function and ∆ is the filter width. The higher the
width of the filter, the more scales are removed from the velocity field. The main
function of G is that of providing the dissipation for the unresolved scales and keeping
the solution stable. Filtering the governing equations by using Equation (2.53) yields
to the appearance of the extra-term τSGS

ij = ûiuj − ûiûj which, like in the RANS
formulation, needs to be estimated in order to close the system. This additional term
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represents the ‘Sub-Grid Scale’ (SGS) stresses and its weight on the system is directly
linked to the choice of ∆. In fact, increasing the size of the filter implies that the range
of scales which are modeled is wider. Hence, the weight of the subgrid stresses in the
equations is higher.
Form a general point of view, SGS models can be diveded into two classes: structural
and functional models. The former category attempts to directly calculate the subgrid
scale stresses from the filtered field and it is the most complex between the two. A
simpler approach is represented by the latter class of models, which are often referred
to as ‘eddy viscosity models’ as they recover the effect of the unresolved scales through
the use of a forcing term which is supposed to provide energy dissipation at a physically
correct rate. Historically, the first eddy viscosity model is the Smagorinsky-Lilly model
(Smagorinsky, 1963), developed for high-Re4, incompressible flows. Decomposing the
subgrid shear stresses as follows:

τSGS
ij = τ rij +

2

3
Krδi,j , (2.54)

where τ rij is the anisotropic residual-stress tensor and Kr is the residual kinetic energy
(Pope, 2000), the Smagorinsky model assumes that:

τ ri,j = −2νtSi,j . (2.55)

Here, Si,j is the filtered rate-of-strain tensor and the coefficient of proportionality νt =
νt(x, t) is the eddy viscosity of the unresolved motions:

νt = ℓ2SS = (CS∆)2S , (2.56)

where ℓS is the Smagorinsky length scale, S = (2Si,jSi,j)
1/2 is the characteristic filtered

rate-of-strain and CS is the Smagorinsky constant, which is taken to be proportional
to the filter width.
As for turbulence models, there is not a universal filter which can resolve all the flows
and also subgrid modelling can be considered an art. For instance, the Smagorinsky
model needs to be adeguately modified when a very large or a very small size of the
filter is employed since Equation (2.56) is valid when ∆ is taken inside the subinertial
range. For the same reason, the model fails also in the viscous near-wall region.
LES is mainly used for incompressible applications, since there are only a few models
which can capture shock-waves. Similarly to RANS, as it is possibel to notice from
Equation (2.56), also SGS models present empirical coefficients which need to be de-
termined and it was shown that their optimum choice is not only problem-dependent
but also grid-dependent (Geurts, 2003).
Thanks to the continuous increase of computational power and to the parallel-processing,
LES approach is starting to be used also for industrial problems and it is believed to
be in common use within the next 5-10 years (Fureby, 2008).

4A Re sufficiently high to satisfy Kolmogorov’s hypotheses (see §2.1.1).
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Implicit LES

A particular class of LES is that of Implicit LES (ILES). The term ‘implicit’ indicates
that no explicit subgrid model is employed to solve the governing equations and the dis-
sipation necessary for keeping the solution stable is produced by the numerical schemes
themselves. This is made possible by the use of Riemann-solvers (Toro, 2009) and
high-resolution methods (Drikakis and Rider, 2004; Grinstein et al., 2007). Classical
LES use SGS filters which are artfully constructed in order to produce results which are
consistent with the theory. This means that some constraints to the solutions are im-
posed through the use of the filter to ‘drive’ the calculations towards a precise outcome,
i.e. the solution has to be consistent with the Kolmogorov’s spectrum. In ILES, this
process is overturned. Firstly, the formulation of the governing equation solved are not
the filtered equations for LES, but the original Euler equations, like in DNS. Secondly,
the numerical schemes used for the purpose are built in such a way that it takes into ac-
count the physical aspects, thus imposing physically realisable behaviour of the results.
High-resolution methods are intrinsically nonlinear and not strictly dissipative. This
means that the energy backscatter is taken into account during the computation of the
solution. Contrarily to the classical LES, in ILES the production of results which are
in line with the Kolmogorov’s spectrum is a consequence of the design of the numerics.
Embedding the physics in the numerics presents both advantages and disadvantages.
The possibility of avoiding the use of filters and of obtaining good results even on
coarse grids are surely advantages, but the main drawback is that it is not possible to
know exactly how the numerics behave in terms of turbulence computation and it is
not possible to have a direct control on the solution. The success of implicit modelling
of turbulence has been widely proven for many different applications (Margolin and
Rider, 2002; Drikakis, 2003; Bagabir and Drikakis, 2004; Drikakis et al., 2009) and the
simulations which are presented in the next chapters fall into this category. A deeper
insight into high-resolution methods for compressible and incompressible flows is left
to the following chapter.



3
Numerical methods

Synopsis

N
umerical simulations of fluids in motion imply the use of computers/HPC fa-
cilities in order to solve the Navier-Stokes equations. Specialised softwares
implement algorithms which compute the numerical solutions of the governing

equations with the appropriate initial and boundary conditions depending on the case
of interest. The achievements of this project were made possible by the use of Hirecom,
a code entirely developed by Cranfield’s Fluid Mechanics and Computational Science
group which is written in Fortran90/95 and which makes use of MPI libraries for parallel
computation. Throughout the project, a great amount of coding was done in order to
give the code a new incompressible solver based on the ILES techniques. This chapter
presents the numerical schemes which were used for simulating the Richtmyer-Meshkov
instability. The first part introduces the governing equations, the Riemann-problem
and the numerics used for solving compressible flows. These techniques were already
available in the code at the start of the project. Successively, the new improvements
carried out for this thesis are introduced. The pressure-projection technique is pre-
sented in the framework of ILES with an insight on incompressible Riemann solvers
and a detailed explanation of the solution procedure for the elliptic equation for the
pressure is also included.

29
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3.1 The governing equations

The governing equations of a fluid in motion, i.e. the Navier-Stokes equations or Euler
equations for inviscid fluids, are derived from very basic physical considerations.

• Mass can neither be created nor destroyed, or principle of mass conservation:

∂ρ

∂t
+∇ · (ρu) = 0 , (3.1)

where u is the vector of the cartesian velocity components (u, v, w);

• Force equals the rate of change of momentum in time (Newton’s second law), or
principle of momentum conservation:

∂ρu

∂t
+∇ · (ρu⊗ u) = ∇ ·T+ Fv . (3.2)

where T = τi,j is the stress tensor and Fv is a source terms which represents the
volume forces such as gravity;

• Energy increases as work and heat are added to the system (first law of thermo-
dynamics), or principle of energy conservation:

∂ρE

∂t
+∇ · (ρuE + pu) = ∇ ·Q+∇ · (Tu) , (3.3)

where Q = κ∇T is the heat flux, with κ and T thermal conductivity and tem-
perature respectively, and E is the total energy per unit volume:

E = ρe+
1

2
ρ(u2 + v2 +w2) . (3.4)

Here, e specific internal energy.

Considering a Newtonian fluid1, Stokes (1845) related the elements of the stress tenson
τi,j to the elements of the strain rate tensor ǫi,j through the following deformation law:

τi,j = −
(
p+

2

3
µ∇ · u

)
δi,j + 2µǫi,j , (3.5)

where µ is the coefficient of viscosity and

ǫi,j =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
. (3.6)

1A newtonian fluid is a fluid which respects the three postulates of Stokes (1845): 1) The fluid is
continuous and τi,j is a linear function of ǫi,j ; 2) The fluid is isotropic; 3) If the fluid is at rest, the
deformation law is reduced to the hydrostatic pressure τi,j = −pδi,j , where δi,j is the Kronecker delta
function.
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Substituting the stress relations (3.5) into the momentum and energy equations (3.2),
(3.3) and specialising the result for inviscid fluids (µ = 0), it is possible to obtain the
Euler equations, which in conservative form can be written:

∂U

∂t
+

∂E

∂x
+

∂F

∂y
+

∂G

∂z
= 0 , (3.7)

where:




U = (ρ, ρu, ρv, ρw,E)T

E = E(U) = (ρu, ρu2 + p, ρuv, ρuw, (E + p)u)T

F = F(U) = (ρv, ρuv, ρv2 + p, ρvw, (E + p)v)T

G = G(U) = (ρw, ρuw, ρvw, ρw2 + p, (E + p)w)T

. (3.8)

The system of equations is closed by the equation of state for ideal gases:

p = ρe(γ − 1) (3.9)

where γ is the ratio of the specific heats. The nature of the Euler equations is strongly
non-linear and the system is of hyperbolic type.

3.1.1 The incompressible limit

If the fluid is assumed to be of constant density both in space and time, then ρ can be
taken out from the differential operators of the continuity equation (3.1), thus obtaining
the divergence-free constraint which characterises an incompressible fluid:

∇ · u = 0 . (3.10)

Substituting Equation (3.10) into the deformation law (3.5) and then again Equation
(3.5) into (3.2), the incompressible limit of the Euler equations is obtained:





∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0

∂UI

∂t
+

∂EI

∂x
+

∂FI

∂y
+

∂GI

∂z
= −1

ρ
∇p

, (3.11)

with:




UI = u = (u, v, w)T

EI = EI(u) = (u2, uv, uw)T

FI = FI(u) = (uv, v2, vw)T

GI = GI(u) = (wu,wv,w2)T

. (3.12)

Differently from the compressible case, these equations are entirely uncoupled from
the energy equation and the system is closed by just the conservation of mass and of
momentum laws. The energy equation can be solved for the temperature, if needed, in a
successive phase. Moreover, also pressure and velocity are not coupled anymore and the
system (3.11) has become parabolic-elliptic in nature. This causes troubles when the
system is solved numerically as the instantaneous propagation of the information across
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the domain requires the use of implicit iterative solvers. Looking at the incompressible
model, it is also possible to notice that the pressure p has lost its physical sense when it is
considered in terms of absolute value as only its gradients must be respected. This opens
to the possibility of designing numerical methods which use p as a Lagrange multiplier
to satisfy the incompressible constraint represented by the solenoidal condition (3.10).
More detailed description of the use of the pressure to enforce incompressibility is
provided later in this chapter (§3.5).
For a variable-density problem, e.g. incompressible multi-species flows, the density
varies in space, therefore it has to be taken inside the differential operators in the
system (3.11), thus obtaining:





UI = (ρu, ρv, ρw)T

EI = EI(UI) = (ρu2, ρuv, ρuw)T

FI = FI(UI) = (ρuv, ρv2, ρvw)T

GI = GI(UI) = (ρwu, ρwv, ρw2)T

. (3.13)

3.2 The discrete problem

The numerical solution of the governing equations is found by reformulating the contin-
uous problems (3.7) and (3.11) in a set of discrete equations. This is accomplished by
means of a computational grid, which divides the domain of interest in a finite number
of sub-volumes (or computational cells). If one regards the discrete values as averages
over each cell, then the resulting approach is called Finite Volumes (FV) (Figure 3.1),
in contrast with Finite Differences (FD) which considers the discrete values as point
values.
In fluid mechanics, the former method is usually preferred since it allows to respect
the conservation hypotheses under which the governing equations are derived. For FV
methods, the problem is solved by computing the fluxes E, F, G across the boundaries
of each cell. Taking advantage of the directional-split, i.e. the possibility of splitting
the three-dimensional problem as the superposition of three one-dimensional problems,
from now on the equations and the methods will be presented in one dimension. This
sensibly simplifies the writing of the equations and it makes a clearer explanation
possible, without neglecting any of the keypoints of the methods presented. Therefore,
re-writing the governing equations Equation (3.7) for the x-direction, one obtains:

∂U

∂t
+

∂E

∂x
= 0 , (3.14)

with:
{

U = (ρ, ρu,E)T

E = E(U) = (ρu, ρu2 + p, (E + p)u)T
. (3.15)

Godunov (1959) produced a conservative method for solving non-linear systems of
hyperbolic conservation laws:

Un+1
i = Un

i +
∆t

∆x
(Ei− 1

2
−Ei+ 1

2
) , (3.16)
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Analytical solution

x
i−

3
2

x
i−

1
2

x
i+1

2

x
i+3

2

x
i+5

2

Discrete solution

x
i−

3
2

x
i−

1
2

x
i+1

2

x
i+3

2

x
i+5

2

Figure 3.1: Original and discretised solution with FV technique. The discretisation assumes a piecewise
constant distribution of the variable inside the computational cell.

where Ei− 1
2
= E[Ui− 1

2
(0)] and Ei+ 1

2
= E[Ui+ 1

2
(0)] are the numerical fluxes computed

by solving the Riemann-problem at the cell interfaces. As presented in (3.16), the
accuracy of the method is of the first-order, but it can be increased through the use of
high-order and TVD methods, which are presented later in this chapter.

3.3 Time integration

The unsteady nature of the Euler equations requires to advance the system in time.
Two different classes of Runge-Kutta (RK) methods are employed within this thesis.
The first is the standard s-step RK method, which is defined by the following algorithm:

U1
i = Un

i ,

Uk
i = Un

i + αk−1∆tEk−1
i , k = 2, ..., s

Un+1
i = Un

i +∆t
s∑

k=1

βkEk−1
i .

(3.17)

Here, ∆t is the time-step, α and β are coefficients depending on the order of accuracy
of the scheme, which corresponds to the number of the intermediate steps performed.
In this thesis, normally the scheme is used in its third-order accurate version, which
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has the following coefficients:

α1 = 1, α2 =
1

4
,

β1 = β2 =
1

6
, β3 =

2

3
.

(3.18)

In order to keep the solution stable, the use of this explicit method for marching the
compressible governing equation in time and the use of Godunov-type methods for their
spacial discretisation require the time-step size to be limited according to the following
CFL condition:

∆t ≤ ∆x

Sn
max

, (3.19)

where Sn
max is the maximum wave velocity present in the domain at tn and ∆x is the

grid pace. The wave is therefore allowed to travel at most only for the length of a single
cell ∆x between two consecutive time steps2. In terms of CFL number, C = Sn∆t/∆x,
the condition (3.19) corresponds to 0 < C ≤ 1.
It is possible to extend the stability of the computational process by a careful choice
of the coefficients α and β. Spiteri and Ruuth (2002) produced a RK Strong-Stability-
Preserving (SSP) scheme which allows a larger CFL number: 0 < C ≤ 2. In the method
presented by the authors, the number of sub-step does not equal the order of accuracy
p, like in the standard RK method, since the SSP class s = p+1 is valid. The authors
report that the additional computational cost increases the efficiency of the scheme
because it allows the extention of the upper bound of the CFL number. In this thesis,
the second-order accurate version of the RK-SSP scheme (s = 3) is typically employed:

α1 = α2 =
1

2
,

β1 = β2 = β3 =
1

3
.

(3.20)

3.4 Numerics for compressible flows

3.4.1 Solution of the Riemann problem

Godunov-type methods are based on the solution of the Riemann problem at the cell
interfaces. Considering the discrete values as averages of the flow variables over a
cell implies that the left and the right values at a given cell interface, EL and ER,
are different and thus a discontinuity is produced in correspondence of these points of
the numerical domain (Figure 3.1). It is therefore necessary to resolve the associated
Riemann problem in order to find a unique value for the intercell flux. The structure
of the solution is represented in Figure 3.2 and it consists of three waves travelling
with speeds determined by the eigenvalues of Equation (3.14): λ1 = u− a, λ2 = u+ a,
λ3 = u.
The first two eigenvalues correspond to either shock or rarefaction waves, whereas the
third one is a contact wave. Since the solutions to the left and to the right of the waves

2This is valid only under the assumption that no wave acceleration due to waves interaction takes
place.
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Figure 3.2: Structure of the solution of the Riemann problem for the one-dimensional Euler equations in the
x− t plane. The same pattern is found at every cell interface xi+

nx

2
with 0 < nx < Nx and Nx number of cells

along the x direction.

λ1 and λ2 are known, the task of the Riemann solver is to find a solution inside the
wedge between those waves, which is formally called ‘star region’.
There are several schemes which either find the exact or approximate solution of the
problem, as detailed by Toro (2009). In this thesis, the approximate solvers HLLC
by Toro et al. (1994) and the Characteristic-Based (CB) by Eberle (1987) are em-
ployed, since both have been assessed to provide a good balance between accuracy and
computational costs (Bagabir and Drikakis, 2004).

The HLLC solver

The HLLC scheme is an approximate solver. Harten et al. (1983) presented the original
formulation and it was named HLL. This method assumes a wave configuration which
consists of two waves separating three constant states, thus neglecting the contact wave.
Toro et al. (1994) improved the method by restoring the third wave which is present in
the original solution and which allows to solve physical features such as contact surfaces,
material interfaces and shear waves. This formulaton is known as HLLC solver:

EHLLC
i+ 1

2

=





EL if 0 ≤ SL

E∗
L = EL + SL(U

∗
L −UL) if SL ≤ 0 ≤ S∗

E∗
R = ER + SR(U

∗
R −UR) if S∗ ≤ 0 ≤ SR

ER if 0 ≥ SR

, (3.21)

where U∗
K (with K = L,R) are:

U∗
K = ρK

(
SK − uK
SK − S∗

)




1
S∗

vK
wK

EK
ρK

+ (S∗ − uK)
[
S∗ + pK

ρK(SK−uK)

]




, (3.22)
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and S∗, SL, SR are the wave speeds, which can be computed according to Batten et al.
(1997).

The characteristic-based solver

Eberle (1987) introduced a Characteristic-Based (CB) method for calculating com-
pressible Godunov fluxes.

ECB
i+ 1

2
=




ρ̃u

ρ̃u2/ρ̃+ p̃
ρ̃uρ̃v/ρ̃
ρ̃uρ̃w/ρ̃

ρ̃u(Ẽ + p̃)/ρ̃




, (3.23)

where the flow variables at the cell interfaces are given by the following:

ρ̃ = ρ0 + r1 + r2 , (3.24)

ρ̃u = (ρu)0 + (u+ c)r1 + (u− c)r2 , (3.25)

ρ̃v = (ρv)0 + (v + c)r1 + (v − c)r2 , (3.26)

ρ̃w = (ρw)0 + (w + c)r1 + (w − c)r2 , (3.27)

Ẽ = E0 + (H + aλ0)r1 + (H − aλ0)r2 . (3.28)

Here, H is the total enthalpy, c is the speed of sound and the coefficients r1 and r2 are
defined in the following manner:

r1 =
1

2γ
(q1 − q0) , (3.29)

r2 =
1

2γ
(q2 − q0) , (3.30)

where qn, with n = 1, 2, 3, are the values along the three characteristics defined as:

qn =
1

2
([1 + sign(λn)]UL + [1− sign(λn)]UR) , (3.31)

with λn, n = 0, 1, 2 eigenvalues of the system, which along the x-direction are defined
as:

λ0 = u , (3.32)

λ1 = λ0 + c , (3.33)

λ2 = λ0 − c . (3.34)

The quantities UR and UL are elements of the vector of the the right and left states of
the conserved variables UR and UL.
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3.4.2 High-resolution methods

The use of Riemann-solvers requires the variable states at the left and right of the
cell interface UL and UR. Godunov (1959) assumed a piecewise constant distribu-
tion of the variables inside the cell, as shown in Figure 3.1. In this case, the right
and left states simply correspond to the cell-centred values, Ui and Ui+1 respectively.
The work of Van Leer (1977) laid the foundations for the achievement of high-order
accuracy, producing a new class of numerical schemes called high-resolution methods
(Harten, 1983; Drikakis and Rider, 2004), which are the very inner core of ILES. These
algorithms interpolate the values over a proper stencil of cells and they reconstruct
the sought states UL and UR. The main feature which distinguishes them from the
standard methods is that they make use of their intrinsic nonlinearity in order to con-
trol the spurious oscillations, which classical methods are affected by, in proximity of
discontinuities such as shock waves. Van Leer built his method using three keypoints:
the idea of piecewise linear distribution of the variable inside the computational cell
instead of piecewise constant distribution originally adopted by Godunov, the use of
Total Variation Diminishing (TVD) property and the idea of monotone limiters3. A
variety of different high-resolution methods are available today. A curious reader can
find more detailed explanations in the papers and books which are cited in this sec-
tion. In this work, the Monotone Upstream-centred Schemes for Conservation Laws
(MUSCL) technique and the Weighted Essentially Non-Oscillatory (WENO) methods
are employed.

MUSCL-type methods

With his innovative work, Van Leer (1977) introduced the MUSCL technique, which in
its TVD variant is written:

UL = Ui +
1

2
ϕ(rL)(Ui −Ui−1) ,

UR = Ui +
1

2
ϕ(rR)(Ui+2 −Ui+1) ,

(3.35)

where:

rL =
Ui+1 −Ui

Ui −Ui−1
,

rR =
Ui −Ui−1

Ui+1 −Ui
,

(3.36)

and ϕ(rK) (K = R,L) is the limiter, which assigns the distribution of the interpolated
variable inside the computational cells, i.e. piecewise linear, piecewise quadratic etc,
allowing to achieve different orders of accuracy. Throughout the thesis, three different
choices for ϕ(rK) are considered:

1. Van-Leer limiter, second-order accurate (M2) (Van Leer, 1977):

ϕ(rK) =
rK + |rK |
1 + rK

. (3.37)

3Monotone limiters limit the piecewise profile in one cell to be bounded between the cell average
value of the neighbouring cells.
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2. Kim-Kim limiters (Kim and Kim, 2005):

ϕ(rL) = max[0,min(2, 2rL, βL)] ,

ϕ(rR) = max[0,min(2, 2rR+1, βR)] .
(3.38)

The order of accuracy of this limiter can be modified depending on the formulation
used for βL and βR. Third-order (M3) is achieved imposing:

βL =
1 + 2rL,i

3
,

βR =
1 + 2rR,i+1

3
,

(3.39)

whereas fifth-order (M5) is obtained using:

βL =
−2/rL,i−1 + 11 + 24rL,i − 3rL,irL,i+1

30
,

βR =
−2/rR,i+2 + 11 + 24rR,i+1 − 3rR,i+1rR,i

30
.

(3.40)

WENO-type methods

The second class of high-resolution methods taken into consideration is that of WENO
(Liu et al., 1994). This is a subset of the ENO schemes (E and Shu, 1994), which
differs from the MUSCL approach because it does not make use of limiters to enforce
monotonicity. The main idea behind ENO schemes is to control the total variation of
the solution through the selection of an interpolating stencil where the solution is the
‘smoothest’. On the other hand, WENO methods use a combination of all the possible
convex polynomials Pi(x), which represent the reconstructed solution U(x), in order to
achieve the essentially non-oscillatory property:

Pi(x) =
r−1∑

k=0

aikpi+k(x)∑r−1
l=0 ail

= U(x) +O(∆xr) , (3.41)

where r is the order of accuracy and aik, with k = 1, ..., r − 1, are positive coefficients
defined as:

aik =
Ci
k

(ǫ+ ISi+k)r
. (3.42)

Here, ǫ is a small positive number which prevents the division by zero, IS is the
smoothness indicator and Ci

k = O(1), with Ci
k ≥ 0. In the present study, the fifth-

(W5), r = 4, and ninth- (W9), r = 8, order accurate versions of this scheme are
considered.
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Low Mach Correction

It is known that the upwind behaviour of high-resolution, shock-capturing Godunov
methods cause an anomalous dissipation of kinetic energy. Thornber et al. (2008a)
demonstrated that the consequent excess in the increase of entropy is not physical, but
it is due to the discrete nature of the system. This strongly affects the capability of
the scheme in capturing low-Mach number features and it is thus a crucial issue for
simulating Richtmyer-Meshkov instability. Thornber et al. (2008b) proposed a simple
modification of the variable reconstruction process which significantly improves the
resolution of the scheme. Once UL and UR are computed by the chosen high-resolution
method, it consists in modifying the velocity jump at the cell interface as follows:

UL =
UL +UR

2
+ z

UL −UR

2
,

UR =
UL +UR

2
+ z

UR −UL

2
.

(3.43)

The authors investigated different forms for z and they found that z = min(Mlocal, 1),
with Mlocal = max(ML,MR), gives the best results and it is therefore adopted for the
simulations presented in this thesis.

3.5 The pressure-projection method

As previously mentioned, high-resolution methods were initially designed to avoid spu-
rious oscillations which afflict standard numerical methods when they are used to com-
pute discontinuities, such as shock waves, present in compressible numerical fields. With
their pioneer work, Bell and Colella (1989) adapted these methods, with remarkable
results, also for the purpose of computing incompressible fluxes, taking advantage of
the fact that the effects of the unsolved subgrid scales are implicitly modeled by the nu-
merics and neither turbulence model nor SGS model is therefore needed. The authors
developed a second-order high-resolution incompressible solver for the constant-density
Navier-Stokes equations based on the Pressure-Projection (PP) technique already intro-
duced by Chorin (1968, 1969). This work was successively extended to incompressible
variable-density flows by Bell and Marcus (1992). Here, the convection-diffusion terms
of the equations were treated using the Godunov-type method and the projection op-
erator was approximated by discrete Galerkin approach. In this work, the authors suc-
cessfully proved the applicability of high-resolution methods to different incompressible
problems such as Poiseuille flow and Rayleigh-Taylor instability. In E and Shu (1994)
the work of Bell and Marcus was extended through the use of ENO schemes for the
advection in conjunction with spectral methods for the pressure. Another attempt
was successfully done in Andrews (1995), where the fractional-step approach based on
the Van Leer (1977) method was employed to solve a two-phase incompressible flow.
Recently, an innovative characteristic-based approach was also developed by Shapiro
and Drikakis (2005a). Here, the authors used high-resolution methods to solve the
incompressible flow model in its artificial-compressibility formulation, presenting three
possible variants which are characterised by a different formulation of the transport
equation for the total density and by the use of the divergence-free condition. Diffusion
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broadening studies and 2D KHI simulations showed good agreement with analytical
and experimental results, especially when second- and third-order reconstruction at
cell interfaces was employed (Shapiro and Drikakis, 2005b).
In this thesis, the PP method is considered in order to develop a new solver which
makes use of high-resolution methods. Particular attention is given to the Riemann
solver for the intercell fluxes.
The main idea behind the projection methods is to make use of the Hodge decomposi-
tion to overcome the pressure-velocity decoupling in the incompressible formulation of
the governing equations (3.11). This decomposition splits a given vector field, Ũ, into
the sum of its divergence-free part, UI, and its curl-free part ∇φ. For a varible-density
incompressible flow:

Ũ = UI + σ∇φ , (3.44)

where σ = 1/ρ. The equation for the potential φ is found by taking the divergence
of (3.44) and applying the incompressibility constraint ∇ · UI = 0. This yields to the
Poisson-equation:

∇ · Ũ = ∇ · σ∇φ . (3.45)

Once φ is computed, the soultion can be found from Equation (3.44):

UI = Ũ− σ∇φ . (3.46)

From a global point of view, the PP method makes use of a projection operator P such
that:

UI = P(Ũ) , (3.47)

where P can be written from the steps above as:

P = I− σ∇(∇ · σ∇)−1∇· , (3.48)

After the application of the projection operator to the vector field Ũ, this becomes
divergence-free. For a more detailed explanation on the properties of P, a curious
reader can refer to Chorin and Marsden (1993). The application of this method to the
Euler equations produces a Poisson equation for the pressure (φ ≡ p) and depending on
the discrete form of this equation, the PP method can be either exact or approximate.
It is known that in the continuous case the following relation is always valid:

∇ · ∇ = ∇2 , (3.49)

whereas in the discrete case, this equality does not hold. In fact, considering Gi,j,k the
discrete gradient, Di,j,k the discrete divergence operator and Li,j,k the discrete Lapla-
cian operator, it is easy to show that Di,j,k(Gi,j,k) 6= Li,j,k. This represents the key
difference between exact and approximate projection methods, i.e. the composition
of Gi,j,k and Di,j,k to form the Laplacian which is inverted to accomplish the projec-
tion. Exact projection methods retain the form ∇ · ∇, which in the discrete case is
Di,j,k(Gi,j,k). This allows to formally respect the definition of Laplacian and therefore
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to obtain a discrete divergence of the velocity which is very close to zero depending
on the residual imposed to the iterative process for the computation od the pressure
and on the machine precision on which the simulations are run. On the contrary, in
approximate projection approaches the operator Di,j,k(Gi,j,k) is directly replaced by
Li,j,k, following the continuous formulation. Hence, the divergence-free constraint is
no longer rigorously respected and the value of the divergence of velocity becomes a
function of the truncation error of the scheme used.
From a computational point of view, the exact projection is more expensive than the
approximate projection which, on the other hand, is more difficult to implement be-
cause it requires the use of filters in order to cancel the ‘checkerboard’ effect which
appears when compressible modes are still present in the incompressible field (Drikakis
and Rider, 2004). For the method presented in this document, the exact projection
technique is chosen since it does not need any filtering operation, allowing to fully re-
spect the divergence-free constraint without any additional artifact.
From a practical point of view, the PP method proceeds as follows:

1. Advancing of the solution in time disregarding the solenoidal nature of the com-
putational field;

2. Calculation of the pressure by solving a Poisson-equation for the pressure;

3. Use of p to recover the divergence-free solution through Equation (3.44).

Before proceeding with a more detailed explanation of the method, it is necessary
to point out that the directional split used to present the compressible methods is
not usually valid for the resolution of the incompressible flow model. This is due to
the divergence-free constraint which requires the case to be defined at least in two
dimensions. Hence, the complete three-dimensional equations should be marched in
time in their complete form:

Ũn+1
I = Un

I −∆t

(
∂EI

∂x
+

∂FI

∂y
+

∂GI

∂z

)
. (3.50)

The use of the PP method allows to bypass this issue since the incompressibility of the
field is recovered at the end of the time-stepping loop. Therefore, the first phase of
the solver can be explained once again taking advantage of the dimensional split. The
extention to three dimensions is immediate.
The first step of the algorithm is to march in time the momentum equations in Equation
(3.11) without taking into account the pressure term. In this way, a temporary tilda-
solution, which is not physically meaningful, is obtained. The use of high-resolution
methods is made possible by emplying Godunov-type methods for the discretisation of
the governing equations. Neglecting the subscript (.)I:

Ũn+1
i = Un

i − ∆t

∆x
(Ei+ 1

2
−Ei− 1

2
) (3.51)

where Ei− 1
2
= E[Ui− 1

2
(0)] and Ei+ 1

2
= E[Ui+ 1

2
(0)] are the incompressible solutions of

the Riemann problem at the cell-interfaces. The time-stepping methods employed for
this purpose are the RK methods presented in §3.3.
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3.5.1 Riemann-solvers

The Riemann-solvers employed in compressible flows cannot be used for computing
incompressible fluxes. Contrarily to the latter case where the information propagates
instantaneously across the domain, in the former case the information travels with a
speed which is the speed of the flow plus the speed of sound and parameters which
are not included in the incompressible formulation of the equations (e.g. a, γ, etc)
are required. This imples that Riemann-solvers must somehow be modified in order to
take into account the nature of the flow. Here, three schemes originally formulated for
compressible flows and adapted for incompressible fluxes are presented.

Lax-Friedrichs

The first and the simplest method employed for advecting the fluxes is the Lax-
Friedrichs (LF) scheme. The original formulation was originally proposed by Lax
(1954):

ELF
i+ 1

2
=

1

2

[
(EL +ER) +

1

α

∆x

∆t
(UL −UR)

]
. (3.52)

Here, α is set equal to the number of dimensions of the problem. Differently from
the methods presented for compressible cases, the LF scheme does not require any
parameters which are not available in the incompressible model, therefore no adaptation
is necessary.

Rusanov

The second method considered is the Riemann-solver presented by Rusanov (1961):

ERU
i+ 1

2
=

1

2

[
(EL +ER)− S(UR −UL)

]
, (3.53)

where S is the highest wave speed computed in the cell:

S = max{|uL − aL|, |uR − aR|, |uL + aL|, |uR + aR|} . (3.54)

Since in the incompressible fluid model the information travels across the domain with
infinite speed, it is not possible to directly apply Equation (3.54) and a new definition
for S is required. The real wave speed of the compressible model is therefore replaced
by a ‘fictitious’ wave speed, which assumes that the information travels across the cell
with the same speed of the fluid. Therefore, the new S simply becomes:

S = max{|uL|, |uR|} . (3.55)
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HLL

The third and last method considered is the classic two-waves Riemann solver HLL by
Harten et al. (1983):

EHLL
i+ 1

2
=





EL if 0 ≤ SL

SREL − SLER + SRSL(ER −EL)

SR − SL
if SL ≤ 0 ≤ SR

ER if 0 ≥ SR

. (3.56)

The compressible wave speeds SL and SR are provided by Batten et al. (1997). For the
incompressible model, the formulation of the solver remains unchanged, but, as for the
Rusanov case, the wave speeds are revisited. The incompressible fictitious wave speeds
SR and SL in Equation (3.56) are chosen as:

SR = max{uL, uR, 0} ,

SL = min{uL, uR, 0} .
(3.57)

The left and right states of the variables required in Equations (3.52), (3.53) and (3.56)
are computed by the high-resolution schemes presented in §3.4.2.

3.5.2 The Poisson-equation for the pressure

The first step of the PP method is formally equal to the compressible algorithm. In
fact, within a single RK step, firstly the right and left states of the variables are recon-
structed and secondly the Riemann problem at the interface is solved. Hence, when
the necessary number of RK steps is performed, in the compressible case it is possible
to proceed to the next time-step, whereas in the incompressible case the variables have
to go through the second phase of the algorithm in order to calculate the pressure
which was neglected in the first place. As previously mentioned, the multi-dimensional
nature of the incompressible fluxes requires the pressure equation to be presented in
its complete three-dimensional form. According to the Hodge decomposition (3.44),
in order to recover the divergence-free component of Ũn+1, it is necessary to solve a
Poisson equation for the scalar φ (3.45), which in this case it is the pressure p. In fact,
considering variable-density flows, dividing both sides of Equation (3.50) by the density
and imposing ∇ ·Un+1 = 0, a Poisson-equation for the pressure is obtained:

∇ ·
(

1

ρn+1
∇pn+1

)
=

1

∆t
∇ ·

(
Ũn+1

)
. (3.58)

A variety of different discretisation schemes can be used for discretising the Laplacian
operator in (3.58) and with different arrangements on the grid (i.e. collocated or stag-
gered). For this solver, the arrangement of the pressure on the grid is chosen to be
collocated and the exact projection deletes all the non divergence-free modes which
would affect the solution. The Left Hand-Side (LHS) of the pressure equation is dis-
cretised using backward and forward differences for the gradient and the divergence
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operators respectively. Considering σ = 1/ρ, the discrete gradient of the pressure,
σGi,j,kp, becomes:

σGi,j,kp =
1

ρi,j,k




pi,j,k − pi−1,j,k

∆x

pi,j,k − pi,j−1,k

∆y

pi,j,k − pi,j,k−1

∆z




. (3.59)

In order to obtain the discrete Laplacian, it is now necessary to take the discrete
divergence, Di,j,k, of (3.59). Considering V = σGi,j,kp, it is possible to write:

Di,j,kV =
V x
i+1,j,k − V x

i,j,k

∆x
+

V y
i,j+1,k − V y

i,j,k

∆y
+

V z
i,j,k+1 − V z

i,j,k

∆z
, (3.60)

where the superscript (.)k indicates the derivative of the term with respect to k. After
some handling, the discrete form of the LHS of the pressure equation is:

Di,j,kV =
σi+1,j,k(pi+1,j,k − pi,j,k)− σi−1,j,k(pi,j,k − pi−1,j,k)

∆x2

+
σi,j+1,k(pi,j+1,k − pi,j,k)− σi,j−1,k(pi,j,k − pi,j−1,k)

∆y2

+
σi,j,k+1(pi,j,k+1 − pi,j,k)− σi,j,k−1(pi,j,k − pi,j,k−1)

∆z2
.

(3.61)

Here, the value of the density is the one at the neighbouring cell-centres. To write the
discretisation in a more consistent way, the density was shifted to the cell-interfaces:

Di,j,kV =
σi+1/2,j,k(pi+1,j,k − pi,j,k)− σi−1/2,j,k(pi,j,k − pi−1,j,k)

∆x2

+
σi,j+1/2,k(pi,j+1,k − pi,j,k)− σi,j−1/2,k(pi,j,k − pi,j−1,k)

∆y2

+
σi,j,k+1/2(pi,j,k+1 − pi,j,k)− σi,j,k−1/2(pi,j,k − pi,j,k−1)

∆z2
.

(3.62)

Here, the values of the density at the edges σi±1/2,j,k, σi,j±1/2,k, σi,j,k±1/2 are calculated
taking the average between the neighbouring cells: σi±1/2,j,k = (σi±1,j,k + σi,j,k)/2,
σi,j±1/2,k = (σi,j±1,k + σi,j,k)/2 and σi,j,k±1/2 = (σi,j,k±1 + σi,j,k)/2. This formulation
has the exact structure of the one which is possible to find if central differences are
used for computing either Gi,j,k and Di,j,k. In this case, the combination of the two
discrete operators yields:

Di,j,kV =
σi+1,j,k(pi+2,j,k − pi,j,k)− σi−1,j,k(pi,j,k − pi−2,j,k)

4∆x2

+
σi,j+1,k(pi,j+2,k − pi,j,k)− σi,j−1,k(pi,j,k − pi,j−2,k)

4∆y2

+
σi,j,k+1(pi,j,k+2 − pi,j,k)− σi,j,k−1(pi,j,k − pi,j,k−2)

4∆z2
.

(3.63)
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Comparing (3.62) with (3.63) it is possible to notice how the formulations are substan-
tially identical, but the computational stencil of the former is halved with respect to
the latter. Both formulations were tested during the development of the method and it
was found that, as expected, the convergence process is much stabler for (3.62). In fact
the reduced stencil allows to capture the gradients of the pressure better, thus giving
a more accurate solution and easing the convergence process of the iterative solver.
The RHS of (3.58) is discretised using central differences to maintain the overall second-
order of accuracy:

bi,j,k =
1

2∆t

(
ũi+1,j,k − ũi−1,j,k

∆x
+
ṽi,j+1,k − ṽi,j−1,k

∆y

+
w̃i,j,k+1 − w̃i,j,k−1

∆z

)
.

(3.64)

Considering N = NxNyNz the total number of cells, the final discrete form of the
pressure equation yields to a linear system of equations:

Ap = b , (3.65)

where A is the matrix of the coefficients of dimensions N ×N , b is the vector of the
known terms of dimension N and x the vector of the unknown pressure distribution of
dimension N . The general form of the linear problem can be written:

api+1,j,k + bpi,j+1,k + cpi,j,k+1 + dpi−1,j,k

+ epi−1,j,k + fpi,j−1,k + gpi,j,k−1 = bi,j,k ,
(3.66)

where a, b, c, d, e, f , g, are coefficients of the problem included in matrix of the
coefficients A:

a =
σi+1/2,j,k

∆x2
, b =

σi,j+1/2,k

∆y2
, c =

σi,j,k+1/2,k

∆z2
, (3.67)

d = −σi+1/2,j,k + σi−1/2,j,k

∆x2
− σi,j+1/2,k + σi,j−1/2,k

∆y2
− σi,j,k+1/2 + σi,j,k−1/2

∆z2
,(3.68)

e =
σi−1/2,j,k

∆x2
, f =

σi,j−1/2,k

∆y2
, g =

σi,j,k−1/2

∆z2
. (3.69)

The implicit nature of the system of equations Equation (3.66) requires it to be solved
iteratively using appropriate algorithms. Once the pressure is computed, is it possible
to recover the sought incompressible solution projecting Ũ in the divergence-free space
according to the Hodge decomposition:

Un+1 = Ũn+1 −∆t∇pn+1 . (3.70)

The solver is now ready to advance to the next time-step.
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3.5.3 Solution of the pressure-equation

The creation of efficient and robust iterative methods for the solution of linear systems
of equations has always been a topic of great discussion in scientific community since
it is of interest in different fields. Nowadays, a variety of different solvers based on
different techniques are available in the literature (Hirsch, 1988; Kelly, 1995; Saad, 1996;
Beauwens, 2004). During the past twenty years, Krylov subspace methods (Arnoldi,
1951; Lanczos, 1952) has surely become the class of algorithms which defeated the other
classes for robustness and efficiency. Defining the initial residual vector as:

r0 = b−Ax0 , (3.71)

where x0 is the initial guess for the vector of unknowns, Krylov subspace methods
estimate the eigenvalues of A by picking off the largest and forming a polynomial basis
for the solution defined as:

{r0, r1, r2, ..., rI} , (3.72)

where I is the number of iterations. This sequence of polynomials forms an orthogonal
basis for the Krylov subspace:

{r0,Ar0,A
2r0, ...,A

i−1r0} . (3.73)

At every iteration, the gap between the largest and the lowest eigenvalues of the matrix
of the coefficients becomes smaller and smaller and the contribution of each iteration
to the solution decreases until convergence is reached. A variety of different methods
which take advantage of this technique have been designed (Van der Vorst, 2000). The
very first solver which made use of the Krylov subspace was the Conjugate Gradients
(CG) method by Hestenes and Stiefel (1952), which solves symmetric positive defined
problems. Even though this approach was presented in the early ’50s, it did not gain
much recognition for twenty years since the original scheme was lacking of exactness.
Reid (1972) was the first to notice the potential in the work of Hestenes and Stiefel and
succeeded in making the CG a proper iterative solver. The work of Kershaw (1978)
improved the method by adding the possibility of preconditioning. Since then, a vari-
ety of different algorithms which take advantage of the Krylov subspace were created,
e.g. Conjugate Gradients Squared (CGS) (Sonneveld, 1989), Bi-Conjugate Gradients
(BiCG) (Fletcher, 1975), Quasi Minimal Residual (QMR) (Freund and Nichitgal, 1991)
and Generalised Minimal Residual (GMRES) (Saad and Schultz, 1986). In the present
context, the Stabilised Bi-Conjugate Gradients method (BiCGSTAB) (Van der Vorst,
1992) is employed. This method was created as an alternative to the CGS method for
non-symmetric linear systems. It was noticed that CGS suffers from irregular conver-
gence behaviour when the first guess for the start of the iterative process is close to
the final solution, leading to severe spoiling of the final outcome. In BiCGSTAB, this
issue was solved and moreover the smooth convergence properties typical of BiCG were
retained.
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Algorithm of Stabilised Bi-Conjugate method.

x0 is an initial guess of the solution; (1)
r0 = b−Ax0; (2)
r̂0 is an arbitrary vector such that (r̂0, r0) 6= 0, e.g. r̂0 = r0; (3)
ρ0 = ω0 = α = 1; (4)
v0 = p0 = 0; (5)

for i = 1, ..., N
ρi = (r̂0, ri−1); (6)
β = (ρi, ρi−1)(α/ωi−1); (7)
pi = ri−1 + β(pi−1 − ωi−1vi−1); (8)
vi = Api; (9)
α = ρi/(r̂0,vi); (10)
s = ri−1 − αvi; (11)
r = (s, s); (12)
if r < ε

x = xi + αpi; (13)
quit

else
t = As; (14)
ωi = (t, s)/(t, t); (15)
xi = xi−1 + αpi + ωis; (16)
r = s− ωit; (17)

end
end

In this work, the BiCGSTAB method was implemented without the use of the pre-
conditioner. For very stiff problems, the use of a preconditioning matrix is essential
as the BiCGSTAB method alone would not achieve convergence when At → 1 (e.g.
water-air mixing).

Parallel solving of elliptic equations

Linear systems of equations which comes from the discretisation of elliptic equations,
such as Equation (3.66), bring several issues when it comes to parallel solving. Poisson
equations are particularly problematic since the information carried by the flow travels
instantaneously across the domain and a change of condition in one part of the domain
has an outright influence on the whole flow field. This requires continuous communica-
tion among the processors involved in the calculations in order to update each other on
the status of the numerical domain. Moreover, the implicit nature of the solution needs
the exchange of data to take place a number of times (strictly depending on the type
of algorithm employed) at each iteration of the solving process. Therefore, MPI-calls
at appropriate points of the code need to be included.
There are two ways with which an elliptic equation can be solved in parallel:

• Decoupled : Each processor creates its own linear subsystem of equations which
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is solved independently and the communication between the nodes is carried out
when every single system has reached a converged solution. After this update,
the iterative process starts again until a new solution is reached and so on. This
solution-update-new solution routine continues until the boundaries have con-
verged. The main drawback of the decoupled method is the introduction of a
delay in the propagation of the information across the domains, with the con-
sequence that a converged solution may not always be found. Moreover there
is a sensible increase of the total number of iterations needed and therefore of
computational time. For line-by-line relaxation methods, the boundaries of the
domains can be updated at the end of each iteration, reducing the delay artifi-
cially produced by the solver, but still the problem becomes even more evident
and difficult to overcome when many processors are involved in the computation.

• Coupled : the processors continuously update each other during every single itera-
tion without introducing any numerical delay on the propagation of the informa-
tion. This way, the convergence process becomes independent from the number of
processors used and it does not differ from the serial case. This requires a higher
amount of communication between the processors, with the risk of communica-
tion overhead4, but it is still convenient in terms of time necessary for reaching a
converged solution.

The method adopted in this thesis is the latter since it presents clear advantages com-
pared with the former and the amount of processors used for the simulations presented
in this thesis was never high enough to cause communication overhead5.
Splitting the domain over a number of processors implies that each process must be able
to exchange data with the neighbouring nodes in order to correctly compute the evo-
lution of the flow field. For this purpose, an ‘overlap’ Boundary Condition (BC) must
be implemented. As an example, let us suppose to split a 6 × 3 grid in two blocks, or
subdomains, along the x-direction. Referring to Figure 3.3, the computational domain
Ω is divided into two subdomains Ω1 and Ω2 with the creation of ghost-cells gi (with
i = 1, ..., 6), where the overlap BC will be applied. The creation of these supplementary
cells guarantees that the computations performed on the sub-domains are exactly the
same as the original single-block domain Ω and the use of MPI libraries in strategic
points of the solver allows the processes to exchange the data among each other.
Considering the case represented in Figure 3.3 and the linear system of equations aris-
ing from the discretisation of the pressure equation in two dimensions obtainable by
simplifying Equation (3.66):

api+1,j + bpi,j+1 + cpi,j + dpi−1,j + epi,j−1 = bi,j , (3.74)

4The time required for communications is higher than the time required for the calculations. This
can happen for massively parallelised simulations.

5The highest number of processors involved in a single simulation was 64.
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Ω

1 2 3 4 5 6

7 8 9 10 11 12

13 14 15 16 17 18
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15 16 17

g4

g5

g6

Figure 3.3: 6 × 3 computational grid split into two blocks. The splitting process requires the creation of
ghost-cells gi (with i = 1, ...,6) to allow the communication between the blocks.

the matrix of the coefficients for Ω for the serial case has the following structure:




c1 a1 b1
d2 c2 a2 b2

d3 c3 a3 b3
d4 c4 a4 b4

d5 c5 a5 b5
d6 c6 a6 b6

e7 d7 c7 a7 b7
e8 d8 c8 a8 b8

e9 d9 c9 a9 b9
e10 d10 c10 a10 b10

e11 d11 c11 a11 b11
e12 d12 c12 a12 b12

e13 d13 c13 a13

e14 d14 c14 a14

e15 d15 c15 a15

e16 d16 c16 a16

e17 d17 c17 a17

e18 d18 c18




,

with unknowns and solution vectors respectively:

x = {p1, ..., p18},
b = {u1, ..., u18}. (3.75)

On the other hand, the correspondent two-block problem presents two separate matrices
for Ω1 and Ω2:

A1 =




c1 a1 b1
d2 c2 a2 b2

d3 c3 a3 b3
e7 d7 c7 a7 b7

e8 d8 c8 a8 b8
e9 d9 c9 a9 b9

e13 d13 c13 a13

e14 d14 c14 a14

e15 d15 c15


 ,

A2 =




c4 a4 b4
d5 c5 a5 b5

d6 c6 a6 b6
e10 d10 c10 a10 b10

e11 d11 c11 a11 b11
e12 d12 c12 a12 b12

e16 d16 c16 a16

e17 d17 c17 a17

e18 d18 c18


 .
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with unknowns and solution vectors respectively:

x1 = {p1, p2, p3, p7, p8, p9, p13, p14, p15},
b1 = {u1, u2, u3, u7, u8, u9, u13, u14, u15},

(3.76)

x2 = {p4, p5, p6, p10, p11, p12, p16, p17, p18},
b2 = {u4, u5, u6, u10, u11, u12, u16, u17, u18}. (3.77)

Note that the coefficients for the two dimensional case do not follow their three dimen-
sional definition reported in (3.67), (3.68) and (3.69), but they need to be modified
accordingly to the reduced number of dimensions.
The issue which arises from the splitting of the domain can be understood by compar-
ing the linear problem defined for cell 9 in the single-block and two-block case. The
correct solution is represented by the former case:

a9p10 + b9p15 + c9p9 + d9p8 + e9p3 = b9 . (3.78)

In the split problem, the cell number 9 belongs to Ω1 and here both the pressure p10
and the coefficient a9 are not available since they are defined in cell 10, which is part
of Ω2. Therefore, the creation of the halo cells gi in Figure 3.3 allows to recover the
stencil required by the linear problem and makes the storage of the data coming from
the neighbouring blocks possible. For the test case considered, the conditions:

g1 = 4,
g2 = 10,
g3 = 15,
g4 = 3,
g5 = 9,
g5 = 15,

(3.79)

create an effective connection between the blocks allowing the coupled parallel solution
of the system. The update through the MPI calls is done only for the ghost cells,
which are not considered for the computation of the final solution. The same concepts
here explained apply when the domain is split along the y and/or z direction for three
dimensional cases.

Fully coupled BiCGSTAB

Considering the issues presented in the previous section, it is necessary to identify the
points along the algorithm where the processors involved in the simulation need to
exchange the data and update the ghost cells. Going through the BiCGSTAB method
presented on page 47, there are two main points where communication is required:

• When a matrix-vector product is calculated, i.e. lines (2), (9) and (14). In
these cases the processors exchange the information about the flux through the
ghost cells, avoiding the production of artificial delay in the transmission of the
information across the boundaries between blocks;
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• When inner products for the coefficients ρi, α, ωi and the residual r are computed,
i.e. lines (6), (10), (15) and (12). These parameters in fact are defined on a global
level. Following the definition of inner product:

(x,y) =
N∑

i=1

xiyi (3.80)

each processor calculates the partial inner product resulting from the cells which
belong to the subdomain it was assigned. Successively, all the partial inner prod-
ucts are gathered and summed, thus obtaining the sought global value which is
broadcasted back to all the processors.

3.5.4 Storage of the matrix of the coefficients

Another important issue arising from the linear problem due to the discretisation of the
pressure equation (3.58) is the storage requirements of the matrix of the coefficients A.
Considering N as the number of the computational cells in the domain, the dimension
of A is N ×N . Given an array of N elements, the amount of memory required for its
storage is given by the following:

Memory =
N × t

10242
[MB] , (3.81)

where t = 8 if the elements of the array are real or t = 4 if they are integers. In
Table 3.1, the formula was used to calculate the memory required by the matrix of the
coefficients, with N = N2. Different grid sizes which can be found in three dimensional
calculations were considered.

Number of elements Memory required [MB]

104 7.63 × 102

105 7.63 × 104

106 7.63 × 106

107 7.63 × 108

108 7.63 × 1010

Table 3.1: Memory requirements for the storage of an array of real numbers of different dimensions calculated
with Equation (3.81).

It is possible to realise that the amount of memory scales quadratically with the number
of elements of the array and that fulfilling the demand of memory is already impossible
for a grid with 105 cells. A solution to the problem is found by taking into consideration
that, in Equation (3.66), A is a banded matrix with five (two dimensional cases) or
seven (three dimensional cases) diagonals. This structure implies that the number of
zeros in the matrix is much higher than the non-zero elements, therefore it is possible
to store the matrix in a much more efficient way if all the numbers out of the diagonals
are not considered. The number of non-zero elements for each row are known and they
equal the number of diagonals. Therefore, the dimension of the array containing only
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the bands is Z × N (where Z represents the number of diagonals of the matrix) and
not N2. Equation (3.81) is modified as follows:

Memory =
ZN × t

10242
[MB] . (3.82)

As it is possible to see from Table 3.2, storing only the bands of the matrix is potentially
a great improvement.

Number of elements Memory required [MB] Memory saved [%]

104 5.34 × 10−1 99.931
105 5.34× 100 99.990
106 5.34× 101 99.999
107 5.34× 102 >99.999
108 5.34× 103 >99.999

Table 3.2: Memory requirements for the storage of the seven bands of A for Equation (3.82) and memory
saved compared to Equation (3.81) for different grid dimensions.

In this case the memory required is sensibly lower and it scales with the same order of
magnitude of the number of elements.
Following from this alternative storage method, some of the operations involved in the
BiCGSTAB method need to be modified accordingly. Particular attention is required
in those points of the algorithm where matrix-vector multiplications are computed, i.e.
lines (2) (9) and (14). In standard algebra the matrix-vector product is defined by:

pi =
N∑

i=1

ai,jxj , (3.83)

with the consequence that the position of the various elements ai,j inside the matrix A

is of fundamental importance. Using the new storage method does not allow to directly
apply the formula (3.83) as the position of the elements changes. In order to explain
the new method, the two dimensional case is taken into consideration. The extention
to three dimensions is immediate. The structure of A for a 2D problem is the following:




C1 C2 . . . CNx . . . . . . . . . . . . . . . CN

R1 D31 D41 D51

R2 D22
. . .

. . .
. . .

...
. . .

. . .
. . .

. . .

RNx D1Nx

. . .
. . .

. . .
. . .

...
. . .

. . .
. . .

. . .
. . .

...
. . .

. . .
. . .

. . .
. . .

...
. . .

. . .
. . .

. . . D5N−Nx

...
. . .

. . .
. . .

. . .
...

. . .
. . .

. . . D4N−1

RN D1N D2N D3N




.
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First, the elements belonging to the diagonals D1−DZ of A are stored in a vector Â,
which has consequently dimension ZN . The storage is done sweeping firstly through
the columns of the matrix and then through the rows:

Â = {D11, ...,DZ1,D1i, ...,DZi,D1N , ...,DZN} . (3.84)

As it is possible to notice, some diagonals are missing some elements (e.g. D11, D12,
D13, D21, etc), which can all be replaced by zeros.
The second step is to consider that it is necessary to map the elements of Â in the
original matrix A to be able to calculate the matrix-vector product. This can be
achieved by creating an extra vector f of the same dimensions of Â. Following the
same sweeping order adopted for building Â, the number of the column in which
the non-zero elements âi are positioned in the original matrix is assigned to each fi.
Therefore, applying this to the example f becomes:

f = {0, 0, 1, 2, Nx︸ ︷︷ ︸, 0, 1, 2, 3, Nx + 1︸ ︷︷ ︸ , ..., N − 2, N − 1, N, 0, 0︸ ︷︷ ︸} ,

Column numbers Column numbers Column numbers
of the non-zero of the non-zero of the non-zero
elements of R1 elements of R2 elements of RN

(3.85)

The elements of the diagonals not comprised in the matrix are once again replaced by
zeros. The last information that is needed to be taken into account in order to be able
to redefine the matrix-vector product is the number of non-zero elements, Z, contained
in each row of A. Having at disposal f and Z, allows to map Â onto A and therefore
it is possible to define a new matrix-vector product which suits this storage method:

pj =
Z∑

i=1

âZ(j−1)+i · xfZ(j−1)+i
. (3.86)

In conclusion, the amount of memory needed to store Â has to be increased in order
to take into account also the memory required by f , which is a vector of integers. The
improvements in terms of memory requirements brought by this method in comparison
with the storage of the full matrix of the coefficients are reported in Table 3.3.

Number of elements Storage of Â and f [MB] Memory saved [%]

104 8.01 × 10−1 99.895
105 8.01 × 100 99.990
106 8.01 × 101 99.999
107 8.01 × 102 >99.999
108 8.01 × 103 >99.999

Table 3.3: Memory requirements for storing the vector of the coefficients Â plus the vector f compared against
the space needed for the full original matrix A.

The use of this algorithm gives another advantage apart from the lower memory re-
quirement. Since the operations are carried out only for the elements of the diagonals,
the computation time is sensibly speeded-up.
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The BiCGSTAB algorithm is adapted to the new formulation just by appropriately
substituting the sum (3.86) to (3.83) in lines (2), (9) and (14) of the algorithm without
any other change.

3.6 Multi-component model

Richtmyer-Meshkov instability needs the presence of two fluids in order to manifest
itself, therefore a method which keeps track of the species propagation across the nu-
merical field is required. Here, the fluids are supposed to be miscible and the tracking-
method employed is mixture-based, which consists in adding S − 1, with S number
of species, advective equations for passive scalars qi (1 ≤ i ≤ S − 1) to the systems
Equation (3.7) and Equation (3.13):

∂qi
∂t

+
∂(uqi)

∂x
+

∂(vqi)

∂y
+

∂(wqi)

∂z
= 0 . (3.87)

These equations can be casted in different terms (e.g. density, mass fraction, volume
fraction etc.) depending on the nature of the problem. For a two-fluid model, only
one advection equation is needed to close the system. In the compressible flow model,
if the fluids present the same values of γ and Cv (specific heat at constant volume),
the additional transport equation is casted in terms of density multiplied by volume
fraction, q = ρVf , where the latter is defined as the ratio of volume of a given fluid, vi

to the total volume of the cell:

Vf =
v1

v1 + v2
. (3.88)

The volume fraction is bounded between the values of 0 (no fluid one inside the cell)
and 1 (only fluid one inside the cell). Values between 0 and 1 indicate that a mixture
of fluid one and fluid two is present inside the cell.
For the incompressible model, the transport equation is casted in terms of total density
ρI = (ρ1)I + (ρ2)I. The change of variable is due to the fact that in the compressible
model, the volume fraction is just an artifact which allows to keep track of the species
propagation without playing an active role in the model. The system Equation (3.7)
is already closed and no additional equation is needed. On the contrary, the variable-
density nature of the flow implies that the distribution of ρI due to the mixing of the
fluids is no longer known when the fluids are incompressible, therefore an additional
equation in order to close the system Equation (3.13) must be included. In this case,
the transport equation is casted in terms of total density instead of volume fraction.
This is the most efficient choice for two reasons: ρI is unknown and in addition it
gives information about the propagation of the fluids. In fact, the densities of the two
incompressible pure fluids (ρ1)I and (ρ2)I are assigned and they remain constant in
both time and space. Therefore, it is possible to determine the portion of fluid 1 or of
fluid 2 present inside a cell during the post-processing phase using the volume fraction:

(Vf )i =
ρi − (ρ1)I

(ρ2)I − (ρ1)I
. (3.89)
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Formally, casting the transport equation in terms of Vf also in the incompressible
model is correct but it is not strictly needed, since the volume fraction would be used
to calculate the distribution of density in order to solve the momentum equations.





4
Incompressible modelling of RMI

Synopsis

A
s Richtmyer did in his first analysis, RMI can be also treated as a pure in-
compressible phenomena. From a numerical point of view, the incompressible
instability can be caused by using either an impulse of velocity or a pulse of

gravity. In view of hybrid simulations, it is important to address the behaviour of
the incompressible Riemann-solvers when they are used in conjunction with the high
resolution methods presented in Chapter 3. For this purpose, both triggering methods
are tested. Data against which the numerical results are compared are provided by
the literature, where different authors carried out numerical simulations and experi-
ments on the incompressible version of the instability using the falling tank technique.
The initial conditions for the fluids are provided in the papers as well as parameters
which characterise the impulse or the acceleration imparted to the fluids. Pressure
convergence and grid-convergence tests of the solver are left to Appendices A and B
respectively.

Much of the work in this chapter will be presented in:
T.Oggian, D.Drikakis, D.L. Youngs and R.J.R. Williams, ‘Numerical uncertainty in
incompressible, variable-density flows due to reconstruction schemes and Riemann
solvers’.
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4.1 Generation of the initial impulse

The incompressible version of the Richtmyer-Meshkov instability substitutes the in-
cident shock wave with an impulse of velocity. From a numerical point of view, the
acceleration can be generated in two different ways. The first method uses the linear
analysis to derive an initial velocity field that is then applied to the interface between
the fluids which is supposed to be flat. The baroclinic vorticity is already included in
the imposed initial velocity distribution. The work of Fraley (1986) laid the founda-
tions for the production of well-posed incompressible initial conditions for numerical
simulations. Supposing that the shock wave travels along the x-direction, the author
analytically demonstrated that, contrarily to the compressible case where the solution
of the perturbation decays as ∼ x−1/2 away from the interface for strong shocks and
as ∼ x−3/2 for weak shocks, in the incompressible case it decays as ∼ e−k|x|. From
linear analysis of the governing equation and assuming incompressible, inviscid and
irrotational fluid, the initial impulse along the x-direction is described by the following
velocity potential (Drazin and Reid, 2004):

φ(x, y) = s(x)A(k)φ0sin[ky + ϕ(k)]e−k|x| . (4.1)

Supposing that the interface is located at x = 0,

s(x) =

{
1 if x > 0
−1 if x < 0

, (4.2)

and φ0 = A+∆u represents the magnitude of the initial perturbation. A(k) is a co-
efficient that compensates the finite length of the domain as it nullifies the x-velocity
component at the boundaries

A(k) =





1− e−2k(hl+x)

1− e−2khl
if x < 0

1 if x = 0

1− e−2k(hh−x)

1− e−2khh
if x > 0

, (4.3)

Here, hl and hh are the lengths of the domain along the x direction occupied by the
light and heavy fluid respectively. The velocity components are recovered by applying:

u =
∂φ

∂x
, (4.4)

v =
∂φ

∂y
. (4.5)

The vector field generated by Equation (4.1) is shown in Figure 4.1. Here it is possible to
observe the two vortexes generated by the baroclinic vorticity which, in the compressible
RMI, is deposited by the incident shock.
The alternative way of triggering the incompressible instability is to replicate the accel-
eration pulse, to which the falling box is subjected when it bounces off of the springs,
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Figure 4.1: Baroclinic vorticity generated by the initial velocity impulse from Equation (4.1) applied to a grid
with 60× 21 cells.

within the simulations. This requires the addition of a source term to the incompressible
Euler equations:





∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0

∂UI

∂t
+

∂EI

∂x
+

∂FI

∂y
+

∂GI

∂z
= −∇p+ ρg

, (4.6)

where g = g(t) is the measured gravity force and UI, EI, FI and GI are defined by the
system (3.13). The inclusion of volume force in the model also requires a modification
to the wall boundary condition, as the hydrostatic equilibrium must be respected along
the direction of the impulse x:

dp

dx
= −ρg . (4.7)

The value of g(t) is interpolated from the experimental measurement since an ac-
celerometer is always positioned on the falling box in order to record the acceleration
and the impulse to which the tank is subjected to. The interface between the fluids is
not flat as it was in the previous initialisation but it needs to be shaped accordingly
through the initial condition for the density field. In this chapter, both methods are
tested and verified against experimental results and numerical simulations.

4.2 Impulsive initial condition

The single-mode impulsive RMI where the initial velocity field is given by Equation
(4.1) is the test case chosen in order to explore the capabilities of the incompressible al-
gorithm. The simulations are compared against experiments by Niederhaus and Jacobs
(2003). For completeness, a brief description of the experimental approach is reported.

4.2.1 Experimental rig

Niederhaus and Jacobs (2003) used the falling-tank technique of Jacobs and Sheeley
(1996) to trigger the instability. The tank had dimensions of 0.2544 × 0.1199 × 0.0508
m and it was attached to a three meter high vertical rail system. The experiment starts
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by releasing the box from the top of the tracks and let it fall freely without any external
disturbance until it bounces off a system of springs, which imparts an impulsive upward
acceleration (see Figure 4.2).

Figure 4.2: Sequence of the tank falling along the vertical rails (Niederhaus and Jacobs, 2003).

The fluids employed in the experiments are a mixture of water/calcium nitrate, which
constitutes the heavy fluid, and a mixture of water/isopropanol. The resulting Atwood
number is 0.1587, with ρh = 1202.5 Kg/m3 and ρl = 873.1 Kg/m3. The media are
perfectly miscible and therefore no surface tension is present. The initial perturbation
is obtained by oscillating the tank horizontally at the desired frequency, producing
n+ 1/2 standing internal waves, with n bounded between 0 and 4.
The technique employed for the visualisation of the motion field is the Planar Laser-
Induced Fluorescence (PLIF), where a laser sheet illuminates the centre of the tank.
Disodium fluorescein is added to the heavy fluid to obtain a clear distinction of the
density field illuminated by the laser. The images of the mixing zone were obtained
using a CCD camera with a resolution of 640 × 480 pixels at 60Hz.

4.2.2 Numerical set-up

The two-dimensional single-mode test case considered is derived from the experiments
and it consists of a rectangular domain of dimensions 0.24×0.08 m. The grid resolution
used to verify the behaviour of the various Riemann-solvers and high-resolution schemes
considered is 160×496 cells, which allows to obtain a converged solution (see Appendix
B). The magnitude of the initial impulse, ȧ0, is obtained from the recorded acceleration
history of the falling tank. The triangular impulse imparted by the springs (Figure 4.3)
has a duration of 26 ms and a peak magnitude of 50 g, which results in ȧ0 = 0.225 m/s.

Since the growth of a single and constant wavelength is computed, the boundary con-
ditions along the x-direction are periodic and slip walls along y-direction are imposed
due the inviscid nature of the simulation.
The explorative purpose of the test case required the use of all the three Riemann
solvers presented in §3.5.1: LF, RU and HLL. Each flux is employed in conjunction
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Figure 4.3: Acceleration history imparted to the falling tank by the springs (Niederhaus and Jacobs, 2003).

with each of the five different high resolution methods presented in §3.4.2: M2, M3,
M5, W5, W9. The time marching scheme is the standard RK third-order accurate and
∆t is computed at each time-step depending on the CFL number, C = 0.5. The resid-
ual for the pressure was set to 1.0× 10−4 in accordance with the pressure-convergence
test, which is reported in Appendix A.
Due to the complexity of the phenomenon, obtaining local measurements of the flow
field during the experiments is not possible and the only data which are available from
the practical tests is the growth of the mixing zone, of the bubbles and of the spikes
in time, respectively a, hb and hs. The spikes are defined as the portions of heavy
fluid penetrating the light fluid and, conversely, the bubbles are defined as the portions
of light fluid penetrating the heavy fluid. Both variables are measured along the x-
direction from the initial position of the interface to the extreme points on the domain
where the volume fraction has a value of 0.5. The amplitude of the perturbation is
defined as the average between the height of the spikes and the height of the bubbles.
In order to compare this parameter with the experimental data, a is multiplied by the
wave-number of the perturbation:

ka = k

(
hb + hs

2

)
. (4.8)

4.2.3 Effect of the reconstruction scheme

Even though the incompressible method is limited to an overall second-order of accuracy
in space, it is of interest to address the behaviour of the different numerical schemes
for the fluxes reconstruction.
Considering the growth of the instability ka, in Figure 4.4 it is possible to see how M2,
M3, M5, W5 and W9 perfectly agree on its evolution since all the lines are substantially
superposed one over the other. The marginal difference which can be noticed is given
by the Riemann-solver. In particular, RU appears to be the most consistent method
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as it is not possible to distinghish the single lines as they lay on top of each other
(Figure 4.4b). On the other hand, the broadest distribution of results is given by LF
(Figure 4.4a), even though it needs to be pointed out that the biggest discrepancy
presents a very small relative error of 1.91% (between M2 and W9 at kȧ0t = 25).
This outcome was somehow expected, since this method for the computation of the
fluxes is not actually a proper Riemann-solver. In fact, the formulation of LF (3.52)
closely resembles the Rusanov variant (3.53), where the wave-speed is replaced by the
CFL stability condition S = C∆x/∆t, with C = 1. This makes the LF flux the most
dissipative and less accurate method among the three schemes employed and therefore
the most sensitive to the order of accuracy with which variables are reconstructed at
the interface between cells. Finally, the HLL solver is collocated in between LF and
RU since the envelope of the solutions given by the reconstruction scheme is visibly
reduced with respect to LF but not as narrowed as for RU (Figure 4.4c). The reason
of this can be attributed to the fact that the HLL solver consider a two-wave Riemann
fan which is somehow needless, since for incompressible flows there is only one wave
only.

4.2.4 Comparison with experiments

Integral quantities

Figure 4.5 shows the integral quantities for the reconstruction schemes M2, M3, M5,
W5 and W9 (see §3.4.2, page 37). Here, the envelope traced by the grey solid lines
represents the range of values obtained from the experimental tests. From the graphs,
it is possible to see how the parameters are included within the range of the experimen-
tal values provided by Niederhaus and Jacobs (2003) for almost all the combinations
tested. The only exception is done for HLL+M5, which at late-time predicts a slightly
higher value of khs (Figure 4.5e), resulting in an overestimation of the total growth of
the instability at late-time ka (Figure 4.5f). Apart from this particular case, excellent
agreement is found between computations and experiments for this test case from a
quantitative point of view. The predicted growth of the instability is collocated in the
higher part of the envelope, indicating higher mixing than the average of the experi-
mental values. This seems to be due to a higher growth of the spike at late-times since
khb tends to lie closer to the central part of the envelope.
Considering the differences among the trends computed by the various reconstruction
method, it is possible to always notice from the graphs that the evolutions of khs, khb
and ka in time are consistent and very good matching of the solutions is noticeable
as well. The cases where the best agreement is found are the ones where W9 and M3
are employed. Here, the biggest discrepancy between the fluxes (LF and HLL) occurs
for khb at late-times and it is less than 1% at kȧ0t = 25. On the other hand, it is
possible to observe that the least consistent method among those tested is M5 since
khs computed by LF+M5 and HLL+M5 presents a difference of 2.5% at kȧ0t = 25.

Qualitative comparison

A visual comparison between the instability predicted by the numerical simulations
and the flow field photographed during the experiments is necessary in order to give
an interpretation of the trends presented in the previous paragraph. Contour plots of
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(a) LF

(b) RU

(c) HLL

Figure 4.4: Normalised growth of the instability according to the tested reconstruction schemes.
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(a) M2: Spikes and bubbles growth (b) M2: Growth of the mixing zone

(c) M3: Spikes and bubbles growth (d) M3: Growth of the mixing zone

(e) M5: Spikes and bubbles growth (f) M5: Growth of the mixing zone

Figure 4.5: Integral quantities computed according to M2 compared with experimental envelope.
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(g) W5: Spikes and bubbles growth (h) W5: Growth of the mixing zone

(i) W9: Spikes and bubbles growth (j) W9: Growth of the mixing zone

Figure 4.5: (continued).

the numerical density field together with the experimental PLIF image are shown in
Figure 4.6. The images refer to t ≈ 900 ms.

At this moment in time, the typical mushroom-shape of RMI is very well developed and
the two big coherent structures are clearly observable on the sides of the mushroom.
The general shape and proportions look very similar in all the snapshots and the main
difference which can be noticed lies on the look of the roll-ups. A cross-comparison
between the different flux schemes shows clearly the different amount of numerical dis-
sipation which each of them provides. The worst flux in this sense is the LF. In fact,
for a given reconstruction scheme, the appearance of the side vortexes is the least sharp
and least defined, despite the fine grid resolution. On the contrary, HLL flux gives the
best defined roll-ups. RU lies in between LF and HLL since it captures the features
better predicted by HLL than LF. As a direct consequence of the different amount
of the dissipation given by the Riemann-solvers, the details of the structures that are
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(a) PLIF image of the flow-field from Niederhaus and Jacobs (2003).

LF RU HLL

(b) M2

LF RU HLL

(c) M3

Figure 4.6: Comparison between PLIF image of the instability from Niederhaus and Jacobs (2003) (top figure)
and the density contours of the numerical field obtained from the simulations at t ≈ 900 ms. The snapshots from
the simulations are rotated for clearer comparison. From the top to the bottom of each row, the mushrooms are
computed with: M2, M3, M5, W5 and W9, whereas from left to right the fluxes employed are LF, RU, HLL.
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LF RU HLL

(d) M5

LF RU HLL

(e) W5

LF RU HLL

(f) W9

Figure 4.6: (continued).
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captured increase from LF to HLL.
The mushrooms can also be compared from the point of view of the reconstruction
scheme employed. Similar considerations can be drawn. Increasing the order of accu-
racy of the reconstruction at the cell interfaces (i.e. reducing the amount of dissipation
provided by the numerics) results in a better capability of the solver in capturing fine-
scales structures. Independently from the Riemann-solver employed, the level of the
details provided by the code, varying from the least (M2) to the most (W9) accurate
reconstruction schemes, is higher and higher and the roll-ups become sharper.
It needs to be pointed out that less numerical dissipation, thus more details and sharper
interface between the fluids, does not imply that the solution reflects the reality. In
fact, comparing the snapshots obtained from the simulations against the PLIF image
from Niederhaus and Jacobs (2003) (Figure 4.6a) reveals that the numerical schemes
can capture structures and flow-features that are not present in the reality. In these
terms, the best example is given when LF flux and W9 reconstruction scheme are used
together (leftside of Figure 4.6e). Here, even though the external edge of the mushroom
closely resembles the reality, the zone in which the roll-ups are supposed to develop is
not correctly reproduced by the simulation, where these features look as if they broke
up. Remarkable differences can be noticed in almost all the combinations between
fluxes and reconstruction schemes, with an exception made for the most dissipative
ones (M2 and M3 with LF or RU). The snapshot which resembles the experiments
more closely is given by the coupling RU+M3 (central mushroom in 4.6c). Here in
fact, the roll-ups are more defined and regular than the other simulations, although the
number of close-ups is inferior.

4.2.5 Considerations

From the results presented, some considerations need to be done before proceeding
further. Looking at the trend of the integral quantities, the schemes are found in very
good agreement with the experiments. Supposing the correct solution to lie around
the centre of the experimental envelope, a slight overestimation of the spike growth
is present at late-times. The explanation for this lies in the fact that the numerical
simulations do not correctly capture the roll-ups at the sides of the mushroom, since the
number of the close-ups of the vortexes detected in the experiments is higher than the
value computed by the simulations. These structures directly influence the growth
of the instability, as they are associated with a low-pressure zone just behind the
head of the spike and which retain the mushroom from propagating. Moreover, inside
the coherent structures, the viscous forces and Kelvin-Helmholz instability lead the
evolution of the flow-field and the development of the vortexes. In the code described
in this document, the viscous forces are not taken into account, therefore it is not
possible to correctly capture these features, even with higher-order of accuracy schemes.
Due to the impossibility of carrying out experimental measurements which concern
variables other than the growth of the interface, it is not possible to find a confirmation
directly from the practical tests. Nevertheless, a support to the above statement comes
by comparing the results presented in the previous paragraph against the prediction
obtained with a different numerical simulation on the same test case. Mueschke et al.
(2005a) used a second-order accurate inviscid solver on a 100×310 grid to compute the
SM-RMI in its incompressible version. The comparison of the growth of the instability
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presented in the paper against the combination RU+M5 is presented in Figure 4.7. As
it is possible to notice from the graph, perfect agreement is found between the different
inviscid numerical techniques.

Figure 4.7: Growth of the instability computed by RU+M5 compared against the inviscid simulation from
Mueschke et al. (2005a).

4.3 Acceleration pulse

This second modelling approach was also taken into consideration to test the solver and
the data for the initialisation were provided by Kotelnikov et al. (2000). Here, the au-
thors used the Vortex-In-Cell (VIC) technique to numerically replicate the experimental
test case from Jacobs and Niederhaus (1997), who adopted the falling tank technique to
trigger the incompressible RMI. The measured acceleration history is showed in Figure
4.8.

Figure 4.8: Acceleration pulse on the falling tank (Kotelnikov et al., 2000). The solid line represents the
measurement by the accelerometer and the dashed line is the approximating analytical function Equation (4.9).

The solid line which represents the recorded data is approximated by the analytical



70 4.3. Acceleration pulse Incompressible modelling of RMI

function:

g(t) =

{
390 sin(π/1.92t) m/s2 if 0 < t/60 < 1.92

0 otherwise
, (4.9)

The temporal unit of measurement considered is 1/60 s since this corresponds to the
time between two subsequent experimental frames.

4.3.1 Description of the test case

Using the gravity force to trigger the instability in the numerical model requires that
the interface between the fluids is not flat as in the previous case. In fact, if in the case
of the impulse of velocity the deposition of baroclinic vorticity was directly included
in Equation (4.1), the use of the experimental data to trigger the instability requires
the interface to be shaped accordingly to the desired case. Here, the SM-RMI is still
considered. The perturbation is sinusoidal with a constant wavelength λ = 74.87 mm.
As in the previous case, only one wavelength is taken into consideration in the simu-
lation and symmetric BC is applied along the direction normal to the impulse. The
amplitude of the wave a is 2.32 mm. The fluid densities are set to 1.96 Kg/m3 and 2.52
Kg/m3, which result in At = 0.125.
The dimensions of the domain are: −74.87 ≤ x ≤ 74.87 mm and 0 ≤ y ≤ 74.87 mm
and the grid resolutions employed are: 64× 32 (G1), 128× 64 (G2) and 256× 128 (G3)
cells.
The Riemann-solver for this investigation is RU. The choice is made according to the re-
sults obtained for the impulsive initialisation. In fact, even though the results produced
by the schemes are in very good agreement for the integral quantities of interest, RU
proved to be the least affected method by the high-resolution scheme chosen. Due to
the explorative nature of the test case, M2 is employed in conjunction with RU because
of its light computational demand compared to the other high-resolution methods.

4.3.2 Comparison against experiments and VIC simulations

The growth rate of the instability computed by the PP solver and compared with the
reference results from Kotelnikov et al. (2000), which found very good agreement with
the experiments, is presented in Figure 4.9.

The convergence of the grid is obtained for G3. A clear overestimation of a is noticeable
at late-time, whereas perfect agreement between the simulations is found at the early
stage of the instability. In order to investigate further into this discrepancy, comparison
of the flow-field at different instants in time is provided in Figure 4.10, where the
evolution of the mushroom computed by the PP solver and the experimental images
are juxtaposed.

From the images, it appears clear how the formation and the evolution of the side vor-
tices predicted by the numerical simulation is delayed with respect to the experiments.
Comparing the flow field when the coherent structures are forming (Figure 4.10d), it
clearly stands out that the vortexes at this moment in time are in a more advanced
status of development in the experiments. In fact, the PLIF image shows that the
coherent structures present half of a roll-up, whereas in the simulation this feature has
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Figure 4.9: Growth of the instability computed by the PP solver compared against the VIC simulation from
Kotelnikov et al. (2000).

just started to form. This delay has repercussions on the successive evolution of the
mushroom and the number of roll-ups in the simulation at late-time (t/60 = 35) does
not equal the experiments.
The overestimation of the growth in the PP case finds an explanation when the value
of the circulation, Γ , in time is plotted against the VIC result. Figure 4.11 shows the
comparison of evolution of the Γ , defined as:

Γ =

∫

y≤Ly/2
ω dxdy , (4.10)

where ω is the vorticity.
In both cases, it is possible to notice how the baroclinic vorticity is generated by the
gravitational pulse during 0 < t/60 < 1.92 and successively (t/60 > 1.92) Γ manifests
a plateau. For t/60 > 1.92 no source of ω is present in the numerical field, which is
allowed to evolve freely. Nevertheless, the amount of vorticity deposited at the interface
by the gravity pulse is different depending on the numerics employed. The PP case
predicts a higher Γ than the VIC case, which explains why the instability grows more
quickly according to the former solver.

4.4 Summary

From the comparison of the PP results against the VIC numerical simulations and ex-
periments, it appears clear how the PP solver presented in this thesis is sensitive to the
triggering cause of the instability. In fact, using the impulse of velocity allows to obtain
very good agreement with the experiments. On the contrary, if the instability is caused
by a pulse of gravity, then the simulations fit very well with the experimental data
only during the early-stages and at late-times they tend to overestimate the growth. A
common point which was found is that, in both cases, the coherent structures typical
of the SM-RMI computed by the PP code are not as detailed as what the experiments
found. In fact the number of roll-ups predicted by the numerical simulations is less
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(a) t/60 = 0 (b) t/60 = 5

(c) t/60 = 10 (d) t/60 = 15

(e) t/60 = 20 (f) t/60 = 25

(g) t/60 = 30 (h) t/60 = 35

Figure 4.10: Juxtaposition of the image of the the RMI mushroom at different instants in time from the
experiments (Jacobs and Niederhaus, 1997) (left) and from the simulation (right). The snapshot from the
numerical simulations are rotated for better comparison.

than what appears in reality. Comparison with other inviscid simulations allowed to
clarify that the inviscid nature of the Euler equations is the reason of the discrepancy.
It is of no interest to investigate further into this field as the issue has already been a
topic of research in the literature (Mueschke et al., 2005a,b). Secondly, even though
the SM-RMI is currently a field of research, this project aims to create a new numerical
approach to investigate the MM-RMI.
The discrepancies against experiments that were noticed in the incompressible simula-
tions also highlight how the assumption of perfect fluids might not be appropriate for
SM studies as the cores of the late-time coherent structures, where the viscosity plays
a dominant role, is not properly represented. For reliable long-time SM simulations, it
is crucial to correctly capture these vortices as the viscous forces acting within strongly
influence the growth of the instability at late-time. On the other hand, when the per-
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Γ

Figure 4.11: Circulation for 0 ≤ y ≤ Ly/2 computed by the PP solver and VIC method.

turbation includes a range of different wavelengths, the evolution of the mixing layer
is independent from the viscosity of the fluids. In MM-RMI each protuberance of the
interface generates a single mushroom and late-time behaviour is governed by the in-
teractions between these structures which generate new scales of motions that interact
with the whole flow field. Therefore, the range of temporal and spacial scales is broad
and the viscosity does not have an important effect on the growth of the mixing layer.
Further confirmationd comes from the numerical simulations and theories presented in
§2.3, as all of them make use of the Euler equations.
On the base of all the two-dimensional analysis, it has also been possible to realise
how the reconstruction variants have a smaller influence on RU than on LF and HLL.
Therefore the former Riemann-solver was chosen to be used in the three-dimensional
simulations presented in the following chapter. The decision of not using the HLL
scheme, although the good results, is due to the fact that its two-wave structure is not
appropriate for the incompressible model, which exhibits a one-wave structure solution.
Moreover obtaining convergence of the pressure residual proved to be difficult, espe-
cially when high-order methods were employed. W9 was also not included in MM-RMI
either since the ratio between computational cost and result improvements turned out
to be very high.





5
Hybrid treatment of RMI

Synopsis

T
he late-stage of RMI where the shocks are sufficiently far from the interface is
characterised by a low velocity flow field. This prompts to the use of the incom-
pressible model in the simulations, as compressible solvers are affected by issues

when they are employed for low-Mach number flows. A novel technique which consists
in operating a numerical switch, or transition, between compressible and incompressible
method is used to study the late-stage of the instability. Using a shock wave to trigger
RMI and investigating the compressibility of the numerical field in time showed that
there are the conditions for initialising the PP solver from the results computed by the
compressible model. Comparison between fully compressible and hybrid solution on
both SM- and MM-RMI cases are presented. Moreover, the simulation time is pushed
beyond any limit reached so far with a compressible code in order to study the very
late-stage of the instability.

Much of the work in this chapter will be included in:
T. Oggian, D. Drikakis, D.L. Youngs and R.J.R. Williams. ‘A hybrid compressible-
incompressible solver for multi-component flows’ and it will also be presented at the
13th International Workshop on the Physics of Compressible Turbulent Mixing. 16-20
July 2012, Woburn (UK).
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5.1 Compressible methods in the low-Mach limit

Assuming a general single-specie flow, from a theoretical point of view the incompress-
ible model is only a subset of the compressible case and the difference between them lies
on the fact that the density in the latter is considered to be constant both in space and
time instead of a varying parameter. Nevertheless, two distinct sets of PDE of different
nature, Equation (3.7) and Equation (3.11), are employed for the representation of the
models, implying that different numerical techniques have to be considered in order to
solve them. This brings about two relevant issues: is a compressible solver capable of
correctly capturing the low-Mach structures which could be present in the numerical
field? Is the solver able to run in a stable and consistent manner with the flow physics
if, for any reason, the numerical field becomes incompressible during its evolution? Nu-
merical simulations by Volpe (1993) showed that the FV method employed to solve the
compressible model for low-Mach number flows fail. The first analytical analysis of the
problem was presented by Turkel et al. (1994) and a clear understanding of the matter
was achieved thanks to the works of Schnochet (1994) and Grenier (1997). Studying
the Euler equations in their compressible formulation, the authors found that their
solution, s(x, t), can be split into a fast acoustic component sfast(x, t, t/M) and a slow
component sslow(x, t) in the following way:

s(x, t) = sfast(x, t, t/M) + sslow(x, t) +O(M∗) . (5.1)

sslow represents the solution of the incompressible system and it has the order of mag-
nitude O(M2). Carrying out the asymptotic analysis for the discrete Euler equations
and comparing the results with the exact solution, initially Guillard and Viozat (1999)
and successively Guillard and Murrone (2004) showed that in Godunov-type schemes
the solution of the Riemann problem at the cell interface creates an artificial acoustic
wave of the same order of magnitude of O(M) which destroys the incompressible sought
solution. This is known in the literature as ‘cancellation error’ and it is strictly related
to numerical round off errors. When M ≪ 1, the thermodynamic quantities ρ, p and
T change very slightly if compared with their stagnation quantities. This implies that
the value of their gradients, which are included in the slow component of the solution
(5.1), can be small enough not to be computed with the necessary accuracy. Further
analytical analysis by Thornber et al. (2008a) related the entropy generation with the
dissipation of kinetic energy, proved that the projection of the initial data on piecewise
constants creates an artificially large velocity jump at the cell interface. In addition to
the cancellation error, compressible codes also suffer from loss of efficiency during the
simulation time. In fact, for this class of solvers, the stability condition is dictated by
the speed with which the fastest acoustic wave travels, i.e. the highest eigenvalue of
the system:

C =
λn∆t

∆x
, (5.2)

where λn = max{|uq| + aq}. The subscript (.)q indicates the three directions x, y and
z. Hence, when the Mach number of the flow is low and the sound speed, aq, becomes
significantly larger than the speed with which the flow evolves, uq, the speed of acoustic
waves determines the time-step size even though they do not play a significant role in



Hybrid treatment of RMI 5.1. Compressible methods in the low-Mach limit 77

the fluid flow. This implies a clear loss of time-marching efficiency.
Since the incompressible model is a subset of the compressible one, the latter can some-
how be modified to improve the quality of the solution when M is low. Obviously, it
does not work the other way around. In order to overcome these issues, three main
paths have been followed so far. The first way is to entirely modify the numerics to
solve the compressible Euler equations, either introducing a reference state for the vari-
ables and perform the calculations only on their fluctuations (Sesterhenn et al., 1999),
or introducing a predictor-corrector type algorithm which involves the solution of one
(Klein, 1995; Roller and Munz, 2000) or two elliptic-equations for the pressure (Schnei-
der et al., 1999). The second method, adopted by Guillard and Murrone (2004) and
by Thornber and Drikakis (2008), aims at modifying the Riemann-solver itself either
by compensating for the strength of the acoustic wave, in the former, or modifying
the wave strengths in the Roe scheme, in the latter. The third way, which focuses on
the solution of the cancellation error, was introduced by Thornber et al. (2008b). It
consists in correcting the extrapolated quantities locally in order to reduce the artificial
velocity jump at the cell interfaces.
In the framework of RMI, it is of key importance to have a reliable compressible solver
at disposal even when M is low since the instability involves both flow regimes: com-
pressible at early time and incompressible during the late-stage (see §1.2). In this
chapter, a new way which aims to overcome the issues mentioned above is presented
and tested. Although the method was initially thought and developed to study the
late-time growth of RMI, it does suit all those classes of flows which start as com-
pressible and become incompressible with time. The approach does not follow any of
the previous paths which have been investigated so far since it does not try to modify
the compressible methods used in order to compute low-Mach number flows. From a
conceptual point of view, it is much simpler, even though much more drastic than the
solutions previously presented and it allows to bypass the issues related to the cancel-
lation error and the time-stepping computation typical of compressible solvers. The
main idea behind it is to employ the right numerical model depending on the situation
of the field. The simulation starts with a compressible solver to allow the shock wave to
trigger the instability and at a precise moment during the simulation a literal switch to
the incompressible solver previously introduced is operated. The compressible solution
is employed as the new initial condition.

5.1.1 Numerical transition

The numerical transition between the compressible and incompressible solver is based
on the Mach number of the flow. After every time-step of the compressible phase,
the distribution of M in the computational domain Ω is calculated and the switch is
operated when maxΩ{Mi,j,k} is less than a given threshold MNT, which is a matter of
investigation.
Moving from compressible to incompressible model implies a change in the unknown:

[ρ, ρu, ρv, ρw,E, ρVf ]
T −→ [p, ρu, ρv, ρw, ρ]T .

As it is possible to notice, both the pressure and the density fields need to be initialised.
There are two ways for initialising the pressure. The first is from the equation of the
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total energy E per unit volume:

E =
p

γ − 1
+

1

2
ρC|U|2 , (5.3)

which in this case becomes:

p = (γ − 1)

[
E − 1

2
ρC|U|2

]
. (5.4)

The second way is as a constant value throughout the domain. Since the initial dis-
tribution of p is only the initial guess needed by the iterative solver, the best choice is
dictated only by the numerics, i.e. by the ease with which the iterative process reaches
the converged solution. The achievement of the incompressible solution is guaranteed
by solving the pressure equation which computes the pressure distribution needed for
a divergence-free field.
The key point is how to initialise the incompressible density inside the numerical field.
In fact, the densities of the fluids need to be artificially corrected in order to respect
the incompressibility constraints which assumes them to be constant for a given fluid.
The distribution of ρ inside the numerical domain is consequently adjusted by using
the volume fraction from the compressible simulation. The solution adopted here is
the following. First, considering the compressible solution, the cells where Vf is either
1 or 0 are identified and their densities are averaged separately, thus obtaining a value
for (ρ1)I and another for (ρ2)I. The other step is to assign the value of density to the
cells where mixture between the fluids is present, i.e. 0 < Vf < 1. This is accomplished
through the use of the volume fraction available from the compressible solution:

ρI = Vf (ρ1)I + (1− Vf )(ρ2)I . (5.5)

Even though the distribution of the density is artificially modified in order to enforce
the conditions for incompressibility, the conservative variables ρu, ρv and ρw remain
unaltered.

5.2 RMI transition investigation

The Richtmyer-Meshkov instability is triggered by a shock wave hitting the perturbed
interface between two fluids of different densities. This generates a transmitted shock
wave which travels along the same direction of the incident shock and a reflected wave,
which travels backwards. As the reflected and transmitted shock waves move away from
the interface, the effect of compressibility on the mixing layer becomes less and less
important and the incompressible regime is achieved in time. It is commonly accepted
that the transition from compressible to incompressible evolution of the mixing layer
takes place when Richtmyer’s linear model starts to break down. Very few studies on
this matter have been presented in the literature. The very first one was conducted
by Aleshin et al. (1988), who carried out some experiments on the single-mode RMI,
trying to quantify the transition time. The authors proposed the following relation:

∆ttr ≈
1

k2At∆ua0
, (5.6)



Hybrid treatment of RMI 5.2. RMI transition investigation 79

where, ∆ttr is the time-interval between the instant when the shock hits the interface
and the transition between compressible and incompressible evolution of the mixing
zone. A similar relation was proposed also by Grove et al. (1993). Equation (5.6)
represents a possibility on which basing the numerical transition that is intended to
be tested in this work. In order to check the feasibility of the hybrid compressible-
incompressible simulation and the moment of switch between the models, it is necessary
to investigate further into the result of Aleshin et al. (1988) and into the transition
between the flow regimes. For this purpose, both of the two-dimensional single-mode
and the three-dimensional multi-mode test cases are considered.

5.2.1 Single-mode perturbation

The dimensions of the domain for the SM test case are −4π < x < 4π and 0 <
y < 2π with a grid resolution of 256 × 64 cells. The initial conditions of the fluids,
derived from Li and Zhang (1997), consist of a light and a heavy gas separated by a
sinusoidal perturbation of amplitude 0.2 and an incident shock wave with Mach number
1.5 travelling from the light towards the heavy fluid along the x-direction. Supposing
the starting position of the shock to be at x = −1.0, the initial state of the fluids are
the following:

−4π < x < −1.0 (ρ, u, p) = (1.98,−6.15, 256250) , (5.7)

−1.0 < x < 1.0 + ℘(y) (ρ, u, p) = (1.15,−151.1, 100000) , (5.8)

1.0 + ℘(y) < x < 4π (ρ, u, p) = (5.77,−151.1, 100000) , (5.9)

where ℘(y) is the perturbation applied to the interface. Due to the Eulerian nature
of the code, the non-shocked fluids are assigned a non-zero x-velocity component in
order to keep the interface at the centre of the domain after the incident-shock hits
it and to avoid it to be pushed out. The boundary conditions are periodic along the
y-direction, whereas a one-dimensional extended domain is used at both the inlet and
the outlet in order to allow the shocks to exit the domain preventing their excessive
reflection. This technique does not completely eliminate the reflection of the shock
waves, which is impossible to cancel where the mesh size changes, but reduces their
magnitude by approximately 99.97% (Melnikov, 1995). The Riemann-solver employed
is the compressible HLLC and the reconstruction of the variables at the cell interfaces
is carried out by M2. The time-marching method adopted is the standard three-step
RK and the CFL number was set to 0.2.
Using the initial data and Aleshin’s formula, it is possible to estimate the instant when
the linear model starts to lose its validity for this test case. The time between the
start of the simulation and when the incident shock hits the interface is estimated as
∆thit = ∆x/M0c0 = 0.00089 s, where M0 and c0 are respectively the Mach number
and the speed of sound of the non-shocked heavy fluid. On the other hand, using
Equation (5.5) it is possible to find: ttr = 0.06513 s. Therefore, the linear model is
expected to break down after about 0.06602 s from the start of the simulation. Excellent
agreement of this numerical estimation is found with the numerical simulation. Looking
at the growth of the interface plotted in Figure 5.1, it is possible to observe that it
is deviating from the linear model exactly around the moment in time predicted by
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Figure 5.1: Comparison between Richtmyer’s linear model and the growth predicted by the numerical simu-
lation. The point ‘1’ represents the instant computed using Aleshin’s formula Equation (5.6) and the point ‘2’
represents the instants when the transmitted shock wave has left the domain.

Aleshin’s formula, which is represented on the graph by the black point on the line
marked as ‘tr’. Although the results match very well, it is still not possible to take
Equation (5.6) as the reference for applying the numerical transition. In fact, looking
at Figure 5.2c and Figure 5.2d, it appears clear how at ttr the transmitted shock wave
is still present inside the numerical domain and it is travelling towards the left side.
Therefore, the effects of compressibility are still dominant and this does not allow to
initialise the incompressible solver. In order to operate the numerical switch on the
base of Equation (5.6), a shorter domain would be needed, but in this case a priori
knowledge of the final dimension of the mushroom is needed to choose an appropriate
length. Another possibility is not to change the original dimensions of the domain and
to wait for both shock waves to be gone. In fact, the points ‘tr’ and ‘1’ in the graph of
Figure 5.2c are very close and at t1 the linear model has just started to break down.
Therefore, a slight delay with respect to the optimal point can be introduced in the
transition instant without being too far from it. It also needs to be remarked that
Equation (5.6) is only meant for single-mode perturbations and it is not possible to
do such a prediction for multi-mode interfaces. The numerical switch can therefore
be based on either the value of divergence of velocity or the Mach number inside the
domain. Since there is not a clear threshold between a compressible and incompressible
flow for the former parameter, M < 0.3 is adopted as the rule for distinguishing the two
regimes. When the transmitted shock leaves the domain (t ≈ 0.07097), it is possible to
see from Figure 5.2f how the Mach number inside the domain is close to zero all over
the domain but around the developing interface it assumes values around 0.16. This
indicates a clear incompressible flow with which the PP solver can be initialised.

5.2.2 Multi-mode perturbation

The three-dimensional domain for the investigation on the transition for multi-mode
perturbation are −2π < x < 2π, 0 < y < 2π and 0 < z < 2π and the computational
mesh has a resolution of 64 × 32 × 32 cells. The perturbation at the interface is given
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(a) t = 0, divergence of velocity [1/s] (b) t = 0, Mach number

(c) t1 = 0.06513 s, divergence of velocity [1/s] (d) t1 = 0.06513 s, Mach number

(e) t2 = 0.07097 s, divergence of velocity [1/s] (f) t2 = 0.07097 s, Mach number

Figure 5.2: Contour floods of divergence of velocity (left) and Mach number (right) at significant instants in
time.

by a Narrow Band (NB) combination of linear modes with random phase and a power
spectrum proportional to the inverse of the wavenumber1. The initial conditions and
the numerics employed for this case are the same as in the SM case.
In Figure 5.3 it is possible to observe the growth of the instability computed in time and
the point ‘1’ is the instant when the transmitted shock has left the domain (t ≈ 0.0240
s). Similarly to the previous case, the shock exits the domain when the linear stage
of the instability is ending. Looking at the compressibility of the numerical field at
this instant in time (Figure 5.4), the Mach number inside the domain is well under 0.1
almost everywhere, with an exception made for the zone around the growing interface
and the right side of the grid. In fact, since the transmitted shock has just left the
domain, part of its wake is still present. Nevertheless, confirming the results obtained
for the two-dimensional case, the flow field is clearly incompressible everywhere, which
makes it possible to initialise the PP solver.

5.2.3 Criterion for the numerical transition

From the two test cases implemented, important conclusions can be drawn in view of
hybrid simulations. If the formula Equation (5.6) was to be adopted, it might not be
possible to operate the switch because both or either one of the transmitted and the
reflected waves could still be present in the numerical domain. This would impede the
initialisation of the incompressible flow model, since the compressibility of the numerical
field is still too high. Moreover, the prediction is valid only when the perturbation is

1More details on the initial perturbation are given in §5.4.1.
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Figure 5.3: Growth of the multi-mode perturbation. The point ‘1’ indicates the instant when the transmitted
shock has left the domain.

(a) y-z plane, x ≈ 0.25. (b) x-z plane, y ≈ 1.57.

Figure 5.4: Slices of the computational domain flooded with Mach number at t1 = 0.0240 s for MM perturba-
tion.

of SM type. Waiting until both shocks have left the domain constitutes another valid
option for the numerical transition. In fact, as shown by the test cases, for the domain
dimensions which are typically applied for studying RMI, the time needed for the
shocks to move out from the domain corresponds approximately to the linear-stage of
the growth of the instability. Therefore it is possible to take advantage of this fact and
operate the switch just after the instants when the last shock has left the domain. The
criterion used for the hybrid simulations is the following. After every time-step of the
compressible phase, the distribution of M in the computational domain Ω is calculated
and the switch is operated when

maxΩ(Mi,j,k) < MNT , (5.10)

where MNT is a given threshold which is a matter of investigation.
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5.3 Hybrid single-mode perturbation

The first test case taken into consideration to test the hybrid solver is that of SM pertur-
bation. The dimensions of the computational domain are: −4π < x < 4π, 0 < y < 2π.
Different grids with increasing resolution are employed to test the consistency of the
method: G1 (64 × 16), G2 (128 × 32), G3 (256 × 64), G4 (512 × 128). The initial
conditions are the same of the test case presented in §5.2.1.
The reconstruction at the interface is done by the M2 scheme, whereas the time-
integration chosen is the third order Runge-Kutta method. The CFL number for
the compressible simulations is 0.5 it is decreased to 0.05 during the incompressible
stage. This change was due to stability reasons after the numerical transition. In fact,
since the computation of ∆t is different in the two cases, it was necessary to reduce
the CFL number in order to preserve the value of the time-step after the transition,
thus avoiding an abrupt change. The residual for the pressure equation during the
incompressible phase of the simulations was chosen r = 1 × 10−4 in accordance with
the pressure-convergence test. The value of MNT on which the numerical transition is
based is investigated and the values MNT = 0.2, MNT = 0.3 are taken into considera-
tion. Similarly to the impulsive RMI, the parameter which is taken into account in the
comparison of the results is the growth of the mixing layer defined as:

Ws =
hb + hs

2
, (5.11)

5.3.1 Grid convergence and moment of transition

The grid-convergence test is based on the Grid Convergence Index (GCI), defined as
(Roache, 1998):

GCI = Fs
|ǫ|

rp − 1
. (5.12)

ε is the relative error between two grids where one is created by doubling the resolution
of the other and the values of the constants adopted are: Fs = 3, p = 2 and r = 2.

Time [s] GCI [%]
G1-G2 G2-G3 G3-G4

0.10 4.55 1.16 0.42
0.15 3.69 0.46 0.34
0.20 2.83 1.02 0.38

Table 5.1: GCI at different instants in time (see Figure 5.5) after the numerical transition.

Figure 5.5 shows that the convergence of the grid is achieved by G3, but good results
are also obtained using G2. Comments on the physical evolution of the instability are
discussed in the next paragraph.
The next parameter which was checked is the influence of the moment at which the
numerical transition was operated. Using MNT = 0.2 or MNT=0.3 as reference for the
transition did not bring any significant variation worth mentioning. This can be easily
explained by looking at Figure 5.6.
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Figure 5.5: Grid-convergence for the growth of the mixing layer.

m
a
x
Ω
(M

i,
j
)

Figure 5.6: Highest local value of Mach number in time for fully compressible simulation.

The initial velocity component which the non-shocked fluids are given is meant to
prevent the interface from being pushed out from the numerical domain while growing.
This implies that the fluid far from the interface has very low velocity, therefore very
low Mach number. Hence, the high value of maxΩ(Mi,j) at the early stage is due to
the presence of the transmitted shock in the numerical field. As soon as this leaves the
domain, maxΩ(Mi,j) drastically drops down from 0.96 to approximately 0.15 and the
transition from maxΩ(Mi,j) = 0.3 to maxΩ(Mi,j) = 0.2 takes place in few time-steps
without producing any remarkable difference between the after-switch physics of the
numerical field in the two cases. The only alteration which was possible to notice was
on the iterative process during the first time-steps immediately after the transition.
In fact, setting MNT = 0.2 resulted in a higher number of iterations necessary for the
Poisson-solver to reach the convergence (Figure 5.7).
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MNT = 0.2

MNT = 0.3

Figure 5.7: Number of Iterations, NI, necessary for the Poisson-solver to reach the convergence (r < 10−4)
during the first Time-Steps, TS, after the transition normalised by NImax. The numerical switch is operated
between TS = 1985 and TS = 1986 for MNT = 0.2 and between TS = 1983 and TS = 1984 for MNT = 0.3.

5.3.2 Comparison with compressible simulation

Fully compressible simulations of the single-mode test case were run to compare the re-
sults obtained against the hybrid solver (H). The low-Mach correction is also employed
(C+LM) in order to assess the improvement of the solution from the standard com-
pressible solution (C). The numerical analyses considered for this purpose are the ones
run using the finest grid G4. The density values computed at the end of the compress-
ible stage and with which the incompressible solver was initialised are: (ρ1)I = 2.68
and (ρ2)I = 13.01.
The main distinction between the results obtained is that a divergence-free flow field
must be retrieved after the numerical transition by the pressure-projection method in
the hybrid simulation. Figure 5.8 shows the comparison of the evolution of the av-
erage value of |∇ · u| within the numerical domain in time for both the compressible
and hybrid case, starting from the instant when the numerical transition was applied:
tNT = t(MNT) ≈ 0.0052 s.

As it can be noticed, the two methods give the results which are expected. After the
transition, |∇ · u| in the compressible case has a low value but still far from being
considered divergence-free, whereas when the incompressible solver is used, the pa-
rameter assumes a value very close to zero. It needs to be specified that the perfect
divergence-free condition cannot be strictly achieved as the pressure term is computed
by an iterative process within an appropriate tolerance (see Appendix A). In the former
case, the divergence of velocity decreases very quickly in time after the last shock wave
has left the domain, reaching its lowest value of about 1.45 s−1 at late-time. Therefore,
even though for t > 0.052 s no shock wave is present in the numerical domain, traces
of compressibility are clearly present. On the contrary, the incompressible stage of the
hybrid simulation predicts a flow field which is divergence-free, considering an appropri-
ate tolerance, from the very first time-step after the numerical transition. In fact, the
average |∇ ·u| is of the order of magnitude of 10−2 s−1, but for t ≥ 0.08 it decreases to
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|∇
·
u
|

Figure 5.8: Average value of |∇ · u| in time after the numerical transition (tNT ≈ 0.0052 s) for compressible
(C+LM) and incompressible (H) case.

10−3 s−1. A deeper insight on the distribution of divergence of velocity is obtained from
Figure 5.9. Here, the punctual value along the central row of cells (y = π) is plotted
for both C+LM and H cases at various moments in time for t > tNT. The compressible
solution shows a very irregular trend which is bounded between +20 s−1 and -30 s−1

at t = 0.06 s and becomes smoother at late times, with −5 s−1 > |∇ · u| > +5 s−1. In
the hybrid simulations, the incompressibility constraint is also achieved locally, since
the values of the parameter are of the order of magnitude of 10−3 at all the instants
and along the entire dashed line.

The main parameter of interest for RMI cases is the growth of the mixing width. Its
trend in time is plotted and compared in Figure 5.10. As it is possible to notice, at
tNT there is a bifurcation of the solution. In fact a very small discrepancy between the
compressible and hybrid simulation is present and the latter predicts a slightly higher
mixing between the fluids. This difference seems to slightly increase as the time goes by,
since the two lines tend to move away from each other. Comparing the numerical values
of a at some instants in time (Table 5.2), it is possible to notice that the relative error
between the solutions, although very small, tends to increase for t > 0.125 s. The low
values of εr show that even though the numerics involved with compressible and hybrid
simulations are completely different, they tend to be in very good agreement. Another
important outcome which needs to be pointed out is that the continuity of the trend is
not broken during the first time-steps just after the transition. In fact the detail present
in Figure 5.10 shows that a evolves naturally and smoothly in both cases without any
non-physical discontinuity. This is confirmed analysing the value of the derivative da/dt
at the time steps immediately after the transition for the two cases. In correspondence
of the very first time-step after the transition TSNT+1, (da/dt)C = (da/dt)C+LM = 11.7,
whereas at (da/dt)H = 12.4. As it is expected from Figure 5.10, this small difference
confirms that in the incompressible case, the growth of the instability is slightly faster
than in the two compressible cases. Concerning C and C+LM, the low-Mach correction
does not seem to significantly improve the results for single-mode perturbation, since
the lines which represent the solutions match almost perfectly.
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(a) t ≈ 0.060 s

(b) t ≈ 0.080 s

(c) t ≈ 0.12 s

(d) t ≈ 0.16 s

Figure 5.9: Absolute value of divergence of velocity along the central row of cells (y = π) for C+LM and
H simulations at different moments in time. All the graphs refer to instants successive to the the numerical
transition.
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(e) t ≈ 0.20 s

Figure 5.9: (continued).

Figure 5.10: Predicted growth of the single-mode RMI by compressible, compressible plus LM correction and

hybrid cases (G4). The grey line represents the instant of the switch.

Time [s] Ws−C+LM Ws−H εr[%]

0.075 1.18 1.20 1.03
0.100 1.37 1.38 1.27
0.125 1.51 1.53 1.14
0.150 1.63 1.65 1.22
0.175 1.74 1.76 1.39
0.200 1.83 1.86 1.74

Table 5.2: Relative error between compressible plus LM and hybrid solutions (see Figure 5.10).

Observing the contour flood of volume-fraction at various moments in time for t ≥ tNT

the agreement of the results showed by the growth of the instability is confirmed also
from a visual point of view. A first analysis of the two compressible cases shows that the
use of the LM correction makes a quite noticeable difference from a qualitative point
of view. Even though the outer shape of the mushroom and the number of roll-ups
are the same, the C case presents a very diffused and fuzzy mushroom. The low-Mach
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correction improves the results and the development of the instability looks sharper and
less diffused, especially in the zones where the roll-ups evolve. A further improvement
is achieved by the use of the incompressible solver in the H case. The compressible and
incompressible mushroom look very similar to each other. However, the latter produces
an even sharper mushroom than the C+LM case, with more and better defined roll-ups
at its sides. C and C+LM cases present two symmetric vortexes which, at late-time
(t ≈ 0.200 s), are rolled-up twice. The H solver instead captured three roll-ups, which
are more clearly distinguishable as well.

5.4 Hybrid multi-mode perturbation

The MM perturbation is of particular interest since it is a closer representation of reality
than the SM case. In this section, two different sets of initial conditions are taken into
consideration. The first is the Light-to-Heavy (L-H) impact, which has already been
employed in all the simulations presented in the previous paragraph of this chapter,
whereas the second set of initial conditions consists in a Heavy-to-Light (H-L) case.
The dimensions of the computational domain are: 0 < x < 2.8π, 0 < y < 2π and
0 < z < 2π with grid resolutions of 180×128×128 and 360×256×256 cells respectively.
The perturbation is the same NB used for the transition study in §5.2.2. Due to
its grid-dependency, it is necessary to select a proper non-dimensional time in order
to compare the results from the different grids employed. According to Richtmyer’s
impulsive model, the normalised time is chosen as:

τ = t
A+

t ∆u

λmin
, (5.13)

where λmin = 16∆x is the smallest wavelength included in the perturbation. During the
compressible phase of the hybrid simulations the LM correction (Thornber et al., 2008b)
was always employed and the same numerics and parameters were adopted for all cases,
unless differently mentioned. The Riemann-solver was the CB and the time-marching
scheme is the three-step RK-SSP, which was retained also for the incompressible phase.
The CFL was 0.5 for the compressible stage and it was lowered to 0.2 after the numerical
transition. The parameter of interest for the mixing between the fluids is the integral
length of the mixing zone, which is defined as:

W =

∫
Vf

(
1− Vf

)
dx , (5.14)

where Vf is the volume fraction averaged over the y-z planes of the domain.

5.4.1 Initial interface perturbation

The initial perturbation at the interface has a constant power spectrum of the form:

P (k)

{
C if kmin < k < kmax

0 otherwise
, (5.15)

with kmin = 16∆x and kmax = 32∆x, k =
√

ky + kz wave vector and C constant.
The interaction between shock and interface triggers the instability via mode coupling
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Initial compressible stage (only C+LM)

C+LM

t ≈ 0.000 s

C+LM

t ≈ 0.020 s

C+LM

t ≈ 0.040 s

Numerical transition: t(MNT) ≈ 0.052s

t ≈ 0.052 s

C

C+LM

H

t ≈ 0.060 s

C

C+LM

H

t ≈ 0.080 s

C

C+LM

H

t ≈ 0.120 s

C

C+LM

H

t ≈ 0.160 s

C

C+LM

H

t ≈ 0.200 s

C

C+LM

H

Figure 5.11: Volume-fraction snapshots. Comparison of the evolution between compressible and hybrid simu-
lations (G4).
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of the high wavenumbers, when the significant modes within the system have satu-
rated (Thornber et al., 2010). Considering that a given power spectrum has equivalent
amplitude:

a(k) ∝

√
P (k)

k
, (5.16)

it is possible to use the inverse Fourier transform of this relation to calculate the
perturbation in the physical space. Considering only the real part, one obtains:

a(y, z) =

N∑

m,n=0

am,n cos(k0my) cos(k0nz) + bm,n cos(k0my) sin(k0nz)

+cm,n sin(k0my) cos(k0nz) + dn,m sin(k0my) sin(k0nz) .

(5.17)

Here, m and n are the wavenumbers in the y and z direction respectively, whereas
a, b, c and d are the amplitudes of the modes which are initialised from a random
Gaussian distribution so that the standard deviation, σ, is proportional to the Fourier
coefficients. In this work, σ has value 0.1λmin.
It is important to ensure the linearity of the initial perturbation, i.e. the amplitude of
the mode with wavenumber k is significantly less than its wavelength. This is achieved
by appropriately choosing the coefficient C in Equation (5.15) in such a way that:

P (k) <
k3

16
. (5.18)

For more detailed information about the initialisation of the perturbed interface, a cu-
rious reader can refer directly to Appendix A of Thornber et al. (2010). Results from
this publication are compared against the computations using the hybrid technique in
§5.4.3. It is important to notice that even though CNS3D, the code employed by the
authors in the aforementioned publication, and Hirecom share the same subroutine to
compute the initial perturbation, some differences which do not allow a full comparison
of the results and that also explain the observed differences are present. In particular,
Hirecom does not scale the perturbation using the standard deviation, with the con-
sequence that the interface appears flatter and with smaller protuberances than the
one used in Thornber et al. (2010). This allows to consider the perturbation employed
in this work as linear, but with a higher safety margin than CNS3D and moreover it
explains the slower growth of the fully compressible mixing layer computed by Hirecom
with respect to the predictions presented in the aforementioned paper. A further differ-
ence consists in how the codes apply the perturbation to the initial mass fraction field.
In fact, Hirecom filters the perturbation by doing a 4-point average of the values output
by the subroutine for each cell, whereas CNS3D employs an ‘unfiltered’ perturbation.
This results in Hirecom presenting a smoother interface in addition to the previously
mentioned smaller protuberances. Despite these differences, the fact that the linearity
of the initial perturbation is preserved allows to consider the simulations presented in
this work as physically valid.
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5.4.2 Influence of the reconstruction scheme

Using different order of accuracy in the reconstruction process provides different amount
of numerical diffusion. This inevitably affects the energy cascade process and it is
therefore of particular interest to investigate the influence that it has on the spectrum
of turbulent kinetic energy. In Figures 5.12-5.15, the TKE spectrum obtained from the
numerical simulations on the finest grid together with snapshots of the mixing layer for
different instants in time are presented. Each spectrum is the result of an averaging
process of the spectra computed over ten slices of the domain along the x-direction,
which is the direction of the shock propagation. These slices are selected to be at the
centre of the mixing layer.

Comparing the evolution of the spectra in time, it is possible to notice that at early
time (τ = 50) the sub inertial range tends to decay in accordance to Kolmogorov’s
k−5/3 for all the methods used and only later in time Zhou’s k−3/2 is achieved. This is
explained by the fact that Zhou’s theory assumes fully developed turbulence, therefore
a period of transition between the instant when the shock hits the interface and when
the achievement of fully turbulent regime by the mixing layer is needed. In fact, at
τ = 150 and τ = 200, the decay of the subinertial range is closer to the modified k−3/2,
in accordance with analytical results. This transition was also noticed by Thornber
et al. (2010) employing fully compressible simulations.
The use of different high-resolution methods results in a different decay of the TKE at
high wavenumbers, independently from the moment in time. The schemes are in ex-
cellent agreement on the distribution of the energy among the energy-containing scales
(low wavenumbers) and the peak is predicted around k/kmin = 0.25. Increasing the
wavenumber and entering the subinertial range allows to better observe the numerical
diffusion provided by the reconstruction scheme. For all the methods employed, k−3/2

is achieved, but the range of wavenumbers through which it extends is tighter as the
order of accuracy of the method decreases. In fact, taking k/kmin ≈ 1 as the beginning
of the subinertial range, for M2 it goes up to k/kmin ≈ 2.5, whereas for M5 or W5 it can
be extended up to k/kmin ≈ 3-4. Finally, in the dissipation range of the spectrum M2
gives a curve with higher slope than M5 or W5, which indicates that the smaller scales
contain less energy and that consequently a higher amount of numerical dissipation is
provided by this reconstruction scheme. This is particularly evident for k/kmin > 2.
The excessive diffusion at high wavenumbers, which the lower order methods are af-
fected by, results in an inability of the schemes to capture the small-scale structures
present in the numerical field. This clearly stands out if the contour plots of the mixing
layer showed in each of Figures 5.12-5.15 are compared. Independently from the instant
in time, the higher order of accuracy methods M5 and W5 capture a more detailed flow
field with a higher amount of scales which interact among each other. On the contrary,
using M2 gives a flow field with much less details and dominated by bigger turbulent
structures.
The growth of the instability does not present a significant influence from the recon-
struction scheme. In fact, from Figure 5.16, all the predictions representing the high-
resolution methods substantially lie on the same curve. From the literature presented
in §2.3, theoretical analysis in accordance with experiments and simulations show that
the growth of MM-RMI follows an exponential trend in time. In order to obtain a value
for the exponent from the numerical results, the Non Linear Regression (NLR) package
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(a) M2 (b) M3

(c) M5 (d) W5

(e) TKE spectrum

Figure 5.12: Contour plots of the density (x-z plane, y = π) and spectrum of turbulent kinetic energy from
the incompressible solver after the numerical transition is operated at τ = 50.
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(a) M2 (b) M3

(c) M5 (d) W5

(e) TKE spectrum

Figure 5.13: Contour plots of the density (x-z plane, y = π) and spectrum of turbulent kinetic energy from
the incompressible solver after the numerical transition is operated at τ = 100.
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(a) M2 (b) M3

(c) M5 (d) W5

(e) TKE spectrum

Figure 5.14: Contour plots of the density (x-z plane, y = π) and spectrum of turbulent kinetic energy from
the incompressible solver after the numerical transition is operated at τ = 150.
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(a) M2 (b) M3

(c) M5 (d) W5

(e) TKE spectrum

Figure 5.15: Contour plots of the density (x-z plane, y = π) and spectrum of turbulent kinetic energy from
the incompressible solver after the numerical transition is operated at τ = 200.
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of Mathematica was used. Assuming a functional relationship of the form:

W/λmin = C(τ − τ0)
θ , (5.19)

this feature allows to obtain the best fit line optimising the values of C, τ0 and θ and
reducing the mean square difference. Results are fitted starting from τ = 50.

Figure 5.16: Growth of the integral length of the mixing zone according to the different reconstruction schemes.
The solid line represents the data fit computed by using the nonlinear regression package from Mathematica.

The value of the coefficients computed by the NLR analysis on the results obtained
with different high-resolution methods are presented in Table 5.3.

Rec. scheme C τ0 θ

M2 0.171 ± 0.00033 17.75 ± 0.101 0.281 ± 0.00033
M3 0.173 ± 0.00046 18.37 ± 0.139 0.278 ± 0.00047
M5 0.168 ± 0.00026 17.12 ± 0.102 0.280 ± 0.00038
W5 0.170 ± 0.00033 17.31 ± 0.101 0.282 ± 0.00033

Table 5.3: Values of the coefficients and estimated errors for RMI growth W/λmin = C(τ − τ0)θ computed by
NLR analysis starting from τ = 50.

The value θ ≈ 0.282 found by the incompressible simulations is in very good agreement
with the range of values estimated by the theoretical analysis but simulations run for
a longer time are needed in order to capture a more reliable value.

5.4.3 Comparison against compressible simulation

Simulations of MM-RMI obtained from the hybrid code (H) are compared against
fully compressible numerical analyses (C), which were carried out simply by letting the
compressible solver run without applying the transition. The compressible run with
the finest grid took roughly 90 days of computations on 64 processors to reach τ = 500,
whereas the hybrid solver needed just about 10 days to reach τ = 1500 on the same
amount of nodes. Already from this numbers, it is possible to state that the potential
gain of efficiency using the hybrid solver is huge.
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Unless differently specified, the results presented in the following sections refer to the
finest grid.

Numerical setup and transition

For this test case, the NB perturbation is applied to two different grids with different
resolution and different length. The dimensions of the cross section of the domains is
the same 0 < y < 2π and 0 < z < 2π, whereas the x-length varies depending on the
resolution of the grid. 0 < x < 6π is chosen for the coarse mesh, which has a resolution
of 768×256×256, whereas 0 < x < 2.8π is chosen for the fine grid, with a resolution of
720 × 512 × 512 cells. The reason underlying the difference in the x-dimension is that
it is important to make sure that the mixing layer evolves far from the extremities of
the domain. In fact, the range of wavelength included in the perturbation is dependent
upon the grid spacing2 and therefore the NB perturbation applied to a finer grid will
produce a shorter mixing layer, in absolute value, than a coarser grid at a given instant
in time.
The initial position of the shock (Xs) and the of the interface (Xi) changes depending
on the grid. For the coarse grid, the interface is at x + ℘(y, z) = 9.0 and the shock
is at x = 8.5, whereas in the fine grid the interface is initialised at x + ℘(y, z) = 4.0
and the shock position is at x = 3.5. The impact is of H-L type (Youngs, 2004) and
the Mach number of the incident shock wave travelling across the heavy fluid was 1.84.
The initial state of the numerical field is the following:

0.0 < x < Xs (ρ, u, p) = (6.38,−6.15, 4000) , (5.20)

Xs < x < Xi + ℘(y, z) (ρ, u, p) = (3.0,−29.16, 1000) , (5.21)

x > Xi + ℘(y, z) (ρ, u, p) = (1.0,−29.16, 1000) . (5.22)

The reconstruction method employed at the cell interfaces is that of M5 in the hybrid
solver and M5+LM in the compressible case. The time-marching scheme chosen is the
RK-SSP second order accurate, which allowed the simulation to run with C = 0.5 for
the compressible stage and C = 0.2 for the incompressible part and the target residual
for the pressure equation was set to r = 10−4. The numerical transition was operated
with the same modalities as in the SM case: MNT = 0.2. The switch took place at
tNT ≈ 0.156 s, which corresponds to the normalised time τ of approximately 5.78 and
11.56 for the grids 256 and 512 respectively. The densities of the incompressible fluids
computed are: (ρ1)I = 5.23 and (ρ2)I = 1.82. The status of the interface at the end of
the compressible part of the simulation is presented in Figure 5.17. The inversion of
phase due to the heavy-to-light nature of the test case has already taken place and the
mixing layer is growing linearly, as shown by the graph in Figure 5.18.

Mixing and self-similarity

Snapshots of the mixing layer obtained with H and C techniques at different instants
in time (for t > tNT) are presented in Figure 5.19.

2All the grids employed for the simulations presented in this thesis have cubic cells with ∆x = ∆y =
∆z.
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Figure 5.17: Interface deformation (isosurface Vf = 0.5) at the instant of the numerical transition between
compressible and incompressible model for the 256 cross-section grid (τ ≈ 5.78).

Figure 5.18: Growth of the mixing layer during the compressible stage for the 256 cross-section grid (0 < τ <
5.78). The rapid decay after the overshot at τ ≈ 0.3 is due to the collision between a shock wave and the fluids
interface.

Comparing the solutions given by the solvers at the same instants in time, various
considerations can be drawn. For τ ≤ 200 (Figure 5.19a, 5.19b and 5.19c), the mixing
layers from C (left-side) and H (right-side) appear almost equal. In fact, both small and
large scale structures in the C mixing layer (on the left-side) are clearly distinguishable
in the H mixing layer and vice-versa. Consistently with the SM case, it is also possible
to notice that the latter appears sharper than the former, which show a more blurred
ans fuzzy line between the gasses. On the other hand, for τ > 200 the differences
between the numerical models become more important and the codes agree only on
the large scales structures. In particular, the compressible mixing layer appears more
homogeneous with a more gradual and smooth change in Vf going from one fluid to
the other, whereas the incompressible looks sharper with more clearly distinguishable
turbulent structures.
The non-dimensional extension of the mixing zone can computed by averaging the
volume fraction on the y-z planes of the domain and by plotting it against the x
dimension normalised by W (Figure 5.20). At early time (τ = 50), good agreement
between the solver is present on the bulk of the mixing layer and also on the spikes
side. Nevertheless, at later times (τ ≥ 100) the situation is reversed as the H solution
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(a) τ = 50

(b) τ = 100

(c) τ = 200

Figure 5.19: Two-dimensional visualisations of compressible (left) and hybrid (right) Vf contour plots. For
τ = 1000 and τ = 1500 only hybrid visualisations are available. The plots are clipped to highlight the mixing
layer.
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(d) τ = 300

(e) τ = 400

(f) τ = 500

Figure 5.19: (continued)
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(g) τ = 1000. Only hybrid plot.

(h) τ = 1500. Only hybrid plot.

Figure 5.19: (continued)

predicts a less gradual initial decrease of Vf , whereas according to the C case it is
more rounded. The dashed and solid lines then join each other again for Vf . 0.6,
with excellent agreement on the bubbles side. The figure includes also the compressible
profiles obtained by Thornber et al. (2010). It is interesting to notice how these agree
with the H profiles on the bubbles’ side, whereas they matches the C profile on the
spikes’ side. This can be explained by the fact that the perturbation employed in
our computation is scaled differently than the one used by the authors and this an
have a potential infuence on the extremities of the mixing layer. Nevertheless, overall
agreement is good.
It is possible to obtain information about the self-similar growth of the mixing layer
by plotting on two distinct graphs the compressible and hybrid profiles presented in
Figure 5.20.

Looking at Figure 5.21, it is clearly visible by the collapse of the profiles that, according
to both compressible and hybrid solutions, the evolution of the bulk of the mixing layer
becomes self-similar at τ ≈ 250, whereas the two extremes of the mixing layer require
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(a) τ = 50 (b) τ = 100

(c) τ = 200 (d) τ = 300

(e) τ = 400 (f) τ = 500

Figure 5.20: Profiles of Vf averaged on the x-planes (512 grid).



104 5.4. Hybrid multi-mode perturbation Hybrid treatment of RMI

(a) Compressible (b) Hybrid

Figure 5.21: Profiles of volume fraction of specie one, averaged on the x-planes, plotted against the direction of
the shock propagation normalised by the integral length of the mixing layer at significant instants of dimensionless
time (finest grid).

(a) Compressible (b) Hybrid

Figure 5.22: Profiles of Vf (1 − Vf ), averaged on the x-planes, plotted against the direction of the shock
propagation normalised by the integral length of the mixing layer at significant instants of dimensionless time
(finest grid).

more time to achieve this regime. The comparison is made clearer by plotting the
trends of the quantity Vf

(
1− Vf

)
, which are presented in Figure 5.22. Later in time,

also bubbles and spikes settle to a self-similar behaviour. In fact, it is necessary to
wait until τ ≈ 350 (not shown for clarity) to see a better collapse of both C and H
profiles on the left-side of the graph, which represents the growth of the bubbles. In
the compressible results, in agreement with Thornber et al. (2010), the spikes do not
become self-similar by the end of the simulated time. However, thanks to the new
hybrid technique, it is possible to notice that also the right-side of the profiles starts
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to develop in a self-similar manner at τ ≈ 600. This difference in the behaviour of
the extremities of the mixing layer is caused by the difference in density, therefore in
momentum, carried by bubbles and spikes. This makes the profiles of volume fraction
asymmetric with respect to the centre of the mixing zone. The higher momentum
of the spikes generates coherent vortex rings that travel away from the interface and
which breakdown and become part of the mixing layer only at later time in comparison
with the bubbles. As it was pointed out in Thornber et al. (2010), a much finer grid
resolution is necessary to correctly capture the extremities of the mixing layer since the
fine structures in this region of the domain make the results extremely sensitive to the
dissipative characteristics of the numerical scheme at high wavenumbers. However, it
is interesting to notice that treating the hypothesis of self-similar development of the
instability at late-times seems to be effectively valid. In fact, bearing in mind that the
spikes side is the last portion of the mixing layer to achieve self-similarity, for the test
case considered in this thesis, the whole mixing layer does become self-similar when
τ > 600. Consistently with the above considerations, for higher Atwood numbers this
time is expected to increase due to the higher momentum carried by the spikes.
Figure 5.23 shows the growth of the normalised integral length of the mixing layer with
respect to the non-dimensional time τ according to the two solvers.

Figure 5.23: Evolution of the integral length of the mixing zone W for hybrid and fully compressible simulations
from Thornber et al. (2010).

Similarly to the considerations above, when τ is included between τNT and 150, the
codes show good agreement on W/λmin. On the other hand, at later times the com-
pressible solver computes a faster growth with a consequent larger mixing layer. The
growth exponents obtained from the H and C simulations are presented in Table 5.4, to-
gether with compressible results available in the literature. The C growth exponent, is
found in good agreement with both the experiments by Dimonte and Schneider (2000)
and the compressible simulations from Thornber et al. (2010). Excellent agreement
is present with Youngs (2004), who obtained θ = 0.243 for a long-time compressible
simulation. In fact, the discrepancy between Youngs’ and our simulations is extremely
small (∼ 0.001) and stating that the results almost match each other would not con-
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Source Interpolation θ
interval

Compressible (C) 40 < τ < 500 0.244
Hybrid (H) 40 < τ < 500 0.225

40 < τ < 1500 0.213
Thornber et al. (2010) (compressible) 40 < τ < 500 0.260
Youngs (2004) (compressible) not specified 0.243
Dimonte and Schneider (2000) (experiments) not specified 0.25 ± 0.05

Table 5.4: Growth exponent values for compressible and hybrid simulations and experiments.

tradict the numbers presented in the table. The H solution predicts a lower exponent
independently from the interpolation interval for τ . Nevertheless, an important note is
that the value of θ obtained for 40 < τ < 500 is not retained when the interpolation
time is extended to τ = 1500, as the coefficient decreases of about 0.012. This raises
the doubt on whether or not the assumption that the values of the compressible θs are
stable when the interpolation time is extended. Longer compressible simulations would
be needed to answer this question. Comparing the hybrid results with the various ana-
lytical theories, the H code predicts a value which is more consistent with Barenblatt’s
suggestion θ = 2/3 − ν, where ν is a viscous correction which in this case is ν ≈ 0.46.
It needs to be pointed out that the solid line in Figure 5.23 lies slightly above the sim-
ulation during the late-stage, therefore modification of the NLR analysis are expected
in the case that the time covered by the simulation is longer. Even though the results
compared in the table were obtained using a range of very different methods, it is very
encouraging to notice the overall agreement with the incompressible prediction on this
important parameter. It needs to be pointed out that the values obtained are signif-
icantly lower than the range proposed by Zhou (2001), which predicts a lower value
of 2/3. However the agreement between the numerical and the experimental results is
surely a very important point and it represents a further confirmation to the generally
accepted viscous correction theory by Barenblatt et al. (1983) which takes into account
the dissipative nature of the flow.
Finally, Figure 5.24 shows the evolution in time of the molecular mixing fraction, Θ,
and of the mixing parameter, Ξ, defined as:

Θ =

∫
Vf (1− Vf ) dx

∫
Vf

(
1− Vf

)
dx

, (5.23)

Ξ =

∫
min(Vf , 1− Vf ) dx

∫
min

(
Vf , 1− Vf

)
dx

. (5.24)

The former is an index of the total reaction rate for a slow reaction, whereas the latter
is the equivalent parameter for a fast reaction.
Both the coefficients follow a similar trend, even though they present a higher value
according to the compressible simulation. At early-time, they drop very quickly down
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Figure 5.24: Evolution of the molecular mixing fraction, Θ, and of the mixing parameter, Ξ, in time for the
512 cross-section grid.

to 0.44 at τ ≈ 35 and successively the values increase approaching an almost constant
state for τ > 500. In fact, the curves are not perfectly flat but they are characterised
by a very low positive slope which decreases with time. Table 5.5 summarise the
asymptotic values and compare them against results from Thornber et al. (2010).

Source Θ Ξ

Compressible (C) 0.87 0.87
Hybrid (H) 0.74 0.80
Thornber et al. (2010) (compressible) 0.84 0.84

Table 5.5: Values of the mixing parameters for C and H simulations compared against the compressible
simulation from Thornber et al. (2010).

The H solution predicts lower Θ and Ξ and moreover, differently to the C solution,
they settle on different values, with Θ < Ξ. This is reflected by the contour plots
in Figure 5.19. In fact, as it was pointed out at the beginning of the paragraph, the
compressible mixing layer appears more mixed that its incompressible variant.Looking
at the compressible solution, Thornber et al. (2010) found a slightly lower value of the
coefficients compared to our C results. However, in both cases Θ and Ξ tend to the
same number.

Turbulent kinetic energy

More information concerning the physics of the flow and the behaviour of the numerics
can be obtained by looking at the spectrum of TKE calculated on the y-z plane at
different moments in time (Figure 5.25 and 5.26). The theory of Zhou (2001) for the
decay of the TKE spectrum for shock-driven flows assumes that, at very late-times, the
turbulent motion inside the mixing layer loses the influence of the initial shock wave,
developing in an homogeneous and isotropic manner (see §2.2.2). This implies that the
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(a) τ ≈ 50 (b) τ ≈ 100

(c) τ ≈ 200 (d) τ ≈ 300

(e) τ ≈ 400 (f) τ ≈ 500

Figure 5.25: Comparison between C and H TKE spectrum at different instants in time.
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k−3/2 decay, which was analytically found by the author, should turn to the classic
Kolmogorov’s k−5/3 as the time passes. Figure 5.25 shows the comparison between C
and H spectrum for different values of τ . As it was previously pointed out, at earlier
times (τ ≤ 100), the simulations are in good agreement. The C solution appears
less dissipative as the amount TKE is slightly lower, nevertheless the spectra appear
consistent between each other across the range of wavenumbers. A small turn-up typical
of the low-Mach number correction is visible in the dissipation range of the compressible
spectrum. At τ = 100 there is very good agreement on the energy distribution across
the energy containing scales, although the peak in the C case has already moved from
k/kmin ≈ 0.7 (τ = 50) to k/kmin ≈ 0.2. This shift is slower in the H case as only
at τ = 400 the peak of the incompressible spectrum reaches this point. At τ = 200
there still is very good agreement in the energy containing range of the spectrum, but
the C sub inertial range starts to move away from the hybrid prediction and at later
times (τ ≥ 300) the codes progressively diverges also on the prediction of the larger
scales energy distribution, with the H solver predicting a higher amount of TKE across
the wavenumbers. Moreover, the compressible turn-up at high wavenumbers typical
of the LM correction becomes more and more noticeable. Even though the general
trend of the incompressible spectra is more rounded and less sharp than the C case,
it is possible to observe that the subinertial range predicted by the theory is present
in the limits of 1 . k/kmin . 4, whereas in the compressible case the k−3/2 decay
extends from k/kmin ≈ 0.3 to almost the end of the spectrum, before the turn-up. As
it was pointed out in Thornber et al. (2008b), even though the low-Mach correction
represents a clear improvement to the compressible solver, the drawback is that it does
not provide enough dissipation in this part of the spectrum, resulting in an unphysical
turn-up of the curve at high wavenumbers. This implies that the compressible small-
scale features visible in Figure 5.19 might potentially be a numerical artefact rather
than physical structures developed by the mixing process. Also the incompressible
spectra do show this behaviour but it is much less noticeable. From this point of view,
the approach presented in this thesis seems to lie in between the classical compressible
solutions with and without LM correction since it extends the subinertial range of the
spectrum without being excessively dissipative and without the inconvenience of the
high wavenumbers turn-up.
A clearer evolution of the C and H spectra is presented in Figure 5.26. From these
graphs, it appears clearer that the decay rate of the subinertial range at early-times
follows Kolmogorov’s decay rate k−5/3 and only later in the simulation the spectra settle
on a steady-state evolution in correspondence of k−3/2. As it was already noticed,
the peak of energy is not constant either and it moves progressively from an initial
k/kmin ≈ 0.6 at τ = 40 to k/kmin ≈ 0.1 at τ = 1500. This shift is slower according
to the hybrid solution. At high wavenumbers (k/kmin > 3), the rate of decay of
TKE increases, but at the very end of the spectrum, k/kmin ≈ 8, a slight turn-up
of the energy is observable also in the hybrid solution. This part of the spectrum still
represents the unknown since there is no theory which describes the dissipation range
for shock-induced turbulent mixing. As it is observable from the general trend of the
spectra in time, at the end of the simulation there is no evidence of memory loss of the
initial shock and the mixing still behaves in an inhomogeneous and anisotropic manner.
Further investigation on this is carried out by considering the turbulent kinetic energy
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(a) Compressible solution. Spectra for τ = 50, 100, 150, 200, 250, 300, 350,
400, 450 and 500.

(b) Hybrid solution. Spectra for τ = 40, 50, 100, 150, 200, 250, 300, 350,
400, 450, 500, 600, 700, 800, 1000 and 1500.

Figure 5.26: Compressible and hybrid spectra of radial turbulent kinetic energy averaged on y-z planes in
the bulk of the mixing layer for the 512 cross-section grid and k−3/2 guide-line analytically predicted by Zhou
(2001).
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components defined as:

Kx =
1

2

∫
ρ(u− u)2 dV , Ky =

1

2

∫
ρv2 dV , (5.25)

where,

u =

∫

y,z
ρu dS

∫

y,z
ρ dS

. (5.26)

The trends of these quantities are reported in Figure 5.27.

(a) TKE components. (b) Kx to Ky ratio.

Figure 5.27: Evolution in time of the turbulent kinetic energy components and of the ratio Kx/Ky for the 512
cross-section grid. The ticker lines in represent the compressible solution, whereas the thinner lines represent
the hybrid computations.

Excellent agreement between the codes is noticeable on the evolution of the x-component
(Figure 5.27a). At early-times the anisotropy of the flux is very strong in the numerical
field, since the Kx is one order of magnitude bigger with respect to Ky and Kz. This
is more evident according to the C solution as Ky and Kz have a slightly lower value.
As the time goes by, according to both solutions, the behaviour of the longitudinal and
radial components follows different trends. The former constantly decreases, whereas
the latter presents an initial growth until τ ≈ 40 and successively it diminishes until
the end of the simulation. At τ ≈ 250 the rate of decay of the components becomes
almost identical, indicating the achievement of self-similar regime. In fact, this moment
in time coincides also with the achievement of self similarity by the bulk of the mix-
ing layer (see previous paragraph). Considering that the integral length of the mixing
zone scales with tθ, from the dimensional analysis, it is possible to find an exponent
for the decay of the TKE. Recalling Equation (2.1) and considering that the decay of
turbulent kinetic energy is proportional to the width of the mixing layer multiplied, it
is possible to write that WdK/dt ∝ tθK3/2/tθ, which gives K ∝ tθt2θ−2 = t3θ−2. The
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same result can also be found by considering that
√
K ∝ dW/dt ∝ tθ−1. Considering

that the hybrid solver returned a growth coefficient θ = 0.231, the turbulent kinetic
energy is supposed to scale with t−1.36. From Figure 5.27a, it is clear that the decay
of K is consistent with the prediction in both C and H solutions. As a consequence
of the evolution of the TKE in time, the hybrid ratio between the Kx and the radial
components decreases very quickly until it reaches a minimum of 1.24 at τ ≈ 400 for
then increasing very slowly. For 800 < τ < 1500, Kx/Ky is included in the range
1.315 ± 0.015 with the tendency to increase. According to the compressible analysis,
this value settles around 1.5, but at τ = 500 the transient is still ongoing. The analysis
of the TKE components is perfectly consistent with what was noticed by looking at
the spectra. Even though the trend of these quantities results in a constant and ba-
sically equal decay, at the end of the simulation, there is no sign of loss of anisotropy
in the flow field as the x component of the turbulent kinetic energy is higher than the
radial contributions. Compressible simulations by Thornber et al. (2010) gave very
similar results as the flux was never found to lose the anisotropy caused by the incident
shock wave. However, the asymptotic ratio Kx/Ky found by the authors became stable
around the lower value 1.25 ± 0.02.

5.5 Summary

The shock-driven nature of RMI and its free decay in time causes the Mach number of
the flow field to be characterised by a broad range of values during the entire evolution
of the instability. A preliminary analysis of the compressibility of the numerical field
showed that M is high (M > 1) during the initial stage and successively it decreases
until the incompressible regime is achieved (M < 0.3).
Studies on the transition from compressible to incompressible evolution of the mixing
layer for single-mode perturbations which are present in the literature proposed an an-
alytical relation to estimate the instant when the regime starts to change. However, a
preliminary numerical investigation presented in this chapter showed that it is possible
that shock waves may still be present inside the numerical field at this moment in time.
This does not allow to change the physical model since the field must be incompress-
ible everywhere, therefore a small delay of the numerical transition with respect to
the ‘perfect instant’ is introduced. This issue, added to the fact that no prediction on
the transition from compressible to incompressible evolution is available for multi-mode
cases, brought to define the criterion for the numerical transition based on highest local
Mach number inside the numerical field.
The first step to test the technique was to apply the switch to a simple two-dimensional
single-mode test case. The hybrid simulations were compared with fully compressible
results obtained by the same initial conditions. The solvers resulted in excellent agree-
ment when integral quantities were considered, whereas a sharper and less diffused
density field was computed by the incompressible stage of the hybrid solver. In this
case, the mushroom-shaped mixing layer typical of single-mode RMI was more detailed
and better defined.
Of higher interest and relevance is the application of the numerical switch to the more
complex three-dimensional multi-mode RMI, where the perturbation is made by protu-
berances of different wavelengths and amplitudes. Initially, a light-to-heavy fluid impact
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was taken into consideration in order to compare different high-resolution methods. The
integral quantities did not show relevant variation, but the spectrum of the turbulent
kinetic energy presented different decay slopes at high wavenumbers, highlighting the
different dissipative characteristics of each reconstruction scheme. Lower order of accu-
racy resulted in a faster decay of the turbulent kinetic energy, with a consequent loss of
the small-scale structures inside the mixing layer. Successively, a heavy-to-light impact
was simulated in order to compare the hybrid and the compressible solutions. A differ-
ent behaviour from what was noticed in the single-mode case was found. The growth
of the instability in time is faster according to the incompressible model but with a
slightly lower growth exponent. According to theoretical results, the TKE spectrum
presented the expected modified subinertial range, even though this was less extended
over the wavenumbers than the compressible analyses which, on the other hand, do not
present any clear dissipation range. Moreover, the amount of turbulent kinetic energy
detected by the compressible analyses resulted to be higher.
The last consisted in running the hybrid simulation for a very-long time in order to
address the appearance of self-similarity in the evolution of the instability and in order
to compare the flow physics against the compressible results across the simulated time.
Compressible and hybrid solutions were found in extremely good agreement, especially
at early times (τ < 200), in a number of parameters (i.e. mixing layer visualisations,
volume fraction profiles, TKE spectra and decay). However, some differences were
also detected, i.e. growth exponent and amount of TKE in the numerical field. Ex-
tremely good agreement was found in the general physics of the flow as the mixing
layer achieved self-similar development in both cases and with the same time scale.
Contrarily to what theoretical analysis assumed, the TKE spectrum inside the mixing
layer did not tend to return to a condition of homogeneous decay at late-time. In fact,
although TKE components were found to decay with the same rate, a non negligible
amount of anisotropy was still detected in the flux. This was even more evident in the
compressible solution as the flow anisotropy detected was higher.
A final note on the computational efficiency is worth to be mentioned. The compress-
ible simulation took approximately 90 days of computations on 64 processors to reach
τ = 500, whereas the hybrid solver needed just about 15 days to reach three times the
simulated time on the same amount of nodes.





6
Conclusions and future work

6.1 Conclusions

T
he aim of this thesis was to design, implement and test a novel approach to
simulate those flows which present an initial compressible flow field and be-
come incompressible during their evolution. In particular, the investigation

presented in this work was concerned with the Richtmyer-Meshkov Instability (RMI),
a phenomenon which is of prime importance in events such as supernovae explosion and
supersonic combustion. Although it is relatively easy to test and eventually to validate
theories which model the early stage of RMI, the collection of reliable data concerning
the late-time development, when the instability is believed to evolve in a self-similar
manner, is a real challenge. In fact, both experiments and numerical simulations rarely
last long enough in order for the mixing layer to achieve a fully turbulent state and the
consequence is an important lack of data in the literature.
Exploring new paths for simulating flows where the Mach number spans from super-
sonic to incompressible values was motivated by the fact that compressible numerical
methods manifest two issues when the numerical field is incompressible. The first is
the cancellation error, which in Godunov-type methods consists in the production of
an artificial acoustic wave that destroys the incompressible solution, whereas the sec-
ond is the loss of time-marching efficiency due to the presence of negligible acoustic
waves in the flow field. The latter reason represents the main obstacle to compressible
long-time simulation of RMI. The approach here presented introduced a radically new
point of view in comparison to the paths which have been investigated so far. In fact,
it bypasses the two aforementioned issues as it is based on the principle of using the
right solver at the right time, i.e. to start the simulation using a compressible solver
and to switch to the incompressible numerical model when the field allows it.
The first step was to develop a new inviscid, incompressible solver within Cranfield’s
in-house code for ILES simulations Hirecom, that already comprised two compress-
ible solvers. The incompressible method chosen was the pressure-projection technique,
which together with the momentum equations solves an elliptic equation for the pres-
sure and then uses this parameter to project the solution onto the divergence-free space,
thus recovering the incompressible solution. Central to ILES simulations is the use of
Riemann-solvers and high-resolution methods, which were initially created as shock-
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capturing schemes in order to avoid spurious oscillation in proximity of discontinuities.
In this work, three different compressible Riemann-solvers re-adapted for computing
the incompressible fluxes across the cell interfaces were taken into consideration and
were tested in conjunction with MUSCL and WENO reconstruction schemes with dif-
ferent order of accuracy. Parallel computation capability was also added to the solver
through the use of MPI calls. This allowed the use of computational grids with more
than 108 cells on Cranfield’s HPC facility Astral.
RMI can be viewed as a purely incompressible event if the interface between the fluids
is impulsively accelerated, for example, by the gravity force. This allowed to carry
out some preliminary studies on the behavior of the various Riemann-solvers and re-
construction schemes employed by the incompressible solver. Two different ways of
generating the initial impulse were considered. The first consists of an impulse of ve-
locity derived from the linear analysis, whereas the second replicates numerically the
falling tank technique used in the experiments by modeling the recorded gravity impulse
which is imparted to the box when it bounces off of the springs. Using the velocity
impulse for triggering the instability allowed to obtain results which were in excellent
agreement with experiments. The growth of the instability was clearly included in the
experimental envelope for all the parameters of interest, i.e. growth of the instability,
spikes and bubbles. Slight overestimation of the spike growth was noticed with respect
to the centre of the envelope. The comparison of the curves against another inviscid
simulation of the same test case allowed to conclude that this was due to the assump-
tion of perfect fluids within the code. In fact, the curves obtained from the solver
presented in this thesis matched perfectly the prediction of the other inviscid simu-
lation in the literature. On the other hand, when the numerical field was compared
against the experimental images, differences were noticed in the roll-ups on the sides of
the mushrooms, where viscous interactions are important. In particular, these vortexes
presented less close-ups than expected and also their appearance changed drastically
depending on the order of accuracy of the reconstruction scheme. After this study,
the WENO scheme in its ninth-order of accuracy was dropped due to the excessive
distance of the numerical field from the reality. The second initialisation technique
was tested against results coming both from experiments and VIC simulations. The
solver was found to overestimate the growth of the instability at mid- and late-time
and this was found to be caused by an excessive deposition of baroclinic vorticity at the
interface by the gravity impulse. It needs to be pointed out that, differently from the
previous case, the experimental results were not included in an envelope as it happens
when a number of tests are carried out, but only a single curve was available. In the
single-mode perturbation, the viscous forces play an important role in the evolution
of the instability since its growth is dominated by two big coherent structures which
contain the heavy fluid that rolls up and the inviscid nature of the solver did not allow
to correctly capture these features. Looking at the integral quantities of interest, the
velocity impulse initialisation resulted to be a better triggering cause for the instability,
independently from the Riemann-solver or the high-resolution scheme employed. The
difference between viscid and inviscid results was not investigated further for a number
of reasons. First, it has already been the object of investigation in the literature. Sec-
ond, this thesis aimed to study the late-time evolution of MM-RMI, where the interface
perturbation is closer to real cases than the single-mode, which is an idealised case of
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study. The temporal dynamics of RMI when the interface presents protuberances of
different wavelengths is different and characterised by wide range of scales which inter-
act with the whole field of motion and the viscous forces becomes important only at
very very-late times, which is not the target of the investigation of this work.
The numerical simulation of impulsive, or incompressible, RMI was of great impor-
tance mainly to assess the behavior of the Riemann-solvers considered and allowed to
choose one of them to be used in the hybrid compressible-incompressible simulations.
The numerical switch between the models to study the evolution of RMI is possible
thanks to the existence of the two main stages which distinguish the development of
the instability. The first is characterised by the fact that the compressibility effects
carried by the shock waves on the mixing layer are strong, whereas the second involves
the free decay of this part of the domain and the incompressible regime is achieved.
A prediction for the instant of the transition between the two states in a single-mode
case was proposed from experimental tests. Due to the fact that a criterion for the
numerical switch had to be established, this possibility was initially explored, but a
preliminary study showed that it can happen that shock waves are still present inside
the numerical field even though the mixing layer evolves at low Mach number. This
together with the fact that no estimation for the transition between states is present for
a multi-mode perturbation brought to define a switching criterion based on the Mach
number. The numerical transition had to take place when the Mach number in every
cell was lower than a given threshold.
Applying the numerical switch to a SM test case showed how the hybrid and the fully
compressible analysis agree excellently when the results are grid-independent. This out-
come represents a very important point since the numerical methods and the models
themselves are very different. Agreement resulted mainly from the comparison of the
integral quantities of interest, but from a visual point of view the mushroom-shaped
mixing layer computed by the incompressible solver resulted to be sharper and less
diffused with respect to the incompressible solutions (with and without low-Mach cor-
rection). Moreover, a higher number of close-ups was predicted by the hybrid solver.
From this preliminary study, no obstacle to the extension of the method to three-
dimensional simulations was noticed, confirming the feasibility of the initial idea.
The first hybrid simulations with MM perturbation proved that the solver was able to
return results in line with the theory. In particular, it was verified that subinertial range
of the turbulent kinetic energy spectrum presented a decay which followed the modi-
fied k−3/2. Depending on the order of accuracy of the reconstruction method employed,
the extension of the subinertial range over the wavenumbers was found to be different.
Lower order of accuracy returned a shorter wave interval, typically 1 < k/kmin < 2.5,
whereas high-order methods extended the interval up to k/kmin ≈ 4.
Using an incompressible solver allowed to run the simulations for a range of time which
has never been reached by compressible analysis. This permitted to explore the evo-
lution of the instability until very late-times: τ = 1500. For better comparison, com-
pressible results were also produced by letting the same code to run the compressible
solver without switching the model. These computations were run up to τ = 500. Very
good agreement was found between the solvers for a number of different parameters.
First, by looking at the contour plots of the mixing layer, it was possible to notice that
the compressible and hybrid mixing layer appeared very similar. In fact, for τ ≤ 200,
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it was possible to recognise the same small and large scale structures in this part of
the domain. At later times, the small scales features started to show differences with
more mixing between the gases happening in the compressible mixing layer. Overall
agreement was found in the plane-averaged volume fraction profiles along the direction
of the shock propagation with the compressible results almost matching the results
from Thornber et al. (2010). From these graphs, it was also possible to notice how
bubbles, spikes and the bulf of the mixing layer achieve self-similar development at
different instants in time. In fact, both the solutions predicted that the core of the
mixing layer is the first to achieve this regime at τ ≈ 250, whereas bubbles need to
wait until τ ≈ 350. No self-similar growth of the spikes was detected within the time
range simulated by the compressible analysis. However, thanks to the hybrid tech-
nique it was possible to observe that also this extremity of the mixing layer becomes
self-similar at τ ≈ 600. Good agreement was found on the growth exponent of the
instability. The compressible simulation returned a value of 0.244, which is extremely
close to the 0.243 found by Youngs (2004). On the other hand, two different values
were computed for the hybrid simulation. In fact, if the range of time was considered
to be the same as the compressible analysis, then the growth exponent was found to be
0.225. Whereas it assumed the value 0.213 if the interpolation time was extended to
τ = 1500. This raised a question mark about the reliability of the compressible results
as a longer simulated time might lead to a decrease of the exponent. Nevertheless,
these values are in reasonable agreement also with experiments and they add further
confirmation to the widely accepted viscous correction θ = 2/3 − ν. A successive field
of comparison was the evolution of the turbulent kinetic energy and its decay inside the
mixing layer. The spectra computed from the numerical models were in good agree-
ment at early times, especially in the energy containing range. The solutions at later
times showed some differences both in the amount of energy, which was lower in the
compressible case, and in the distribution of the energy across the wavenumbers. In
fact, the hybrid solution presented a spectrum which appeared more rounded and less
sharp across the regimes and the modified subinertial range comprised a wider range
of wavenumbers, 0.3 < k/kmin < 7, in the compressible analysis. Theories assume that
at very long-times the flow field should lose memory of the initial anisotropy given by
the hit of the shock and the subinertial range should tend again to the k−5/3 decay
given by Kolmogorov’s theory for homogeneous and isotropic decaying turbulence. No
such thing was observed in both compressible and hybrid numerical simulations and no
evidence of the loss of anisotropy was noticed. In fact, the radial components of TKE
had different values with respect the the longitudinal contribution until the end of the
simulated time as the energy in the x-direction was constantly higher than the radial
counterparts by a factor of 1.315± 0.015 for the hybrid code and by approximately 1.6
in the compressible results. It was not possible to enstablish a precise value for the
latter case as at τ = 500 the transient was still ongoing. Using dimensional analysis, it
was possible to predict the decay rate of the three components to be t−1.36, which was
then confirmed by both compressible and hybrid results. Once again, good agreement
was found with Thornber et al. (2010) who estimated a decay of t−1.26. Considering
the right-side of the TKE spectrum, differences were expected as this part highlights
the dissipative characteristics of the numerical method. Contrarily to the compressible
solution, where an unphysical turn-up of the spectrum is present at high wavenumbers,



Conclusions and future work 6.2. Future work 119

the hybrid solution presents a clearer dissipation range.
Overall, the flow physics computed by the hybrid code is in excellent agreement with
the compressible simulations which were run for a much shorter time and with com-
pletely different methods. In addition, considering that in order for the hybrid solver
to achieve a three-time bigger simulated time than the compressible simulation, this
technique needed approximately 16% of the total computational time required by the
compressible code. These notes surely are an encouraging and a promising starting
point for future investigations.

6.2 Future work

The idea of linking a compressible with an incompressible solver may sound odd at
first, but it is easy to realise that it can be feasible if a method which cancels unwanted
compressible modes is available. The results presented in this thesis certainly proved
that hybrid simulations are possible and this opens the door for a vast research activity
in different areas.
From the point of views of the numerics, various improvements to the incompressible
solver can be done. The method here presented has an overall accuracy of the second
order due to how the pressure equation is discretised. Substituting the classic finite
differences with the discontinuous Galerkin method would represent a significant gain
in accuracy. On the other hand, looking at the performance of the code, including a
preconditioner in the iterative method for the pressure equation would speed-up the
convergence process with the consequent saving of significant computational time.
The second main area on which future investigations can be carried out is that of the
flow physics. The hybrid solver opens the door to very late-time investigation and
therefore to studies on self-similarity. RMI is a very complex phenomena which is
strongly influenced by the initial conditions and self-similar growth is achieved differ-
ently, in terms of time, depending on the perturbation applied to the interface and on
the Atwood number. In this thesis, a narrowband of high wavenumber modes with a
power spectrum of 1/k was considered. For this case, the expansion of the mixing layer
is due only through mode coupling and it is not representative of any real case, but is
still an interesting case of study. For example, it was found that a perturbation with
a power spectrum ∝ 1/k2 is representative of the surface finish of an ICF capsule if
modes over a broadband combination of wavelengths. This case has a higher growth
exponents as the growth of the mixing layer is due to a contribution of mode coupling
and growth of the large scales. Moreover, the Atwood number plays a very important
role. As reported during the thesis, the growth rate is higher if At increases over 0.86
and the self-similar regime is also significantly delayed. Much longer simulations are
needed to study the evolution of the instability at high Atwood numbers and standard
compressible methods are computationally too expensive to be employed.
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A
Pressure-convergence test

The pressure-convergence test for the incompressible solver is necessary to establish
the value of the residual at which the iterative precess of the Poisson-solver can be
considered converged. In fact, choosing a too high value of the residual tolerance would
lead to a non-converged, and therefore not reliable, solution. On the other hand, a too
low value would increase the time necessary for running the simulation without any
particular benefit in terms of accuracy of the results. Therefore, a correct choice of the
parameter is important. The test case considered is the experiment presented in §4.2.
The grid used for the test is G1 in conjunction with M2 and Rusanov flux scheme.
Three different simulations were run, keeping exactly the same initial condition and
numerical set-up, but the tolerance of the residual was set to: 1.0 × 10−3, 1.0 × 10−4

and 5.0×10−5. The evaluation of the convergence process is done comparing the values
of the velocity components u and v for the three cases at kȧ0t = 25. In Figure A.2, the
values of these two variables along the cells-row y = 0.02 are shown and compared.

(a) u-velocity (b) v-velocity

Figure A.1: Pressure convergence for the velocity components at t = 0.028 s and y = 0.1.

From the graphs, it is possible to notice that the small dots representing rr = 5.0×10−5

are perfectly centred inside the circles, which represent rr = 1.0 × 10−4. On the other
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(a) u-velocity (b) y-velocity

Figure A.2: Pressure convergence for the velocity components at t = 0.028 s and y = 0.2.

hand, for rr = 1.0× 10−3, a slight off-set of the diamonds with respect to the dots and
the circles is present, indicating that the iterative process has not converged yet. The
conclusion which is possible to draw from the test, is that the pressure can be considered
converged when rr = 1.0 × 10−4. This is the value which was kept for running all the
other simulations.



B
Grid-convergence test

The grid-convergence test of the incompressible solver is based on the Grid-Convergence-
Index from the Richardson extrapolation Roache (1998):

GCI = Fs
|ǫ|

rp − 1
, (B.1)

where, Fs = 3, which results in a conservative approach in the estimation of the GCI,
is a safety coefficient, p = 2 indicates the accuracy of the GCI computation process and
r = 2 since the grids were created by a doubling process (G2 has the double number
of cells along each edge compared to G1 and so on). The computation of the GCI has
been done according to the length of the mixing zone a. The test was made for all
the reconstruction schemes previously presented: M2, M3, M5, W5 and W9 and the
results for each Riemann solver are presented in Tables B.1, B.2 and B.3. Here the GCI
associated with the comparisons between G1-G2, G2-G3 and G3-G4 at kȧ0t = 10.0,
15.0 and 20.0 is reported.
Looking at the values of the GCI, it is possible to notice how, as the grid is refined, the
convergence of the grid is achieved. This is valid independently from either the scheme
chosen for discretising the fluxes or the reconstruction at the cells interface. In fact,
for all the cases, the quality of the results significantly improves between G1 and G2
and very good agreement is present between G3 and G4. The Riemann-solver which
gives the best convergence of the grid is the one of Rusanov, where, between G3 and
G4, the GCI is always less than 1%.
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(a) M2 (b) M3

(c) M5 (d) W5

(e) W9

Figure B.1: Growth of the instability according to LF flux for grids G1, G2, G3, G4.
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(a) M2 (b) M3

(c) M5 (d) W5

(e) W9

Figure B.2: Growth of the instability according to RU flux for grids G1, G2, G3, G4.
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(a) M2 (b) M3

(c) M5 (d) W5

(e) W9

Figure B.3: Growth of the instability according to HLL flux for grids G1, G2, G3, G4.
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Rec. Adim. GCI [%]
scheme time G1-G2 G2-G3 G3-G4

M2-VL
10.0 8.53 2.32 1.22
15.0 7.75 1.77 1.27
25.0 12.15 2.35 1.32

M3-KK
10.0 1.78 1.55 0.85
15.0 1.35 0.87 0.78
25.0 4.10 1.86 0.59

M5-KK
10.0 2.80 1.30 0.48
15.0 4.22 1.03 0.40
25.0 12.37 1.16 0.33

W5
10.0 10.92 2.85 0.35
15.0 15.47 2.68 0.52
25.0 17.22 3.62 0.78

W9
10.0 7.01 1.05 0.46
15.0 3.70 1.81 0.46
25.0 4.55 1.92 0.64

Table B.1: Grid Convergence Index for Lax-Friedrichs flux.

Rec. Adim. GCI [%]
scheme time G1-G2 G2-G3 G3-G4

M2-VL
10.0 2.66 0.93 0.25
15.0 2.40 0.95 0.38
25.0 4.10 0.73 0.22

M3-KK
10.0 5.42 0.77 0.01
15.0 1.86 0.97 0.10
25.0 3.49 1.39 0.13

M5-KK
10.0 5.79 1.21 0.02
15.0 3.09 1.18 0.03
25.0 2.98 1.62 0.05

W5
10.0 6.76 2.65 0.35
15.0 5.40 2.88 0.25
25.0 5.84 3.36 0.39

W9
10.0 2.66 0.93 0.25
15.0 2.40 0.95 0.38
25.0 4.10 0.73 0.22

Table B.2: Grid Convergence Index for Rusanov flux.
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Rec. Adim. GCI [%]
scheme time G1-G2 G2-G3 G3-G4

M2-VL
10.0 8.53 2.32 1.22
15.0 9.08 1.75 0.36
25.0 8.24 0.20 0.02

M3-KK
10.0 7.93 1.60 0.20
15.0 5.88 0.39 0.05
25.0 4.78 0.35 0.07

M5-KK
10.0 4.68 1.51 0.57
15.0 5.04 0.80 0.67
25.0 5.01 1.37 1.12

W5
10.0 8.38 1.34 0.24
15.0 7.54 1.49 0.23
25.0 9.55 1.69 0.24

W9
10.0 4.05 0.55 0.45
15.0 3.41 0.72 0.54
25.0 7.41 1.30 1.23

Table B.3: Grid Convergence Index for HLL flux.


