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ABSTRACT

The two-phase gas/liquid flow phenomenon can be encountered over a range of gas and liquid flow rates in the chemical engineering industry, particularly in oil and gas production transportation pipelines. Monitoring and measurement of their characteristics, such as the gas void fraction, are necessary to minimise the disruption of downstream process facilities. Thus, over the last decade, the investigation, development and use of multiphase flow metering system have been a major focus for the industry worldwide. However, these meters suffer from several limitations in some flow conditions such as Slug flow regime.

This research presents experimental results correlating Acoustic Emission measurements with Gas Void Fraction (GVF) in a two-phase air / water flow. A unique experimental facility was modified to accommodate an investigation into the applicability of the Acoustic Emission (AE) technology in monitoring two-phase gas/liquid flow. The testing facility allowed for investigations over a range of superficial liquid velocities (0.3 to 2.0 ms\(^{-1}\)) and superficial gas velocities (0.2 to 1.4 ms\(^{-1}\)). The influence of several variables such as temperature, viscosity and surface roughness were also investigated. Measurements of AE for varying gas void fractions were compared to conductive probe measurements and results showed a direct correlation between the AE energy and the gas void fraction.

It is concluded that the GVF can be determined by measurement of Acoustic Emission and this forms the major contribution of this thesis.
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# NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Denotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{SL}$</td>
<td>Liquid superficial velocity</td>
</tr>
<tr>
<td>$V_{SG}$</td>
<td>Gas superficial velocity</td>
</tr>
<tr>
<td>$V_{M}$ and $V_{mix}$</td>
<td>Mixed velocity</td>
</tr>
<tr>
<td>$Q_{L}$</td>
<td>Liquid flow rate</td>
</tr>
<tr>
<td>$Q_{G}$</td>
<td>Gas flow rate</td>
</tr>
<tr>
<td>$A$</td>
<td>Cross section area of the pipe</td>
</tr>
<tr>
<td>GVF and $\varepsilon$</td>
<td>Gas void fraction</td>
</tr>
<tr>
<td>$E_{L}$</td>
<td>Liquid hold-up</td>
</tr>
<tr>
<td>$M$</td>
<td>Total mass flow rate</td>
</tr>
<tr>
<td>$\rho_{g}, \rho_{w},$ and $\rho_{o}$</td>
<td>Densities of gas, liquid and oil phases respectively</td>
</tr>
<tr>
<td>$V_{g}, V_{w},$ and $V_{o}$</td>
<td>Velocities of gas, water and liquid phases respectively</td>
</tr>
<tr>
<td>$\alpha_{g}, \alpha_{w},$ and $\alpha_{o}$</td>
<td>Gas, water and oil phase fractions respectively</td>
</tr>
<tr>
<td>$R_{XY}$</td>
<td>Cross correlation function</td>
</tr>
<tr>
<td>$V$</td>
<td>Velocity of the flow</td>
</tr>
<tr>
<td>$L$</td>
<td>Distance between two sensors</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Lag time between two correlated signals</td>
</tr>
<tr>
<td>$Z_e$</td>
<td>Electrical impedance</td>
</tr>
<tr>
<td>$R_m$</td>
<td>Electrical resistance</td>
</tr>
</tbody>
</table>
\( C_M \) Electrical capacitance

\( C_P \) Steel pipe electrical capacitance

\( \omega \) Signal frequency

\( f_c \) Sensor frequency

\( \sigma_w \) Water conductivity

\( \varepsilon_w \) Water permittivity

\( V_i \) Reference voltage and equal to 1µ-Volt

\( V_o \) Output voltage

\( f_0 \) Natural frequency of oscillation for zeroth mode

\( f_n \) Frequency for the \( n \)th mode

\( P_0 \) Static pressure of the bubble

\( \gamma \) Ratio of the specific heat of the gas in the bubble

\( R_0 \) Mean radius of the bubble

\( \rho \) Density of the liquid

\( T \) Surface tension of the liquid

\( H_{LSB} \) Slug body holdup

\( C_c \) Dimensional coefficient

\( A_i \) Pipe internal diameter

\( Bo \) Bond number
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Pipe diameter</td>
</tr>
<tr>
<td>$d_{\text{bubble}}$</td>
<td>Bubble diameter</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>$L_{\text{LSB}}$</td>
<td>Liquid slug body length</td>
</tr>
<tr>
<td>$L_{\text{EB}}$</td>
<td>Elongated bubble length</td>
</tr>
<tr>
<td>$\mu_G$</td>
<td>Gas viscosity</td>
</tr>
<tr>
<td>$\mu_L$</td>
<td>Liquid viscosity</td>
</tr>
<tr>
<td>$\rho_G$</td>
<td>Gas density</td>
</tr>
<tr>
<td>$\rho_L$</td>
<td>Liquid density</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Interfacial surface tension</td>
</tr>
<tr>
<td>$Fr$</td>
<td>Froude number</td>
</tr>
<tr>
<td>G</td>
<td>Normalised probe output voltage</td>
</tr>
<tr>
<td>$E_{\text{surface}}$</td>
<td>Total surface free energy of the discrete gas bubbles</td>
</tr>
<tr>
<td>a,b,c and d</td>
<td>Constants</td>
</tr>
<tr>
<td>AE</td>
<td>Absolute energy of the acoustic emission level</td>
</tr>
<tr>
<td>PE</td>
<td>Percentage error</td>
</tr>
<tr>
<td>APE</td>
<td>Average percent error</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
</tbody>
</table>
Chapter 1: Introduction and thesis structure

1.1 Introduction

Multiphase flow is one of the most commonly encountered phenomena in various industrial processes. Multiphase systems involve presence of more than one phase, which can be either solids or gas in liquid or all the three phases coexist. The presence of the second phase affects the fluid dynamics of the main flow. Depending on the amount of the other phase present, the flow conditions present in the system may vary significantly. For example, in liquid/gas multiphase flows, the flow can be configured in different flow patterns or regimes in horizontal pipeline such as stratified, wavy, annular, bubble, slug, and dispersed flow. Therefore it is very important to characterise such flow systems.

One of the main industries where the accurate characterisation of multiphase flow system is important is the oil and gas industries. Slug flow has been known as the most common in oil and gas production pipeline and because it is intermittent flow, it is difficult to control and accurately measure online. Also slug flow can be very destructive to downstream equipments. In the oil and gas industry, accurate metering of multiphase flow could lead to greater benefits in terms of production allocation, production monitoring, capital expenditure and operational expenditure, following are few examples:

- Reduction in the capital cost as the outputs of several wells can be grouped together after being metered at the well discharge.

- Reduction in capital cost of new offshore platforms by replacing the bulky and heavy test separators.
Better reservoir management, production allocation and optimisation of total oil production over the lifetime of the field. This could mean the continued production for otherwise uneconomical wells rather than abandonment leaving behind a high proportion of the oil untapped.

Many researchers have investigated the accuracy of the measurements of multiphase slug or mixture flow. Various techniques and technologies are currently available for measuring multiphase flows though the selected method can be dependent on the amount of second phase present or the intrusive and invasive nature of the measuring probes.

Whilst the development of Acoustic Emission (AE) technology to monitoring of various asset types has been growing over the last 50 years, its application to monitoring and characterising multiphase flows is new and this investigation forms the foundation on which future research will be based.

1.2 Thesis Objectives

The main objectives of this thesis are:

- Formulate mechanisms for the generation of Acoustic Emission (AE) in two-phase flow.
- Establish an experimental programme for assessing the feasibility of employing AE for measurement of Gas Void Fraction (GVF).
- Investigate the effect of operational and design parameters on the AE measurements
• Develop a correlation between experimentally measured GVF and AE generated from two-phase flow.

Based on the outcome from the last objectives, a set of proposal for future study is presented.

1.3 Main contributions of the present work

• First known attempt at applying AE technology to GVF assessment
• Correlation between AE energy and GVF over defined flow regimes
• Investigating the influence of operating variables such as pipe material, sensor orientation, temperature, viscosity and surface roughness on AE energy for two-phase flow condition

1.4 Thesis structure

Chapter 2 deals with the introduction to the multiphase flow in pipes and the different parameters used to characterise two-phase flows. This chapter describes various flow patterns and flow regimes generated by the gas-liquid mixture in horizontal pipeline. Also, inferential and direct flow measurement techniques used for two-phase flow measurement are reviewed. Direct measurement techniques for phase fraction, phase velocity and phase density are summarised at the end.

Chapter 3 covers current techniques used to measure gas and liquid phase fractions. Both the intrusive as well as non-intrusive techniques are described along with their accuracy and limitations. The literature describing application of these techniques in multiphase systems is briefly discussed.
The details of acoustic emission technique are covered in chapter 4 and 5. Chapter 4 provides background to AE technique, covering various components of AE device and data acquisition by AE method. Chapter 5 covers detailed literature review of the AE technique and sources of AE signal generation in the flows, concentrating on the AE signal generation due to the gas bubble through bubble break-up and coalescence. AE energy generation through some other mechanisms such as cavitation, chemical reaction and solid/liquid flows is also briefly covered. Slug flow mechanism and how AE generated is detailed, and several GVF correlations are reviewed.

The experimental rig used in this work is described in chapter 6. The 50 mm (2") test facilities and various component used are detailed. The air and water supply system and AE system used in this work is described. The data acquisition system and the calibration process is also covered in the same chapter. The procedure involved in test rig design, set-up and measurements is discussed.

Chapter 7 presents main results and observations, followed by detailed discussion of the investigated parameters that was described in chapter 6. Also AE is correlated to GVF of two-phase flow and compared to other correlations.

A brief description of the main findings of the above work is included in chapter 8. In order to extend the present work, recommendations for future work are made in the same chapter.
Chapter 2: Introduction to the two-phase flow

This part of the thesis introduces multiphase flow in pipes and the different parameters used to characterise two-phase flows. Flow patterns and flow regimes generated by the gas-liquid mixture in horizontal pipeline are also discussed. In addition, inferential and direct flow measurement techniques used for two-phase flow measurement are reviewed. This is followed by a summary of direct measurement techniques for phase fraction, phase velocity and phase density.

2.1 Two-phase Flows

Flows can generally be classified into; single, two and multi-phase. Single phase flow describes any flow of a single liquid, gas or solid; the most common two-phase flows are gas-liquid, liquid-liquid, liquid-solid or gas-solid; multi-phase flow is any flow characterised by more than two phases. Two-phase flow is of great industrial significance and is commonly found in the chemical, process, nuclear, hydrocarbon, and food industries. The study of two-phase flows has received widespread research attention, with most emphasis on gas-liquid flow because of its enormous importance for the power generation, nuclear and automotive industries, and chemical and petroleum processes such as sewage treatments, oil and gas transport, boilers, heat exchangers, condensers, …etc.

In two-phase flow, the flow behaviour is much more complex than for single-phase flow. The phases tend to separate because of differences in densities, viscosities and relative speeds of the phases which lead to different shear stresses at the pipe wall for each phase, thus adding even more complexity to the flow behaviour.
2.1.1 Two-phase Flow Parameters

Important parameters commonly used to describe two-phase flow are (Clayton, 2005):

- Superficial Phase Velocity, $V_{SL}$

The term superficial phase velocity is the phase velocity calculated for each individual phase: it is the volumetric flow rate, $Q$, of that phase divided by the cross-sectional area of the pipe, $A$, neglecting any other phase within the pipe. Thus:

Superficial liquid velocity

$$V_{SL} = \frac{Q_L}{A} \quad \text{(ms}^{-1}\text{)}$$

2-1

Superficial gas velocity

$$V_{SG} = \frac{Q_G}{A} \quad \text{(ms}^{-1}\text{)}$$

2-2

It can be seen that algebraic sum of the gas and liquid superficial velocities, will determine the mixture velocity ($V_M$)

$$V_M = V_{SG} + V_{SL} \quad \text{(ms}^{-1}\text{)}$$

2-3

- Gas Volume Fraction
The gas volume fraction (GVF) is the ratio of the volumetric flow rate of the gas to the total volumetric flow-rate:

\[ GVF = \frac{Q_G}{Q_L + Q_G} = \frac{V_{SG}}{V_{SG} + V_{SL}} \]  

2-4

- Liquid Hold-up

The term hold-up \((E_L)\) is defined as the ratio of liquid/total volume flow:

\[ E_L = \frac{Q_L}{Q_L + Q_G} \]  

2-5

And

\[ E_L + GVF = 1 \]  

2-6

2.1.2 Gas-liquid Flow Regimes in Horizontal Flow

The most distinguishing characteristic of multi-phase flow is the variation in the physical distribution of the phases in the flow conduit, known as the flow pattern or flow regime. The flow pattern that exists depends on the relative magnitudes of the forces that act on the fluids. These forces will depend on the properties of the fluids; density, viscosity, surface tension: the angle of inclination and diameter of the conduit carrying the flow: and the flow itself, most particularly, the degree of turbulence. Thus, the hydrodynamics of the flow, as well as the flow mechanisms, change significantly from one flow pattern to another.

Several investigations, (Al-Sheikh et al.,1970; Dukler et al.,1964; and Govier and Aziz, 1972), have shown that classification and description of the flow distributions into flow regimes or patterns is still often a very subjective process.
There is no single theory or correlation that can satisfactorily predict the pressure gradient or liquid hold-up over all possible flow regimes encountered in two-phase gas–liquid flow in pipes. However, there are some generally accepted descriptions.

Flow patterns are often displayed using a flow pattern map, which is a graphical representation of the flow regime transition boundaries for a particular system. Theoretically, dimensionless parameters are to be preferred for representing the different flow regimes but in practice the superficial velocities are much more commonly used. Baker (1954) was amongst the first to publish a horizontal flow regime map to describe flow regimes based on the mass velocities of gas and liquid phases. A commonly accepted example is the map that was proposed by Mandhane et al, (1974) which is shown in Figure 2-1.

![Figure 2-1: Horizontal Flow Regimes Map, Mandhane et al, (1974)](image)

The flow regime map is fully dependent on the superficial liquid velocity ($V_{SL}$) and superficial gas velocity ($V_{SG}$). Two-phase flow regimes are normally...
characterized by a series of flow patterns that are designated as stratified, wavy, bubble, slug, and annular flow in horizontal pipes, see Figure 2-1. These patterns excluding stratified and wavy flows are also found in vertical pipes (Hewitt, 1982). Following is a brief description of each regime:

- Stratified Flow

At low velocities of both gas and liquid, due to gravitational separation the liquid flows along the bottom side of the pipe and the gas flows on the top side filling the space above the liquid. The contact area between gas and liquid is typified by very smooth and gentle activities.

- Wavy Flow

Increasing the gas velocity in the stratified flow will increase the activity of the gas-liquid contact area (free surface), the higher relative velocities between the phases generates a wave-like texture.

- Annular Mist Flow

This regime occurs at high gas velocities. A thin film of liquid is present around the internal wall of the pipe but, typically, most of the liquid is entrained in the form of droplets in the gas. Some droplets appear on the bottom of the pipe as a result of gravity.

- Slug Flow

Slug flow is the occurrence of periodic large, coalesced gas bubbles in a liquid process. The gradual increase in liquid velocity will result in converting the wavy
flow to what is described as slug flow, in this flow pattern large waves of liquid form a slug that can fill the whole cross-section of the pipe leading to blocking of the downstream gases. These slugs can be generated by surge waves on a thick layer of liquid on the bottom of the pipe. Slugs are usually not intentional and can be disruptive to flow and density measurement. Slug flow is commonly found in long-distance piping that does not fill properly. It may occur as a result of leaks in pump suction or tank agitation, allowing air to be pulled into a line (McAllister, 2009).

- **Bubble Flow**

This flow type is characterised by the presence of a layer of elongated bubbles travelling at the top of the pipe, liquid dominates this flow type.

- **Dispersed Flow**

In this flow pattern the gas phase is distributed within a pipe entirely filled with liquid. Discrete gas bubbles tend to move towards of the top region of the pipe while gravity holds the liquid in the bottom of the pipe.

### 2.2 Multiphase flow measurement

#### 2.2.1 Inferential Measurement Strategies

The ideal multiphase flow meter would determine the mass flow rate of each phase in the multiphase flow. However, such devices do not exist for multiphase flows and are not common for two phase flows. The practical alternative is to simultaneously measure the instantaneous velocity, volume fraction and density of each phase across the cross-section of the conduit and infer the individual
and total mixture mass flowrates (Thorn et al, 1997). Figure 2-2 shows a schematic of such an approach.

**Figure 2-2:** Schematic of an Inferential Multiphase Flow Measurement Strategy, (Thorn et al., 1997)

The two categories of parameter in inferential multiphase metering systems are: primary and secondary.

1. Primary parameters:
   - Phase fraction (e.g. void fraction, water cut);
   - Phase velocity; and
   - Phase density

2. Secondary parameters:
   - Flow regime;
   - Phase viscosity;
   - Phase salinity; and
   - Phase permittivity/ conductivity
Fortunately, data on the density of oil, water and gas phases is readily available, e.g. densitometer readings or estimated from Pressure, Volume and Temperature (PVT) diagrams using measured pressure and temperature. In practice the problem is usually the measurement of the phase velocities and volume fractions of the gas and water. The oil fraction is deduced from the fact that the sum of the three phase fractions is equal to one.

\[ M = \alpha_G \cdot V_G \cdot \rho_G + \alpha_W \cdot V_w \cdot \rho_w + \alpha_O \cdot V_o \cdot \rho_o \]  

Where \( M \) is the total mass flow rate, \( \rho_G, \rho_w, \text{and} \rho_o \) are the densities of gas, water and oil respectively.

### 2.3 Direct Measurements Techniques in Multiphase Flow

#### 2.3.1 Phase Fraction Measurement

Electrical impedance techniques and gamma-ray attenuation are two very common methods for measuring gas and liquid fractions in a multiphase flow. Other, less commonly used, techniques which are available include microwave attenuation and nuclear magnetic resonance (NMR). The details of phase fraction techniques will be explained and reviewed in the next chapter.
2.3.2 Phase Velocity Measurement

2.3.2.1 Differential Pressure Meters

Olsen (1993) stated that several types of multiphase meters use the differential pressure to determine the total speed of the multiphase mixture. The types employed most frequently are Venturi meter and the orifice plate, (Zhang et al. 2005). The principle of an orifice meter is based on the difference between the upstream and downstream pressure across an orifice plate. The difference in pressure in a Venturi meter is not immediate as in as orifice, but it takes place with change in internal area of the pipe.

2.3.2.2 Positive Displacement

The operating principle of positive displacement meters is based on separating the flowing liquid into its component phases and accurately measuring the discrete and identical volumes. Electronic or mechanical triggers are generally used for counting the number of these discrete volumes; the flow rate can then be calculated. Several types of positive displacement meters are available, depends on the techniques used to separate the fluid such as vanes, gears, rotating valve, pistons or diaphragms.

Commercial multiphase flow systems using this technique have been well reviewed by Tuss et al. (1996). It was found that the positive displacement can only measure the total volumetric mixture of the gas and liquid phases but not the gas flow rate, see Jama (2004).
2.3.2.3 Cross-correlation Technique

Cross-correlation techniques are well-known and are becoming widely used in both industry and laboratory for pipeline flow velocity measurement. In gas/liquid two-phase flow, the presence of gas bubbles and the formation of liquid slugs can be detected non-invasively by various types of transducer, such as ultrasonic transducers, microwave or gamma ray devices, and capacitance, (Yang and Beck. 1997). Several researchers have adopted this technique to measure bubble and slug translational velocities (Reis and Goldstein 2005; Dong et al. 2005 ; Cheng et al. 2005 and Al-lababidi, 2006).

The main principle of this method is shown in figure (2-3). Two similar sensors placed axially at defined distance from each other (L), are used to detect the flow pattern (slugs and/or bubbles). The signals from the two sensors (x (t) and y (t- τ)) are cross-correlated using the following equation.

\[
R_{xy} = \frac{1}{T} \int_{0}^{T} x(t)y(t - \tau) \, dt
\]

Knowing the lag time between the two correlated signals (τ), the velocity of the flow can then be calculated as follows:

\[
V = \frac{L}{\tau}
\]
2.3.3 Phase Density Measurement

As shown in Figure 2-1, to convert the phase volumetric flow rates into mass flow rates, measurement of individual phase densities is required. However, the phase density measurement is well established and it is readily available from other parts of the production process such as gamma densitometers, or from the PVT diagrams and that by using the measured temperature and pressure. The principle of the gamma-ray densitometer is explained in the next chapter.
Chapter 3 : Phase Fraction Measurement Techniques

Unfortunately, separating the phases for individual measurement requires bulky and expensive equipment. A multiphase flow metering system is required which measures the line conditions of the individual phases without separation or sampling. For testing flow from oil wells, multiphase flow metering would be the simultaneous measurement of the flow rates of the oil, water and gas produced by the well, without the necessity of either a two-phase or a three-phase separator, Hewitt et al. (1995). This chapter provides a background on current techniques for measuring gas and liquid phase fractions. Multiphase flows in pipelines have been widely investigated by researchers such as (Thorn, et al., 1997; Corneliussen et al. 2005).

In the literature there were numerous reviews devoted to the subject of gas and liquid phase fraction measurements such as Shearer and Nedderman (1965), Hewitt (1972), Gregory and Mattar (1973), Jones and Delhaye (1976), Sharma and Sachdeva (1976), Thorn, et al., (1997), Ismail et al., (2004), Xie, (2005), Al-lababidi, (2006) and many others.

The next section details the two most commonly used techniques for phase fraction measurements; gamma-ray attenuation and electrical impedance, and very briefly summarises other available techniques.

3.1 Methods of Void Fraction/hold-up Measurement:

Measuring hold-up is important and necessary for two-phase flow measurements. There are various models available to predict hold-up, but it is not always possible to know all the different model parameters for a given situation. Thus, it is always necessary that hold-up measurements are carried out.
Several techniques are commercially available for measuring gas void fractions in two and multiphase flows; however, this measuring process is always combined with a degree of difficulty due to the natural complexity of two-phase flows. Separation is the most traditional method used for void fraction measurements, where an expensive separator facility is employed to physically separate and then measure the two-phase flow components. Gamma-ray attenuation and electrical impedance are the most commonly adopted techniques but other, alternative, techniques include microwave transducers, X-ray and gamma-ray tomography, magnetic resonance imaging and nuclear magnetic resonance (Clayton, 2005).

### 3.1.1 Gamma Ray Attenuation Measurement

When any collimated beam of radiation passes through the multiphase mixture it is attenuated and the degree of attenuation can be directly related to the composition of the flow. A detailed analysis of the principles and practical determination of the void fraction in multiphase flow is given in (Pan, 1996), and the limitations of this technique are discussed in Fournier and Jeandey (1993). Gamma ray attenuation measurement is applicable to all possible combinations of two-phase and three-phase flows (Corneliussen et al. 2005).

There are different gamma ray systems that are used for multiphase flow metering, including single-beam and dual-beam gamma ray systems. Although the procedures and the principles are similar, single-beam gamma ray system can only be used for two-phase flows, whereas the dual-beam system can be used for three-phase flows.
3.1.1.1 Single-Beam Gamma Ray Attenuation

This method is one of the most widely employed for hold-up measurement in two-phase systems. It depends on the difference in gamma-ray absorption between the two phase components of the flow (gas, oil, water). The absorption is exponentially dependent on the thickness and density of the mixture. A single energy gamma ray beam is directed at the pipe from a source placed diametrically opposite the receiver on the other side as shown in Figure 2-4. Single energy gamma ray attenuation can be used conveniently in liquid/liquid (oil/water) or liquid/gas systems. In a pipe, with inner diameter \( d \), the intensity of the beam of radiation after it has passed through the mixture of two-phase flow is given by:

\[
I_m(e) = I_v(e) \exp\left[\sum_{i} \alpha_i \mu_i(e) d\right]
\]

Where \( I_m(e) \) : is the measured count rate, \( I_v(e) \) : is the count rate when the pipe is empty, \( \mu_i \) : represents the linear attenuation coefficients for the two phases. Apart from fractions of the phases \( \alpha_i \), the attenuation coefficients \( \mu_i \) are also initially unknown. However, the latter can be found by calibrating the system by subsequently filling the pipe with the individual fluids, when:

\[
I_{\text{Water}} = I_v \exp[- \alpha_{\text{Water}} \mu_{\text{Water}} \cdot d]
\]

\[
I_{\text{Gas}} = I_v \exp[- \alpha_{\text{Gas}} \mu_{\text{Gas}} \cdot d]
\]

These two calibration points together with the relation \( \alpha_w + \alpha_g = 1 \) can be rewritten as an expression for the water fraction in two-phase liquid/gas mixture (or the water cut) as:
\[ \alpha_w = \frac{\ln(I_{\text{Gas}}) - \ln(I_{m})}{\ln(I_{\text{Water}}) - \ln(I_{\text{Gas}})} \]

**Figure 2-4:** Single-Beam Gamma Ray Densitometer (Thorn et al., 1997)

### 3.1.2 Electrical Impedance Measurements

The main principle of electrical impedance methods for component fraction measurements is that the fluid flowing in the measurement section of the pipe is characterised as an electrical conductor. By measuring the electrical impedance across the pipe diameter (using e.g. contact or non-contact electrodes), properties of the fluid mixture like conductance and capacitance can be determined. The measured electrical quantity of the mixture then depends on
the conductivity and permittivity of the oil, gas and water components, respectively. Figure 2-5 shows the basic principles of the impedance method used to measure component fraction.

**Figure 2-5**: Impedance Method of Component Fraction Measurement (Thorn et al, 1997)

In Figure 2-5, the electrical impedance \( Z_e \) is measured across the two outer electrodes. Simply to demonstrate the principles, it is initially assumed that the capacitors may be assumed parallel plate. It is also assumed that the multiphase flow inside the pipe and between the electrodes can be represented by a resistance \( R_m \) in parallel with a capacitance \( C_M \), and that the (steel) pipe itself can be assumed to have negligible resistance but a capacitance \( C_P \) (which is shown in the figure as two capacitances \( C_P/2 \) in parallel for convenience). The measured impedance \( Z_e \) and capacitance \( C_e \) is given by:
The relative volume fractions of oil, gas and water will determine the values of \( R_m \) and \( C_m \) of the mixture in the pipe. The measured impedance, \( Z_e \), and capacitance, \( C_e \), will obviously depend on the frequency \( \omega \) of the applied signal and, in reality, will also depend on the geometry and construction of the sensor. For a given geometry and construction (\( C_P \) fixed), the measured impedance, \( Z_e \), and capacitance, \( C_e \), will be direct functions of the relative volume fractions of the flow.

In oil continuous mixtures \( (Z_e) \) is large and can be difficult to measure reliably. For the flows in which water is the continuous phase, a short circuiting effect will occur caused by the conductive water if the sensor excitation frequency, \( f_c \), is less than:

\[
f_c < \frac{\sigma_w}{2\pi \varepsilon_o \varepsilon_w} \]

Where \( \sigma_w \) and \( \varepsilon_w \) are the conductivity and permittivity of the water component respectively. For process water this would mean frequency below that of microwave frequencies. Therefore, the impedance method is limited to oil or gas in continuous phase.

For air-water, Costigan and Whalley (1997) used two conductance sensors to determine both liquid hold up and phase velocity. The PDF (probability density function) of the signal (sampled at 200Hz) showed characteristics patterns for
bubble, slug and annular flows. The bubble and slug velocities were determined using a correlation technique.

However, impedance based methods suffer from two important limitations; they cannot be used over the full component fraction range and are flow regime dependent. This dependency is eliminated by one of two methods: (1) homogenisation of the phase, before the measurement is made; and (2) development of electrodes which minimise the dependency upon the flow geometry.

Various methods have been used to reduce the flow regime dependency effects of impedance sensors as shown in figure 2-6. In this figure four different designs of non-intrusive sensor are illustrated. These styles were developed to minimise the flow geometry dependency.

1. Arc electrodes (Xie et al., 1990), for resistive and capacitive cross-section measurement, figure 2-6 (a). In this design the guard electrodes are installed at either side of the electrodes, and that to reduce the sensitivity to axial flow variations.

2. Ring electrodes (Fossa, 1998; Andreussi et al, 1988), for resistive measurement, and to achieve a more uniform electric field structure within the sensing volume, a ring electrodes trades-off a localised cross-section measurement, see figure 2-6 (b).

3. Helical electrodes (Abouelwafa et al, 1980), figure 2-6 (c). In this model, a pair of continuous helical electrodes are mounted on and twist round the outside wall of the pipe, to overcome flow geometry dependence.

4. Rotating field electrodes (Merilo et al., (1977)), as shown in figure 2-6(d), this design achieves a similar effect to helical electrodes. Here, three electrode pairs are driven at 120° phase intervals, to produce a rotating field vector in the pipe centre.
3.1.3 The nuclear magnetic resonance method

This method involves measuring NMR signal from a $^1$H nuclei in the liquid which can be related to the two-phase mixture density. Callaghan (1991) provides a detailed background to this technique. Lynch and Segel (1977) used this technique and claimed that the method provides linear relations for void fractions from zero to unity. One of the main drawbacks is that it requires a non-metallic pipe section close to the measurement point to allow penetration of the radio frequency field.

3.1.4 Microwave technology

Microwave measurements are also dielectric measurements, but are significantly different from the capacitive measurements techniques as both the frequencies are higher (several hundred MHz) and the operation principles of
the sensor devices are different. Microwave sensors are based on the fact that the interaction between microwaves and the medium of propagation (liquid and gas phases) is completely determined by the relative permittivity. For liquid and gas flows in pipelines; Microwave Resonator sensors is the suitable choice. The operation principles of this technology have been reviewed by Nyfors (2000).

3.1.5 Ultrasound Probes:

This technique is based on ultrasound propagation in the multiphase system. Depending upon the way ultrasound signals are used, it is divided into two main categories; ultrasound attenuation where the attenuation of the ultrasound transmitted is used to obtain gas hold-up or the time-averaged local interfacial area, while the other technique, called the Doppler technique, uses the waves reflected back from the bubble surface to obtain bubble size or bubble velocity.

Ultrasound techniques have been applied to measure multiphase flows (mainly gas-liquid). Ruffer et al. (1995) used ultrasound method in an external loop airlift to measure bubble velocity. Allababidi and Sanderson (2004) used an ultrasound Doppler technique to investigate gas-liquid multiphase flows in a horizontal pipe, where the ultrasound signals were used to measure the gas void fraction. Although this technique is non-invasive and allows quicker multiphase flow measurement, the accuracy of the measurement deteriorates at higher gas holdup conditions. Broring et al. (1991) suggested that the measurement accuracy of the ultrasound technique is very poor when the gas holdup is >20%. However, more recent work from Allababidi and Sanderson (2004) has shown that this technique can be effective even at very high gas fractions.
3.1.6 Tomography techniques

Tomography is a completely non-intrusive method that measures conductivity or other properties (e.g. radiation attenuation) over an entire cross-section of the pipe or column. The sensors are placed around the pipe or column section which measures the physical property being investigated and a reconstruction algorithm is then used to obtain phase fraction image over the cross-section. The tomography results are entirely time averaged. The tomography technique can be broadly divided into three categories depending upon the property being measured: γ-ray attenuation, electrical tomography and ultrasound tomography.

With γ-ray attenuation measurement based tomography, the attenuation is proportional to the density of the material for a given energy. The reconstructed image provides the distribution of phase fraction across the column or pipe cross-section. Kumar et al. (1995) and Froystein (1997) used this method to investigate multiphase systems such as packed beds or bubble columns.

Electrical tomography is relatively cheaper to install. The electrodes measure resistance or impedance at the wall of a column or a pipe. This technique has been investigated very widely and used for bubble columns, and in pipe flows (Schmitz and Mewes, 2000; George et al., 2000).

Ultrasonic tomography is based on the fact that the ultrasonic wave propagation depends on the phase fraction, dispersed phase size and flow regime. Very little information is available on the applicability of this technique in the multiphase systems (e.g. Warsito et al., 1999).

3.1.7 The Beta-ray attenuation method

This method works on the same principle as the previous method, the only difference is that β-rays are absorbed more readily than γ-rays and so will often be effected for strongly than γ-ray and therefore can be effective for measurement in small channel cross-sections. Cravarolo and Hassid (1965) used this method.
3.1.8 X-ray method

The principle is same as for $\gamma$-ray or any other radiation method. The attenuation of the X-ray varies with the density along the radiation path or the interfacial area. More detailed information on the basic principle of this technique and its limitations are described by Fournier and Jeandey (1993). Pike et al. (1967) and Nevstrueva and Tyutyaev (1975) were among the first to use this method for phase void measurement for different flow regimes.

3.1.9 Gamma-neutron reaction method

Neutrons are emitted when $\gamma$-rays pass through heavy water. The neutron emission depends on the amount of heavy water. Hewitt (1972) and Shearer and Nedderman (1965) used this as a basis for void fraction measurement. This technique has very limited application as the liquid phase must be heavy water.

3.1.10 Laser-Doppler Anemometry

Laser Doppler Anemometry (LDA) is a result of developments in laser technology. In this technique, laser light illuminates the flow, and light scattered from gas or solid phase in the flow is collected and processed. In practice, a single laser beam is split into two equal-intensity beams, which are focused at a common point in the flow field. An interference or fringe pattern is formed. Because of the movement of gas bubbles or solids across the intersection volume, the frequency of the light is shifted slightly (Doppler shift), in proportion to the velocity of the bubbles or particles. There is, however, a directional ambiguity, in interpreting the signal, since particles moving in either the forward or the reverse direction will produce identical signals and frequencies. Therefore, in practice, the frequency of one of the beams is slightly shifted, using a Bragg cell: with this frequency shift in one beam relative to the other the
interference fringes appear to move and thus negative and positive velocities can be distinguished.

This method can provide velocity measurements in the individual phases of gas-liquid flows. Mahalingham et al (1976) used this method to study bubbly flow. This method suffers from measurement errors at higher gas fractions in the flow. Liquid velocities measured by LDA may be contaminated by bubble velocities, as observed by Bendjaballah-Lalaoui (2000).

3.1.11 Hot-wire anemometry

This technique depends on the sensing and measurement of the rate of cooling of an electrically-heated fine wire or probe. The wire is usually made of platinum coated tungsten, and the diameter is typically 5μm. If only the fluid velocity varies, then the heat loss can be interpreted as a measure of that variable. These anemometers have a high frequency response and thus are well suited to the measurement of unsteady flows. This method has been used widely for the single phase flow, but when used to two-phase flow; it leads to gas fraction and liquid phase mean and RMS velocities. This technique has been widely used to study turbulence in the gas and liquid flows. Serizawa et al., (1975) Delhaye (1969) and Carvalho and Bergles (1991) have used this technique for hold-up measurements in two-phase systems. Utiger et al., (1999) used this technique in a gas-liquid system with gas of up to 20% hold-up; however, no limitation in gas hold-up is reported in the literature. One of the main drawback of this technique is it is intrusive; the presence of the probes may disturb the flow.

3.1.12 The void needle

Void needles are classified into two main types; optical and resistive probes:
- **Optical probes**

  Optical probes are generally made of quartz. This method is described in detail by Lockett at al., (1977), and exploits the difference in the refractive index of liquids and gases to measure void fraction. Infra red light is sent through the probe to the tip. When the tip is in the liquid the tip transmits the light beam, but reflects the light back when it is surrounded by the gas phase (Chabot et al., 1998). This method is useful even when the flowing mixture is non-conducting electrically.

- **Resistive probes**

  These are very thin and sharp needles mounted in the flow such that it pierces as many bubbles present in the flow as possible. They are made of oxidation resisting materials such as nickel, platinum and stainless steel (Hogsett and Ishii, 1997). Different versions of void needle have been described and reviewed by Boyer et al. (2002). In general, it consists of an insulated needle with an exposed tip electrode facing upstream. The needle tip measures the time it is in the liquid phase, provided there is a continuous liquid phase present between the wall and the needle. Some variations involve more than one needle or even very small concentric electrodes in which high frequency potential is applied and the output signals shows whether a gas or liquid phase is present around the electrodes, this can be related to the void fraction. These types of probes can be used as a single tip probe to measure gas fraction or double-tip probes to facilitate bubble velocity measurement. The needle probes have many limitations due to their invasive nature. To obtain reliable results the needle size should be very small compared to the bubble size. Some of the factors that may limit the accuracy of this method are: errors due to the bubble-probe interactions, probe orientation in the flow, bubble shape, errors in the signal treatment.
3.1.13 Dilution Method

The dilution method, as described by Hewitt (1972), is a closed circuit system in which voids are generated in a voidless system result in some liquid being expelled. The method involves collecting and measuring the volume of the expelled liquid and determining the void fraction. The main disadvantage of this method is that it does not provide local void fraction but measures the void fraction for the whole circuit.

3.1.14 Quick Shutting Valve Method

This method involves a pair of synchronised quick shutting valves placed at both ends of a test section where the void fraction is to be measured. By assessing the liquid phase trapped in the test section, the other phase fraction can be measured. Hewitt (1972) claims this is the most accurate method if the valves are properly adjusted and the experimental error greatly reduced if the closing time elapse of the valves is reduced to 0.01sec. Lockhart and Martinelli (1949) were among the first to use this method for void fraction determination.

3.1.15 Void fraction by measuring shear-stress and pressure drop

Cravarolo and Hassid (1965) determined void fraction by measuring shear stress and pressure drop simultaneously in the vertical flow. Assuming negligible momentum variation in the flow direction, the mixture density could be obtained mathematically provided that densities of liquid and gas phases are known.
3.1.16 Void fraction measurement by sampling

This method requires taking a sample from the flow stream and measuring the weight or the volume of the liquid phase, the gas phase can be then determined. Measurement rate is completely dependent on the sampling rate.

3.1.17 Photographic method

This method involves determining size and velocity of bubbles in two-phase flow, and is always used in conjunction with other methods such as X-rays. Bendjaballah et al. (1999) used this method for void fraction measurement. One of the limitations of this method is that it requires a transparent wall and transparent liquid, and the visualisation is usually possible only close to the wall. Use of this technique in conjunction with radiography allows measurements even in non-transparent fluid systems. Heindel (2000) used this technique with the flash X-ray radiography to determine bubble size and shape.

3.2 Conclusions

The various void fraction measurement methods described above fall into two general categories, intrusive and non-intrusive. Techniques such as γ, β and X-ray and dilation method do not affect the flow whereas void needle method, turbine method and sampling method do interfere with the flow. However, the radiation method requires the construction of complicated, dedicated facilities, and the ultrasonic method cannot easily be applied to a variety of flow patterns.

Depending on the technique used the accuracy of void fraction measurement will also vary. Some methods such as quick acting valves and the dilation method can measure only overall average void fraction, while void needles or sampling probes can provide point measurement. Also quick-closing valves cannot measure the void fraction in real time. Other techniques such as gamma-ray densiometer and conductivity rings suffer from a saturated output
signal at higher gas void fractions and require the construction of complicated, dedicated facilities.

The impedance method is a real-time technique requiring relatively simple equipment. The conductance method, using non-intrusive walls probes such as shown in Figure 2-6, will give a void fraction measurement that is an average over the cross-section of the pipe. However, the signal from conductance probe shows a high sensitivity and dependency on temperature, a 1°C increase of the temperature of the flow can raise the conductivity by 2.5% (Kim at al., 2009). Techniques such as the dilation and photographic methods are suitable for laboratory and research use only. Thus proper consideration is required when choosing the method/technique to be used for void fraction measurement.
Chapter 4 : AE Technology

4.1 Acoustic Emission History

Acoustic Emission (AE) refers to the transient elastic waves naturally generated by the abrupt release of stored energy in a material or structure, and exists in nature in the form of audible and sensible phenomena generated by such occurrences as earthquakes and the creaks of a wooden beam before it breaks. As practical tool, the first manmade applications of AE dated back as early as 6500 BC when pottery makers, used the sound generated from clay vessel to identify defective products as they cooled in the oven. The observation of AE in metal-working first took place around 3700 BC during twining of pure tin, which was called “tin cry”, but this was not documented until the eighth century by an Arabian alchemist Jaber ibn Hayyan (Miler, 1987). Jaber described the audible tin-cry as a “harsh sound” or “crushing noise”. He also used the term “sounding much” to describe iron during the forging process, which is believed to be produced by martensite formation during the cooling process (Miler, 1987). Comprehensive summaries of the history and discoveries of AE have been detailed in many textbooks and articles [see Drouillard, 1996] and, for example, it has been found that most common structural materials: e.g. ceramics, cement, glass, metals and polymers will exhibit some form of AE.

It was not until the late 1930s that AE technology began to be systematically investigated. One of the earliest known AE experiments was performed in Germany by Foerster and Scheil (1936) who built a system to convert the mechanical vibrations caused by martensite transformations into electrical voltages. The AE phenomena generated in a wire-shaped nickel-steel specimen were detected by the minute electrical resistance variations they generated.
However modern AE had its beginning in 1950 with the publication of Kaiser’s
dissertation (Kaiser, 1950) on the testing of tensile materials and the effect
named after him (that an acoustic emission will not re-occur for loads less than
the maximum previously applied load). Schofield developed Kaisers’s work and
in 1961 published his report in which the term “Acoustic Emission” was used for
the first time (Schofield 1961).

4.2 Types of AE signal:

Generally AE signals are categorised as either continuous or burst:

(a) Obviously because an AE signal is the abrupt release of stored energy there
cannot be any truly continuous AE signals. A continuous AE signal is said to be
one in which the average time between bursts of emission is less than the
duration of the emission itself (Lingrad, 1993). The signal has a random
oscillatory appearance because it results from the overlapping of many burst
type signals. Thus continuous AE signals are characterised in terms of
statistical parameters such as amplitude RMS. Usually continuous emissions
are of low energy and are not singularly distinguishable.

(b) If the pulses that form the AE signal are detectable above background noise
and are sufficiently well enough separated in time so that each is identifiable,
the emission is called burst emission (Matthews, 1983). AE from crack growth
falls into this category, and dislocation movement in a metal is a typical
example. The waveforms of burst type AE signals where the signal can be
identified as a discrete transient are often approximated by an exponentially
decaying sinusoid.

Of course, if the burst rate is high and the time gaps between bursts is very
short burst type emission becomes continuous, and vice versa. There is also
mixed mode activity in which burst activity is superimposed on a background of
continuous activity.
In the context of multiphase flow the AE signal generated from single bubble collapse is akin to a burst type signal. However, when hundreds or thousands of bubbles collapse in very short time the AE signal can be considered continuous.

As a condition monitoring (CM) tool, AE has the capability to detect failures at a very early stage and accurately monitoring the progression of faults or failures.(Mba et al., 2006). AE techniques are particularly effective for incipient failure detection (IFD), and may be considered an extension to the familiar vibration detection methods which use similar signal processing techniques, but with a higher frequency domain. Signals can also characterised by well-known statistical parameters such as Mean, RMS, Skewness, and Kurtosis. Mean and RMS parameters are explained in section 4-3. Skewness is the measure of the relative energy above and below the mean signal level. Kurtosis provides a sensitive indicator of shifts in the proportion of time the signal at higher amplitude (Holroyed, 2000).

AE monitoring is a passive, non-invasive technique, and the high frequency of AE signals offers a rapid spread of the wave throughout the surrounded media and the rapid formation of a multidirectional diffuse sound field which in turn facilitates the installation and positioning of suitable sensors at any convenient point in the vicinity of the AE source. AE methods have been successfully applied to monitor the condition of bearings, gears, pressure vessels, pipelines, pumps and turbines, and quality control in manufacturing. In research AE has been applied in investigations into composite materials such as advanced aerospace materials, fibreglass and reinforced plastics.

In the field of Condition monitoring, AE offers a number of advantages over the commonly used vibration technique. These include:

- AE is more sensitive to signal faults than normal running.
- AE signals are multidirectional; this means that AE sensor can be located anywhere in the vicinity of AE sources.
• The high signal to noise ratio (SNR) of AE signals is less affected by mechanical background noise giving a clearer and direct indication of the fault mechanism.
• AE can be applied to a wide range of rotating machines and industrial process irrespective of operational speed.
• AE is relatively sensitive and capable of detecting incipient failures because the sources are usually produced at microscopic level within the material.
• Structural resonances have no effect on the AE signal generated.
• AE has the potential to become a prognostic tool, due to its ability of identifying faults at early stages.

The main drawbacks associated with AE are:

• AE are characterised by low amplitude signals, which require AE sensors to be placed close to the sources of emission.
• By definition AE is unable to detect faults not produced within the material (such as misalignment, imbalance, etc.).
• AE requires highly specialised sensors and signal processing.
• AE suffers disturbance from high frequency signals sources such as turbulence, and interference from nearby electromagnetic sources.
• AE can only provide a qualitative but not quantitative assessment.
• AE requires highly skilled employees.

4.3 AE Parameters

AE testing is not only based on a few bursts, many thousands of bursts are recorded and certain important statistical features of the waveforms determined, see Figure 3-1:

• Peak amplitude of the pulse.
- Rise-time (time between initiation of signal and peak amplitude).
- Number of threshold crossings (counts) of the threshold of one polarity.
- Signal duration (time interval between first and last threshold crossing).
- Energy (integral of the square of the amplitude over duration of signal).
- RMS value of the continuous background noise in the absence of the burst.

The relevant measurements for each waveform have to be determined and recorded to usefully compare the results from a reference or defect-free object and the test specimen.

**Figure 3-1: AE Signal Parameters**
4.4 AE Transducers

Detection of AE events requires a sensor able to convert very small, very fast movements of a surface (displacements of the order of $10^{-12}$ m) into useful electrical signals. The frequency response of AE transducers is usually in the range 20kHz-1MHz. Because the signals are likely to be of low amplitude these transducers need to be very sensitive and to have a high signal to noise ratio to avoid problems due to background noise.

Several types of AE sensors and methods have been developed and used in the early 1960s, including phonograph needles, optical methods, accelerometers, microphones and quartz crystal based piezo-electric transducers (Drouillard, 1996). However, since then there have been considerable developments, piezo-electric polymer transducers (Stiffler, 1983), microbeams (Schoess, 1998), laser interferometers (Nishinoiri and Enoki 2004), fibre optic sensors (Cho et al. 2004) and thin films (Imai et la., 1997 and Noma et al. 2006).

Piezo-electric AE sensors are considered to provide the best combination of ease of use, high sensitivity, low cost and range of frequency response. Piezo-electric is where an electric charge is produced in a material when it is mechanically strained, moreover the effect is reversible. Piezo-electric materials include (Holroyed, 2000):

- Certain natural crystal such as Quartz
- Specially formulated and processed ceramics such as Lead Zirconate Titanate (PZT)
- Specially formulated and processed polymers such as Polyvinylidene Fluoride (PVDF)

Due to its robustness and high sensitivity, Piezo-ceramic is most widely used in AE transducers. Two types of transducers are well established:
- Resonant piezo-ceramic, used when targeting certain frequencies.
- Broadband piezo-ceramic, used over a range of frequencies.

A typical AE sensor with, for example, a Lead Zirconate Titanate element will transform a displacement of $10^{-12}$ m (1 picometer) into an electrical signal of about 1 mV. Normally, the sensitivity of the AE broadband transducer is less than that of the resonance. Because PZT has a relatively low Curie point, sensors of this material have limited application at elevated temperatures.

### 4.5 Sensor couplant

An essential requirement in mounting a sensor is for there to be good acoustic coupling between the sensor’s surface and the structure’s surface because of the low amplitudes of AE signals. For good acoustic contact a thin layer of couplant is required. The couplant eliminates air gaps between the two surfaces and ensures good acoustic transmission: solvent-soluble resins, water-soluble glycols and proprietary ultrasonic couplants are used to match the impedance of the transducer to the impedance of the moving surface and so reduce loss of signal energy. Before positioning the sensor, the surface should be cleaned of all debris, including old layers of paint. The surface should be level and smooth where the sensor is to be positioned to obtain maximum adhesion.

The sensor must always be stationary with respect to the monitored surface, so in addition to the different means of coupling, there are various methods for fixing the sensors to the structure such as adhesives and cements. Some of these can act as a couplant but to prevent unwanted attenuation; care must be taken to avoid air bubbles and thick glue layers. In case of using glue, special care must be taken when removing the transducer. A number of less desirable ways exist to attach AE transducers, tapes, elastic bands, springs, magnetic hold-downs but none of these is as good as such Ethylcyanoacrylate based industrial super glue.
Electrical grounding of the transducer casing is necessary. Care should be taken that no mounting (or the transducer itself) should form an electrical bridging between the sensor case and the supporting structure. This arrangement will minimise the electronic noise generated from the monitored structure.

4.6 Preamplifier:

AE transducers require a pre-amplifier and amplifier. This is because the piezoelectric materials are high impedance sources producing small high frequency signals, and so cannot drive signals over long distances. The cables from sensor to pre-amplifiers should be kept short (<1m) and be shielded (co-axial or BNC) to avoid electro-magnetic noise. The pre-amplifier matches the high impedance of the source (transducer) to the low impedance cable. Pre-amplifiers which minimize electronic noise and filter out unwanted frequencies should be used, and amplifiers with a flat response in the frequency range of interest are best. The gain of the amplifier is given by:

\[
\text{Gain} = 20 \log_{10} \left( \frac{V_o}{V_i} \right) \text{ dB}
\]

Where \( V_i \) is the reference voltage and equal to 1µ-Volt, and \( V_o \) and output voltage

4.7 Calibration of AE transducers by using Hsu-Nielsen method

The Hsu-Nielsen calibration method (Brüel & Kjaer, 1981) is a simple and easy method that does not require any complex auxiliary apparatus. The calibrating device, see Figure 3-2, consists of an “automatic pencil” in which the “lead” is a sensitive graphite pin of hardness 2H and diameter 0.5mm. The calibration signal is generated at the moment of breaking the pin, which is cased in a properly adapted tip put on the “automatic pencil”. The “lead” is pulled out by a standard 3mm to ensure the same breaking angle at each test, which also
means generation of a repeatable acoustic surface waves. This method is classified as a pulse calibration method where the pulse results from the manual breaking of the marking point achieved by pressing on the pencil (Boczar and Lorenc 2004). Because of its simplicity it is frequently used for calibration of measuring systems installed in technical conditions and is standardized (French standard NF–A 09-350, ‘Non-destructive tests, vocabulary used in AE’)
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**Figure 3-2:** Hsu-Nielsen Calibration Head, (Boczar and Lorenc 2004)

### 4.8 Data Acquisition

The data acquisition board is the means by which the data enters the computer for analysis. Normally AE signals are processed directly, or in case of using pre-amplifiers, after the amplitude becomes larger than the threshold level. The board samples the analog signal and converts it to digital data. The major considerations are the triggering and speed of A/D conversion. Today A/D devices are so fast that a large number of events can be recorded and the A/D
converter can sample every channel of the recording unit. Anti-aliasing filters are required to ensure that signals can be accurately transformed to the frequency domain. The monitoring system can be used to analyze the signal to produce such information as arrival-time, count, duration, event rise time, peak amplitude, RMS value and frequency spectrum.

4.9 Review of existing AE technology

The detailed review of existing AE technology is reported by Sikorska (2006) The following section provides a brief description of some of them.

1. Stress Wave Analysis- Swantech Ltd
Swantech Ltd have developed stress wave analysis as a process for examining the data collected by its patented stress wave sensory technology to identify the operating condition of an item of plant or equipment. Depending on the mechanical complexity of a given machine, multiple sensors may be required to characterize the condition of the equipment (Jamaludin at al., 2001).

2. Spectral Emitted Energy (SEE)-SKF
SEE is a technique developed by SKF Engineering and Research Centre and used which uses envelope analysis for detection of bearing defects. The sensor is a wide band Piezo-electric transducer. The output is suitably filtered and enveloped. The envelope signal can be analysed using normal analysis equipment. SEE provides useful information on lubrication related problems (Jantunen ae al., (1993).

3. Acoustic Emission- Holroyd Instruments
Since the mid 1990s, Holroyd Instruments has released a number of products based on their patented acoustic emission/stress wave sensing technology.
Data acquired by special Holroyd sensors give results in terms of two parameters: Distress® and dB level which are an indicator of the general health of the machine being monitored, typical data loggers facilitate a dB level range up to 80-92dB. Whereas Distress® is determined by taking the analogue dB level signal (Jiaa and Dornfeld, 1990).
Chapter 5 : AE in the Process Industries

In recent years much Acoustic Emission (AE) research has been concentrated on detecting initiation and propagation of cracks in materials (Roberts and Talebzadeh, 2003; Bouras et al., 2008). However, a significant amount of AE research has been into fault detection and the monitoring of plant, machines and structures (e.g. nuclear power plants, pipe leakage, and bridge and bearing failures). This latter aspect has been well reviewed elsewhere by such authors as David (2006). AE sources also exist in many chemical processes such as gas/liquid mixing, chemical reactions and particle transportation systems. This review will be devoted to describing AE as a tool for monitoring two-phase flow. Although air/solid and liquid/solid flows are mentioned in this review, the core will be gas/liquid mixtures.

5.1 Acoustic Emission definition:

AE is defined as a physical phenomenon occurring within and/or on the surface of materials (ISO 22096, 2007). The term AE describes the spontaneous elastic energy released by a process in the form of transient elastic waves. Acoustic emissions generated within a material will be manifest as elastic waves on the surface of the material and cover a broad frequency range, typically from 20kHz to 1MHz, which is outside the range of human hearing.

5.2 Sources of Acoustic Emission and sound emitted from fluid flow processes:

AE sources are divided into two main categories; Primary sources are those where the AE originates from mechanisms of deformation and fracture; in metals, sources of AE include crack growth, moving dislocations, slip, twining,
grain boundary sliding and fracture, and dislocation of inclusions. Secondary
sources of AE include leaks, cavitation, liquefaction and solidification (Miller,
1987).

AE originating in industrial processes are usually generated from one of two
main sources: mechanical or hydraulic. Mechanical sources would include;
cracks that occurred within a moving part, or friction and rubbing between
moving parts of a pump, valves, separators, gears or bearings associated with
the process. Hydraulic sources considered to make a contribution to generating
AE are listed below (Abouelwafa and Kendall, 1980; Merilo et al., 19977)

1. Cavitation - bubble formation, growth and collapse, (Leighton,1994 and
Mba et al., 2006),

2. Turbulence noise produced by flow vortices (Derakhshan et al.,1989 and
Brennen 1995),

3. Gas, solid and liquid mixture interaction in multiphase flows,( Boyd and
Varley 2001)

4. Flow past restrictions and side branches in piping systems (McNulty,
1985),

5. Broadband turbulence energy resulting from high flow velocities,
(McNulty, 1985),

6. Intermittent bursts of broadband energy caused by cavitation, flashing,
recirculation, and water hammer (Neill et al., 1998),

7. Liquid drops impacting on a liquid surface (rain fall) (Pumphrey and
Crum, 1989; Oguz and Prosperetti,1990),

8. Leakage from e.g. pipes (Lee and Lee, 2006),
9. Chemical reactions (Van Ooijen et al., 1978),

10. Foam break up (Lubetkin, 1989), and

11. Oceanic noise due to the breaking of waves (Leighton, 1994; Vergniolle et al., 1996; Grant 1997)

In the above list, the AE emitted from liquid flow as a direct consequence of gas bubble formation and collapse is an important area for search, even though each source has a different formation mechanism.

5.3 The Mechanisms of Acoustic Emission and sound generated from bubbles

In the literature the earliest known reference relating to the sound emitted from water/air mixtures due to the presence of air bubbles was by Bragg (1921); the murmuring of a brook and the "plunk" of liquid droplets impacting on the water surface were both attributed to entrained air bubbles. The first person to relate the frequency of the sound produced by a bubble formed at a nozzle to the physical parameters involved was Minnaert (1933). Subsequently, a number of investigations were devoted to the sound emitted from two phase flow as a function of bubble size and bubble population, Schiebe (1969), Pandit et al., (1992), Terrill and Melville (2000), Manasseh et al., (2001) and Al-Masry et al., (2005).

Strasberg (1956) suggested that sound emitted by a bubble was the result of oscillatory motion of the bubble wall. He compared volume pulsation and shape oscillation of a bubble. Four orders of oscillation, corresponding to bubble wall oscillation modes are shown in Figure 5-1. The zeroth mode represents a simple volume pulsation with fixed shape. The first mode corresponded to translational oscillation about a fixed point with fixed volume and shape. The
second and third modes of oscillation show changes in shape of increasing complexity with a fixed volume. Strasberg (1956) calculated the natural frequency of the zeroth mode of volume pulsation from Minnaert’s (1933) model, see equation 5-1. The natural frequencies of the other three oscillatory modes were calculated according to Lamb’s (1945) model, see equation 5-2.

\[
f_0 = \frac{3\gamma P_0/\rho}{2\pi R_0}^{\frac{1}{2}} \tag{5-1}
\]

\[
f_n = \frac{[n^2 - 1)(n + 2)/\gamma \rho R_0]^\frac{1}{2}}{2\pi R_o} \tag{5-2}
\]

Where:

- \( f_0 \) is the natural frequency of oscillation for zeroth mode of volume pulsation
- \( f_n \) is the frequency for the \( n \)th mode
- \( P_0 \) is the static pressure
\( \gamma \) is the ratio of the specific heat of the gas in the bubble

\( R_0 \) is the mean radius of the bubble

\( \rho \) is the density of the liquid

\( T \) is the surface tension

Strasberg (1956) investigated factors influencing the amplitude of the bubble oscillations (the resulting sound pressure) when bubbles were exited by such mechanisms as; (a) bubble formation, (b) bubble coalescence and division and (c) the flow of a free stream of liquid with entrained bubbles past an obstacle and the flow of bubbles through a pipe past a constriction.

### 5.3.1 Bubble formation (Volume pulsation),

The pressure waves produced by gas bubbles as they form within the body of a liquid has been the topic of much research in order to separate sources of ambient sound in the oceans from that of marine traffic. Leighton (1994) is a good review of bubble acoustics. Minnaert (1933) showed theoretically that the pressure waves originated mainly from volumetric bubble oscillations when the bubble is formed and has not reached a state of equilibrium. The bubble undergoes initial oscillations which produce an acoustic pressure wave before reaching its equilibrium state. Meyer and Tamm (1939) showed experimentally that the sound emitted was mainly due to volumetric pulsations of the bubbles.

Minnaert’s analysis was not concerned with why or how the bubbles were formed, but photographic studies by Richardson (1948), Strasberg (1956) and Franz (1959) showed that the commencement of the pressure pulse due to the impact of a liquid drop on the surface of a liquid occurred at the same instant as
a bubble is formed in the liquid. Pumphrey and Crum (1989) studied the impact of water drops on a free surface using a high-speed camera and found that when the impacting drop entrains an air bubble, the majority of the sound produced is due to volume pulsations of the bubble which generates sound pulses at a frequency characteristic of its radius, as shown in Equation 5-1. Strasberg (1956) and Manasseh et al., (1998) used high speed photography of the neck-breaking phases of the newly formed bubble from a nozzle, and correlated each phase to its corresponding emitted sound acquired by hydrophone. Kidin et al., (1984) used a stroboscopic Schlieren technique to confirm their theoretical model that a sudden volumetric expansion of a bubble gave rise to a pressure impulse.

Strasberg (1956) used Equation 5-1 to show that a bubble of 0.65mm diameter will oscillate at 10kHz due to volume pulsation in the zeroth mode. The same bubble will oscillate at 790Hz and 1500Hz due to shape pulsations in modes 2 and 3, respectively. He concluded that appreciable sound is radiated only when the bubble is in volume pulsation mode, and sound pressures associated with change of shape modes (higher modes) are relatively negligible (three orders of magnitude less), and translational oscillations emit no sound. He also found that smaller bubbles, with a smaller surface area radiate less energy for a given volume rate of bubble formation.

When two bubbles of equal radius undergo equal volume oscillations the amplitude of the resulting pressure wave is increased simply because there is now twice the sound energy, but the frequency of the sound is unchanged (Benjamin, 1954). Schiebe (1969) showed that the magnitude of the pressure pulse due to n similar bubbles is proportional to $\sqrt{n}$.
5.3.2 Bubble breakup and coalescence

Bubble breakup controls the maximum stable bubble size and will be greatly influenced by the balance of hydrodynamic stresses and surface tension forces (Hinze 1955). Walter and Blanch (1986) have pointed out that the existing hydrodynamic stresses in the region of the bubble itself will determine bubble breakup. In the case of laminar flow the break up will be determined by the stretching of the bubble due to viscous shear at the bubble surface. With turbulent flow the turbulence eddies will impact on the bubble surface causing it to breakup.

When bubbles split or coalesce, a decaying pressure pulse is emitted, as in bubble formation. In this case, the excitation of volume pulsation results from the difference in equilibrium pressure inside a large bubble and inside a small bubble. The pressure difference is due to the reduced surface tension pressure on the single larger bubble (Strasberg 1956).

However, a recent investigation was of sound emitted by air bubbles as they detach from an underwater orifice connected to a large volume of gas. Here a hollow needle injected air into a tank of water. The bubbles formed on the end of the needle and for a steady flow where bubbles detach singly very little noise is generated. However, above a certain flow rate two bubbles are generated in rapid succession, see Figure 5-2. The physics of the situation is such that the secondary, very much smaller bubble coalesces with the larger as shown in Figure 5-2, and a loud bubble-acoustic emission was generated. Furthermore, for a given primary bubble diameter, the amplitude of the sound due to coalescence increased as the size of the secondary bubble increased. The maximum sound was observed at the equalization of pressure in the coalescing bubbles. Moreover the sound created on coalescence has an order of magnitude greater amplitude than the sound created on pinch-off of the primary bubble, and the time of the acoustic emission was around 5ms (Manasseh et al., 2007).
5.3.3 Hydrodynamic forces

This includes flow of a free stream of liquid with entrained bubbles past an obstacle, such as the flow of bubbles through a pipe past a constriction. The bubbles are subject to a transient pressure as they move past the constriction which causes them to pulsate and radiate a pressure wave. A similar phenomenon occurs when entrained bubbles flow past any non-uniformities in pipes, such as valves, bends, and changes in cross-section.
5.4 Previous work

5.4.1 AE and sound generated from two-phase air/liquid flow

Pandit et al., (1992) investigated sound emitted from bubbly two-phase flow. Firstly for different fluid velocities and void fractions using a horizontal pipe located downstream of centrifugal pump, where the sound emitted was measured by a hydrophone fitted into the pipe. The second was on using an axi-symmetric gas/liquid jet immersed in a rectangular Perspex water tank with the same hydrophone placed in front of the gas/liquid jet. These authors concluded that bubble size distribution could be determined from the frequency and amplitude of the measured pressure fluctuations.

Leighton at al., (1996) used acoustic techniques to characterise bubble populations within liquids. Principally they investigated the best way of measuring bubble size using “eight” (the title of the paper says eight, but the list of methods in the paper shows only seven) scattering techniques either individually or together, so that the limitations of any one technique were balanced by the strengths and advantages of the others. These techniques were; broadband scattering, scattering at the fundamental frequency of the bubble, scattering at the second harmonic of the bubble, scattering at the third harmonic of the bubble, geometric scattering, fundamental sum-and-difference scattering, sub-harmonic sum-and-difference scattering. Leighton at al., (1996) concluded that multiple acoustic techniques showed more accuracy than any single technique in classifying the bubble population. Some individual techniques showed good results for high density population, whereas others were more applicable for measuring small numbers of bubbles.
Manasseh et al. (2001) used an acoustic bubble sizing technique to measure void fraction inside an agitated vessel. It was assumed that only bubbles within a certain critical radius of the sensor were detected and that over the measurement period there was only one bubble in the relevant region. It was emphasised that these were severe limitations and thus the measured void fraction could only be taken as a qualitative assessment. The initial frequency of oscillation of a bubble is determined by its radius, so if measuring the frequency of oscillation is restricted to the initial moments this is a method of measuring bubble volume. Manasseh et al. used a windowing technique which was triggered at a certain pressure threshold. The window ensured that only the initial portion of the pulse was captured and this gave the frequency of oscillation of the bubble and hence a measure of its volume.

Manasseh (2004) conducted an investigation using a passive bubble acoustic technique as part of a feedback loop to control and optimise aeration in a chemical process taking place within a 20000 litre bioreactor tank. A hydrophone with a subsequent high pass filter to eliminate unwanted background noise was inserted into the tank, close to the wall. The high pass filter was set for 400Hz because the lowest frequency of interest was about 700Hz, which corresponded to the largest bubbles in the process, about 10mm diameter. The typical bubble diameter was about 4mm which generated frequencies of about 1500Hz. The tank was operating at full production while measurements were made continuously over 24 hours. Manasseh concluded that this was a new sensing technique which could be used to improve aeration and increase bubble dispersion in industrial processes.

Lubetkin (1989) inferred the nucleation rates of bubbles being formed at a single site beneath the surface of a liquid by measuring the acoustic noise of bubbles bursting at a surface. Rzesotarska et al., (1998) measured the AE below short-lived static foam (Triton X-100, ethanol and water mixture) floating
on water. The bubble rupture which was part of the drainage process generated high intensity AE with emissions over the range 25 to 70kHz and it was found that AE increased as the proportion of ethanol was increased.

Morozov et al. (2007) performed an experimental study to simulate leak monitoring in a nuclear power plant using acoustic noise. However, the leak signals were distorted by background noise. In order to identify the main sources of acoustic noise, 53 narrow band sensors were used and placed in power plant facilities such as the heat exchangers (by means of waveguide), circulation pumps, injection and cooling system pipe lines, valves, etc. It was found that the main and strongest background acoustic source was the presence of free gas in the coolant, mainly as a result of pressure fluctuations driving volume oscillations of the bubbles. It was also found that the acoustic noise was proportional to the volume flow rate of the free gas (gas void fraction).

5.4.2 AE and sound generated from Cavitation phenomena

Derakhshan (1989) studied the attenuation of the pressure pulses from bubble collapse generated by a spark (electrode) system placed in a plastic water tank of 1m x 0.75m x 1m size at a depth of 152.2mm. A calibrated 10 to 125kHz broadband AE transducer was placed at a different distances from the electrode. It was found that the pressure pulse of bubble collapse did not follow the acoustic law for a spherical source (the energy attenuates with the square of distance from the source), and it was concluded the reason might be disturbance of the bubble growth (bubble cloud) by the transducer and/or the pressure front may not be fully developed.
Derakhshan also observed that RMS acquired from an AE transducer placed on a steel specimen exposed to a jet stream of water and bubbles, within the same tank, increased with increased pressure and bubble rate. On the other hand the RMS output from a tank wall transducer decreased with increasing pressure and bubble rate. The formation of a bubble cloud attenuated the AE signal prior to it reaching the transducer. He concluded that RMS is an effective way of monitoring bubble collapse intensity, provided that the signal is detected directly or by using steel rod which works as wave guide.

Hutton (1969) experimentally studied the viability of detecting and segregating AE signals emitted from solid material (carbon steel plate) which experience plastic deformation in the presence of hydraulic flow and pump noise (turbulent flow and cavitation). The plate was attached to a steel tube of an existing hydraulic loop. The hydraulic noise was introduced by changing the flow speed and cavitation generated by a gate valve about 3m upstream of the detecting sensors. Also a 2.2MHz shear-wave transducer was mounted on the edge of the plate and 1.0MHz longitudinal-wave transducer mounted on the surface of the plate.

Hutton (1969) concluded that cavitation was found to generate a significant increase in noise level up to 800kHz, and hydraulic noise including cavitation has spectral content that was mostly below 1MHz. It was found that the presence of cavitation in the system increased the AE noise by a factor of 50. Furthermore the AE burst emitted from the steel plate due to a seeded plastic deformation had a frequency of more than 1.5MHz, and so was unaffected by the hydraulic noise and cavitation. In addition the edge mounted shear-wave sensor produced a much sharper and shorter response to AE than the surface mounted longitudinal-wave sensors
Darling and Johnston (1991) conducted a qualitative comparative study between a vibration accelerometer and 500kHz resonant stresswave (AE) transducer, both mounted on the casing of high pressure hydraulic piston pump with seven cylinders. They observed that, under normal running condition, the time domain analysis of the accelerometer signal revealed that the pumping frequency component at 174Hz was buried by the noise and vibration caused by structural and hydraulic effects. Also, different results were reported for different accelerometer positions which was regarded as an indication of sensor position sensitivity. On the other hand the time domain results from the stresswave transducer showed very clearly the impulses in each cylinder during the pumping cycles. Although the AE amplitude changed with position and securing bolt torque, the relative size of each harmonic remained the same, concluding that stresswave sensors were less sensitive to their positioning.

Later in a cavitation test, Darling and Johnston reported that the AE mean signal output increased as cavitation was induced, but a decrease was noted during severe cavitation, and this was related to the absorption of the AE signal by a bubble cloud and a consequent increase in the attenuation of the AE signal through the two phase mixture. They also noted that collapse of the bubbles cause wideband noise up to 1MHz, and the AE strength depends upon the size of bubbles and the pressure of the pump. Conversely, the time domain analysis of the accelerometer signal showed little sign of the degree of cavitation, with only small changing from normal vibration signature.

Deeprose et al., (1974), studied sound levels generated by cavitation at three different frequencies; shaft frequency, blade frequency and at 40kHz. Piezoelectric hydrophones were used with a resonant frequency of 400kHz. They were placed in the suction and discharge lines, and a high pass filter of 4kHz was used to improve signal to noise ratio. Deeprose et al., reported that for early development of cavitation in a pump impeller, high frequency level (AE)
was generated, the main source being the growth and collapse of small vapour bubbles. The AE continued to increase with further development of the cavitation, until at a certain degree of cavitation the bubbles absorb so much energy that the AE decreased. The cavitation noise was detected at a frequency of 40kHz, but it was claimed that the observation can be readily and accurately repeated at frequencies much higher than 40kHz. Noise levels measured from several non-cavitating pumps have been shown to be substantially in excess of levels measured arising only from fluid flow.

Al-Maskari (1984) conducted experiments at different flow rates with a 22kW centrifugal pump at a speed of 300 rpm to study cavitation using AE techniques. Eight different flow rates were used, at each flow rate the test began for a non-cavitating condition and continued to a cavitating condition. An AE transducer was placed at the pump inlet and another on the pump casing. The output data were presented as amplitude distribution plots, number of events, number of counts and total vibration level.

Almaskari concluded that AE analysis was just capable of detecting developed, but not incipient cavitation. He observed an increase in total numbers of events and counts as well as the amplitude distribution just before the developed cavitation condition; however, no change was reported for any of these outputs for incipient cavitation. He also related the increase and decrease of the signal just before the developed cavitation at flow rate above 85m$^3$/h to the absorption of sound by the large number of bubbles present. The results obtained from the two different transducers locations were very similar, this was related to the characteristic of AE surface waves and its location insensitivity in the vicinity of the AE source.

Neill (1997) investigated the possibility of detecting incipient cavitation using AE techniques. Two single stage centrifugal pumps, one of 3kW and the other of
75kW were investigated under normal and cavitating conditions in the presence of background noise. The AE signals were acquired in unprocessed (raw) format at a sampling rate of 2.5MHz and processed RMS format at 50kHz. Neill reported that although the background noise was relatively high in the case of 75kW pump compared to the 3kW pump, incipient cavitation was detected as a drop in the RMS level for both pumps. The author concluded that the AE sensors were able to detect incipient cavitation prior to any significant change in hydraulic performance being detected. A remarkable increase in the high frequency energy band was observed at the beginning of cavitation, whereas developed cavitation showed a decrease in the high frequency energy band which was attributed to the formation and movement of a bubble cloud.

Neill (1998) in a separate work, investigated the possibility of using AE to detect recirculation in centrifugal pumps and how was it might be discriminated from cavitation in the presence of noise produced by normal flow and mechanical sources. The same two pumps and AE arrangements was used as in (Neill 1997). Recirculation is defined as a flow reversal at either inlet or the discharge tips of the impeller vane. The designed flow of the tested pump was 200m$^3$/h and recirculation become significant when flow rate fell substantially from the design flow. Neill (1998) concluded that the detection and discrimination between different fluid phenomena can be accomplished using AE measurements. Plots of raw AE signals showed clear differences in the AE signature associated with circulation, cavitation and, normal running. In the latter the AE signature was random continuous with disturbance pulses. In circulation the background noise to the pulses remains high, contrasting with cavitation where there was a considerable relative drop in the background noise. Board (2002) also confirmed that cavitation and circulation can be detected by stress wave energy levels.

Alfayez and Mba(2005); and Alfayez et al. (2005), studied the application of AE for detecting incipient cavitation on three centrifugal pumps. Several broadband AE sensors with flat rate response of 0.1 to 1MHz were placed on each pump;
however, the authors found out the AE sensor located in the vicinity of impeller of the pump casing had the strongest signal. It was observed that the highest RMS levels of AE signal were recorded at near zero flow rates, due to the high turbulence associated with the fully closing valve downstream the pump. Furthermore, they observed an increase in AE RMS levels with the onset (incipient) of cavitation, and a decrease in AE RMS with developed cavitation was noted, which was again attributed to attenuation of AE signal by bubble cloud formation.

Alhashmi (2005) investigated the acoustic signal acquired from centrifugal pump using a microphone as acoustic sensor in the audible frequency range 5Hz-20kHz. The experiment was performed at seven different flow rates. The author reported that there was no significant change in RMS levels of acoustic signal with increase inflow rate prior to the onset of cavitation. However with incipient cavitation a remarkable increase in RMS levels was reported.

Sikorska and Hodkiewice (2005) conducted a comparative study using AE, vibration and dynamic pressure analysis for detecting hydraulic changes on a double-suction centrifugal pump. The AE results compared well with the other methods. Three broadband sensors were magnetically mounted on the suction and discharge flanges and pump casing. Sikorska reported that for this particular pump, AE signals acquired from suction and discharge flanges can clearly identify the changes occurring within the pump associated with the onset of suction and discharge recirculation and incipient cavitation.

Duclose et al., (2004) used AE technology to continuously monitor the erosion rate in pipes due to particulate impact, and were able to separate them from AE signals originated from fluid flow and gas bubbles. Two AE sensors were placed on a sharp 90° bend made from 26.7mm diameter stainless steel, opposite to the flow direction the surface was flattened in order to fix the sensors; the wall thickness was 3.1mm. Data was acquired at 1MHz. Sand particles and bubbles were introduced into the flow and controlled by means of 60ml syringe, placed
2m upper stream from the bend. Water was supplied and returned to a tank using a centrifugal pump. It was concluded that AE waveforms of air bubbles can be clearly distinguished from those of particle impacts; AE intensities for air bubbles were much lower, and the event duration was much longer compared to particle impacts. Also the AE energy increased as the air bubble volume increased and, regardless of the particle size, AE energy increased with amount of sand introduced into the flow.

### 5.4.3 AE and sound generated from two-phase solid/solid, solid/liquid, or solid/air flows

With particulate or powder flow, AE generation has generally been attributed to either friction or collision, either particle-particle or particle-wall interactions (Tsujimoto et al., 2000). Some of the kinetic energy of the moving particles will be transferred as soon as the particles impact on the conduit wall, if the particle slides along the wall some energy will be transferred by sliding friction with the wall, and translated into elastic waves in the conduit wall. The propagation of these elastic waves will depend on the elastic properties of the wall. To detect these waves a suitable AE sensor was fixed on the outer face of the wall (Buttle and Scruby, 1990).

In this context work has been carried out to study particle transportation phenomena as a source of AE. Folkestad and Mylvaganam (1990) detected the amount of sand carried as particles within the oil in a pipeline. The collisions of sand particles with the wall increased with the amount of sand in the oil and the AE signal also increased until at a certain threshold level the amount of sand is deemed unacceptable. A major advantage of this method is that the AE transducer is placed on the outside of the pipe and this does not disrupt flow or plant operations.
Albion et al., (2007) used AE techniques to experimentally investigate the flow regimes of powder in a horizontal 100mm ID, stainless steel, pneumatic transport pipe. Two AE sensors on the outside of the pipe, one on at the top and the other underneath, recorded the acoustic noise generated at different superficial gas velocities and mass flow rates. High speed cameras were used and the videos of the flow correlated with the AE signals. Albion et al., (2007) concluded that frequency analysis and various statistical parameters of the acoustic measurements recorded from the pipe provided a reliable means of identifying both dilute phase flow and flow over settled solids.

Withers (1996) investigated the build-up of fouling in the heat exchangers and pipe work of ultrahigh-temperature processing plants, e.g. for milk and milk products, which can lead to a reduction in both efficiency and product quality. Withers introduced a small piezo-electric transducer into the system at a point where fouling was worst. Thus the transducer would be most rapidly affected by the build-up of fouling film. The transducer, was excited by a signal which covered a narrow range of frequencies around its natural frequency. The application of the signal caused the piezo-electric crystal to vibrate. However the growth of fouling on the crystal damped the vibrations and shifted the natural frequency slightly. This shift in natural frequency is easily detectable and can be used as a measure of the thickness of the fouling film. Such sensors are temperature sensitive, but this does not pose a pose a serious problem as any shift can be compensated during signal processing.

Tily et al., (1987) used a readily available kitchen mixer with a metal bowl to simulate solid/solid mixing in an orbital mixer. A transducer was attached to the bowl and a number of two-phase solid/solid mixtures introduced. The signals from the transducer increased in amplitude with size of particles in the bowl and the mass of particles in the bowl. However, in all cases a point was reached at which the AE levelled off and this steady level could, in turn, be used as a measure of when the mixing process was completed. Initial investigation, by Tily
et al., of the mixing of solids and liquids showed a similar pattern of AE with time.

5.4.4 AE and sound generated from Chemical reactions

Chemical reactions with phase change often produce acoustical signals, and AE has been used to investigate particular chemical reactions. Van Ooijen et al., (1978) observed that if zinc chloride was added to a solution of dichloro(pyrazine)zinc(II) in water a loud cracking sound was heard, followed by precipitation of a fine white powder and then bright white crystals. Frequency analysis showed that the main proportion of the acoustic energy was concentrated in the region of 100kHz. The sound was claimed to be louder the more concentrated the reactants. If the mixture was shaken some time later cracking was again heard. Van Ooijen et al., considered that they had inadequate information to fully explain this phenomenon but suggested that the AE was generated by a phase transition as the precipitate crystals formed.

Betteridge et al., (1981) were the first attempt to use pattern recognition to classifying reactions by their AE signal. These researchers investigated 43 chemical reactions all of which took place in a glass beaker. A piezo-electric transducer whose output was band-pass filtered to between 100 and 300kHz, was attached to the underside of the bottom of the beaker. Three criteria were used and these differentiated the reactions into 8 possible clusters: the duration of the AE, intensity of the AE, and a heterogeneity factor of both reactants and products. However, the criteria used did not provide clear differences between the clusters and additional investigation was necessary; possibly statistical analysis of the AE signals in both the time and frequency domains.
The AE signals from an electrolytic cell with the formation of hydrogen and oxygen bubbles at the electrodes were investigated by Crowther et al., (1991). The anode and cathode were both circular rods 120mm long and 7mm diameter, the anode was of stainless steel and the cathode of nickel. The electrolyte was NaOH solution which varied in strength between 0.1M to 2.1M. A piezo-electric transducer was attached to the working electrode. The applied voltage ranged from 1.4V to 5.0V. It was found that bubble formation coincided with bursts of AE at frequencies of up to 800kHz. The strength of the AE signal depended on the concentration of the electrolyte and was a maximum at a concentration of 1.5M.

High pressure gas and liquid leaks can be significant sources of AE, and detectors based on this technique have been widely used in industry for many years. For example, Fowler (1992) has described such leak detection with super-heated, high pressure, steam heat exchangers in a sulphuric acid plant where wave guide probes were used to protect the sensors from the high temperatures. An alarm sounded if the sensors detected a leak.

5.5 Slug Flow Mechanism and Acoustic Emission

In oil and gas production process, multiphase slug flow regime is normally encountered for a range of pipe inclinations, and, over a wide range of gas and liquid flow rates. Slug flow is characterised by a complex dynamic structure, which consists of aerated slugs of liquid that travel down the pipeline at the local gas velocity. The mechanism of slug initiation has been experimentally investigated by many authors (Kordyban and Ranov, 1970; Graham et al., 1973; Taitel and Dukler, 1976; Mishima and Ishii, 1980; Nydal et al. 1992; Barnea and Taitel, 1993; Fan et al., 1993a; Hale, 2000).
One approach of predicting slug initiation is based on studying and analysing the stability of a stratified flow in pipeline as investigated by several researchers. Kordyban et al. (1970) suggested that the transition from stratified flow to a slug flow might be described by a classical linear stability analysis. Graham et al. (1973) examined the growth of linearly unstable long wavelength disturbances on a flowing liquid whilst others (Mishima and Ishii, 1980; Fan et al., 1993a; Hale, 2000) considered the evolution of a slug from a finite amplitude wave, with a wavelength in a range that would be stable by the inviscid Kelvin-Helmholtz (IKH) mechanism. However a viscous Kelvin–Helmholtz (VKH) analysis, including the effects of wall and interfacial shear stress, generally gives better predictions for the initiation of slug flow (Nydal et al. 1992; Barnea and Taitel, 1993). In their slug phenomena description, Taitel and Dukler (1976) presented the development of gas and liquid flow in a pipeline. Figure 5-3 shows various stages of slug development. Near to the entrance, due to pipe wall shear stress, gravitational force and the pressure, the liquid decelerates and small perturbations results into the stratified layer. These could lead to growing waves as shown in figure 5-3 (b). The increased gas velocity over these regions could lead to suction effect and could increase the liquid height covering the whole pipe cross-section, see figure 5-3 (c). This process blocks the flow of gas, see figure 5-3 (c), and so the upstream pressure builds causing the blockage to be accelerated to the gas velocity.

Along the way, the fluid blockage picks up slow moving liquid and thus increases the volume and forms slug, figure 5-3 (d). Velocity differences between the slug front and the liquid film results into the gas entrainment and the dispersion of small bubbles which may be transported through the body of the liquid slug. Meanwhile, at the slug tail, liquid and previously entrained gases are released (shedding process) from the slug body. The “shed” liquid decelerates to a velocity determined by the shear stresses at the wall and the interface and becomes a stratified layer as illustrated in figure 5-3(e). The
“shed” gas mainly passes into the elongated bubble (EB) region above this layer, although a fraction may remain entrained within the liquid film. As long as the volumetric “pick-up” rate is larger than the “shedding” rate, the slug continues to grow. However, eventually the “pick-up” rate becomes equal to the “shedding” rate and the slug becomes fully developed so that the slug length stabilises “stable slug”. Nydal et al. (1992) experimentally investigated the length of the pipe required to reach quasi-stable flow conditions (slug development distance) and found that it is between 300 and 600 pipe diameters. Once the quasi-stable conditions are reached, the slug length has a mean value between 12 to 15 pipe diameters. Based on the shedding and pick-up processes, slug flow might be classified into three main states. The pick-up rate is greater than the shedding rate; the slug in this case continues to grow. The “pick-up” rate equals to the “shedding” rate, the slug becomes fully developed so that the slug length stabilises. Finally, when the “pick-up” rate is less than the “shedding” rate, the slug under this condition dissipates.

**Figure 5-3:** The process of slug formation by Taitel and Dukler (1976)
The idealised picture of a “stable slug” flow in horizontal pipe is presented in figure 5-4. The section ‘F’ represents the front region of the liquid slug body (LSB) and section ‘T’ represent the tail region of the liquid slug body. In a stable slug flow, the liquid slug body length, \( L_{LSB} \) and the elongated bubble (EB) length (\( L_{EB} \)) remain essentially constant in the downstream direction.

**Figure 5-4**: Schematic description of the EB and LSB in idealised developed slug flow

The gas in the elongated bubble moves at a velocity, \( V_{GEB} \), which is faster than the average mixture velocity, \( V_{mix} \) in the liquid slug body. As a result, the liquid is shed from the back of the liquid slug body to form the liquid film layer along the elongated bubble. The liquid in the film at the EB nose may be aerated. Also, bubbles in the liquid slug body coalesce with the elongated bubble interface and are gradually absorbed, which in the fullness of time results in the liquid film becoming un-aerated. The mixture velocity is the sum of the liquid velocity and the gas velocity (\( V_{SL} + V_{SG} \)).

At the same time, the gas bubbles are fragmented from the tail of the elongated bubble and re-entrained into the front section of liquid slug body ‘F’ at a rate
The fragmentation of the elongated bubble tail and the entrainment of the bubbles into the front section of the liquid slug body are due to the dispersing forces induced by the flow of the liquid film as it plunges into the liquid slug front. However, some of the gas bubbles that are entrained into the front section of the liquid slug body may re-coalesce with the elongated bubble tail at $\Phi_{GB}$ rate, resulting in a net gas flow rate of $\Phi_{GE} - \Phi_{GB}$ out of the elongated bubble tail. The $\Phi_{GT} = \Phi_{GE} - \Phi_{GB}$ is the constant gas flow rate which is entrained to the elongated bubble EB, and eventually is absorbed into the successive elongated bubble. Therefore, the net rate of gas entrainment in the slug body is the result of a balance between bubble injection and rejection.

The gas bubbles entrainment from the elongated bubble tail and their re-coalescence at the successive nose result in an effective elongated bubble translation velocity, $V_T$, which is higher than the gas velocity in the elongated bubble, $V_{GEB}$. From the description of the slug flow formation, dispersed gas bubbles can be generated in the liquid slug body region through the formation, coalescence, breakage and collapse of bubbles processes. The entrained gas bubbles in the liquid experience a transient pressure as they move through the hydrodynamic pressure field of the liquid. The transient pressure causes the gas bubbles to oscillate at their natural frequencies; one consequence of which is the generation of sound (Strasberg, 1956).

5.6 Gas Void Fraction ($\varepsilon$) in Slug Flow

The liquid holdup in the slug body or gas void fraction ($\varepsilon$) is an important parameter for the design of multiphase pipelines and associated separation equipment. The definition of the liquid holdup is “the flowrate of the liquid phase divided by the total flowrate of both the gas and liquid flowrates”. And the definition of the gas void fraction is “the flowrate of the gas phase divided by the
total flowrate of both the gas and liquid flowrates. Several gas void fraction correlations were developed, however, the majority of these correlations were obtained based on the slug body liquid holdup. In multiphase flow, the extensively-used correlation developed by Gregory et al. (1978) was obtained from the measurements of liquid holdup, using electrical capacitance probes, in air-water and oil-water flow in horizontal pipes with diameter of 0.0258 m and 0.0512 m. The correlation gives slug body holdup as a function of the mixture velocity \( V_{\text{mix}} \) only:

\[
H_{\text{LSB}} = \frac{1}{1 + \left( \frac{V_{\text{mix}}}{8.66} \right)^{1.39}}
\]  \[5-3\]

where \( V_{\text{mix}} \) is the slug mixture velocity in m/s and is equal to the sum of the superficial gas and liquid velocities.

Malnes (1982) proposed an alternative correlation also based on the same data of Gregory et al. (1978) as:

\[
H_{\text{LSB}} = 1 - \frac{V_{\text{mix}}}{C_c + V_{\text{mix}}}
\]  \[5-4\]

Where, the dimensional coefficient \( C_c \) is measured as following:

\[
C_c = 83 \left( \frac{g \sigma}{\rho L} \right)^{0.25}
\]  \[5-5\]

Beggs and Brill, (1973) developed their correlation for the whole spectrum of flow situations using 1” and 1.5” pipe sizes at various angles from the horizontal. The correlation passed on Froude number and the slug body length for the intermittent flow as following;
\[ \varepsilon = \frac{0.845E_{LSB}^{0.5351}}{Fr^{0.0173}} \]  

where \( Fr \) is the Froude number, defined as a dimensionless number comparing inertia and gravitational forces, and calculated as

\[ Fr = \frac{V_{mix}^2}{gD} \]

Hughmark (1962) proposed correlation for the gas void fraction based on slug mixture velocity and superficial gas velocity, given by:

\[ \varepsilon = \frac{V_{SG}}{1.2V_{mix}} \]  

Gregory and Scott (1969), developed similar correlation to the one proposed by Hughmark (1962), as following:

\[ \varepsilon = \frac{V_{SG}}{1.19V_{mix}} \]

Ferschneider (1983) developed a more complex correlation for slug body holdup \( H_{LSB} \) using data obtained from natural gas and a light hydrocarbon oil facility. The facility loop comprised a 0.15 m diameter with 120 m long test section loop and operated at elevated pressure of between 10 and 50 bar. The correlation proposed by Ferschneider (1983) took account for surface tension of
the fluids in terms of Bond number (Bo). Bo is a measure of the importance of the surface tension forces compared to gravitational forces.

\[
\frac{1}{1 + \left( \frac{V_{\text{mix}}}{\sqrt{\left(1 - \frac{\rho_G}{\rho_L}\right) g D}} \right) \times \left( \frac{Bo^{0.1}}{25} \right)^2}
\]

Bo is Bond number and is given by:

\[
Bo = \frac{(\rho_L - \rho_G) \times g \times D^2}{\sigma}
\]

Nickline (1962) proposed correlation for the gas void fraction based on the measured liquid holdup for air-water flow in 0.05m and 0.09 m horizontal pipe. The correlation is given by the expressions:

\[
\varepsilon = \frac{V_{SG}}{(1.2 V_{\text{mix}} + 0.35 \sqrt{gD})}
\]

Abdul-Majeed (2000) developed a new correlation to compute the slug void fraction, which only depends on the fluid viscosities and mixture velocity: a data bank set contained several hundreds of slug hold-up points, gathered from
seven different resources were used in this correlation, only mixture velocity $V_{mix}$ and liquid and gas viscosities $\mu_L$ and $\mu_G$ were utilised as following;

$$H_{LSB} = 1.009 - \left( 0.006 + 1.3377 \frac{\mu_G}{\mu_L} \right) V_{mix}$$  

Al-lababidi and Sanderson (2005; 2007) investigated the measurement of the slug body liquid holdup and film liquid holdup using the non-intrusive ultrasonic pulse-echo mode system. The system consists of an ultrasonic pulser–receiver which was used to excite the ultrasonic transducer (2.25 MHz), to receive and amplify the reflected signals and an electronic circuit to measure the time of transmitted and reflected ultrasound wave in liquid phase. The authors concluded that the liquid holdup measurements were validated against the non-intrusive conductivity transmitter and compared with correlations from the literature. However, as the gas void fraction increases, the attenuation and distraction of the transit time ultrasonic signals increases. As a result, the transit time ultrasonic can be considered a good technique for the measurement of the slug body and film liquid holdup at low gas void fraction.

Woldesemayat and Ghajar (2007) performed an intensive literature review of the slug body holdup in multiphase flow in pipeline. However, the majority of the gas void fraction ($\varepsilon$) correlations reviewed in this work and in Woldesemayat and Ghajar (2007) intensive review was experimentally developed based on the direct measurement of the liquid holdup in the slug body rather than measuring the gas void fraction.

Most, if not all, of the available correlations for the average slug void fraction in liquid slugs were found to be unsatisfactory when applied to different geometries from those used in extracting the empirical correlations (Paglianti et
This is perhaps not surprising since the above mentioned correlations are derived from fully developed slug flow, and do not account for the transient behaviour of slug growth and collapse (Bonizzi and Issa, 2003).

### 5.7 Conclusion

The formation, collapse, coalescence and break-up of bubbles all relate to changes of one or more gas/liquid interfaces. Energy from such processes, channelled through mechanisms involving surface tension and hydrostatic and hydrodynamic forces, will generate bubble oscillations and pressure pulses which radiate outwards in all directions as acoustic waves (Leighton et al. 1998). Generally, the frequency of oscillation depends on bubble diameter; Minnaert (1933) stated that “bubbles with diameters of 3–6 mm would give sounds with frequencies beyond the limit of human audibility”. The decay of a typical AE signal was investigated by Strasberg (1956) and is shown in Figure 5-5. It is evident that maximum amplitude is generated by the newly formed bubble, and begins at the moment the bubble closes (‘necks’). From the scale provided the duration of the process was tens of microseconds.

![Figure 5-5: Sound pulse signal from an individual gas bubble leaving a nozzle, correlated to sequential photos of the process Strasberg (1956)](image)
The above review of previous research using AE has demonstrated its potential as a monitoring tool for multiphase flows. In all the reviewed research, the AE signals were created by the process itself. The AE signals accompanied physical and chemical events, occurring within the processes and were detected by several different means. Piezo-electric transducers were used when the AE signal was transmitted along the body of the structure (e.g. pumps, pipes and tanks); hydrophones were used in case of the AE signal travelling through the bulk of a liquid, and microphones were used in case of an airborne AE signal. Piezoelectric transducers were generally used to acquire AE signals as this type of sensors can be arranged to be non-intrusive and few special arrangements were needed when installing these sensors. Due to the multidirectional nature of the AE signal, the AE sensor position is not normally important as long as it in the vicinity of the AE source.

The mechanisms of AE generation in two-phase gas/liquid flow have been reviewed and explained. These mechanisms will be used to justify and explain how AE was generated from two-phase air/water flow in bubbly and slug regimes in this investigation (see chapter 7). The mechanisms discussed included; incipient cavitation, developed cavitation, recirculation, bubble formation, bubble collapse and bubble coalescence and break-up. Although, bubble activities are a major AE source, bubbles clouds will attenuate and scatter the AE signal.
Chapter 6 : Experimental Setup and Procedures

This chapter describes the two closed loop test rig facilities, and test procedures, used in this research study;

1. An Initial investigative 50mm (2’’’) internal diameter (ID) multi-phase water/air test facility, see Figure 6-1.
2. Advanced 50mm (2’’”) ID multi-phase water/air test facility, see Figure 6-4.

Design details of each test facility will be discussed in the following sections, including water and air supply systems, other devices and measuring instruments.

6.1 Initial investigative 50mm (2’’’) test facility

The primary objective of this rig was to carry out a preliminary investigation of the applicability of AE technology to the monitoring of two phase flow; to investigate the effects of varying AE sensor orientation/ position on the pipe, and pipe material type on the characteristics of the measured AE signal. The test facility was designed to simulate two phase water/air flow at different water and air velocities, Figure 6-1 shows the general arrangement of the test rig. A description of the test facility including air and water supply systems, pipe lines and instruments will be given in the following sections.
6.1.1 Liquid supply system

Water was used as the working liquid, supplied from, and returned to, a fibreglass tank with capacity of 2 m$^3$ and open to the atmosphere. The water was pumped around the system by a self priming Certikin Aquaspeed 0.75kW (1HP) pump with a maximum capacity of 15m$^3$.hr$^{-1}$ at 10m head, see figure A-1 Appendix (A). The flow rate of water was controlled by means of a throttling valve downstream of the pump. The pumped water was metered before the point where it was mixed with the gas, to measure the superficial liquid velocity ($V_{SL}$). This was done with an electromagnetic flow meter (ABB K280/0 AS model, 0.0 - 18m$^3$/hr range), see Figures 6-1and 6-3.

This initial test pipeline had a total length of 12m; the majority of it was made from 50mm (2”) Acrylonitrile Butadiene Styrene (ABS) class E pipe. The test section was a 300mm length of 50mm (2”) ID, stainless steel pipe. As shown in Figure 6-1 this was placed in the middle of the return flow line. The stainless steel pipe had an AE sensor attached, see Figure 6-1. Visual observation of the water/air flow regimes during the tests was through a transparent pipe section installed upstream of the stainless steel test section, see Figures 6-1 and 6-2.
The transparent section was made of 50mm (2”) ID Perspex pipe of 1000mm length placed inside a Perspex box of dimensions 150x180x1000mm. The Perspex box was filled with water to reduce light refraction and enhance the quality of the visual observations.

![Perspex box](image)

**Figure 6-2:** Perspex box used to reduce unwanted reflected light

### 6.1.2 Air supply system

Air was supplied to the test rig by an Ingersoll Rand compressor unit with 10 bar maximum output with an integrated air tank of 500 litre capacity and 12 bar maximum working pressure. The air tank acted as a settling chamber and was connected to air injector by two flow meters in parallel. These flow meters were of two different types and ranges, see Figures 6-1 and 6-3:

1. Thermal mass flow meter, Endress + Hauser, Proline t-mass flanged 65 F 15, for inline use with flows in the range 0 to 2m³/hr at 9 bar, was connected into the 12.5mm(0.5”)airline, and

2. Vortex flow meter, Endress and Hauser Proline Prowirl 72 F 25 for inline use with flows in the range 3 to 100m³/hr at 9 bar connected into the 25mm (1”) airline.

The air flow was controlled by means of a brass gate type valve installed upstream of the gas flow meters. The metered air was then injected into the 50mm (2”) water pipe at the designated air velocities to simulate two-phase
flow. All air pipes were fitted with pressure transducers and thermocouples, marked P and T, respectively in Figure 6-1. The gas flow meters had a 4-20mA HART analogue that was connected to the data acquisition system, and had values ranging from 0 to 10V DC. The temperatures and pressures measured in the 12.5mm (0.5”), 25mm (1”) and 50mm (2”) pipes were used to calculate corrected values for superficial velocity entering the 50mm pipe.

The different superficial velocities of liquid and gas ($V_{SL}$ and $V_{SG}$) were achieved by throttling valves upstream of the flow meters, as shown in Figure 6-1.

![Flow meters](image)

**Figure 6-3**: Gas and water flow meters

### 6.1.3 Flow data acquisition system
All measured data from the flow meters, pressure transducers and thermocouples for both water and air supplies were acquired using a 12 channel PC based Data Acquisition System (DAS). The signal was then fed to the PC via a 32 channels parallel port multiplexer (SCB-68) after being converted to an appropriate digital signal. A runtime 6.2 version of Labview ‘National Instrument’ was used to gather these data in real time and display the results on a computer monitor, after being converted to engineering units for the corresponding instruments, for example volt to bar, in the case of pressure measurements. The PC system runs with a Windows XP operating system and 2.8GHz Pentium processor, with a hard disc capacity of 100 GB.

6.1.4 Experimental procedures

The investigations of this experiment were carried out involving 10 different superficial liquid velocities ($V_{SL}$) and 24 superficial gas velocities $V_{SG}$. That is, at each $V_{SL}$, all the 24 gas velocities $V_{SG}$ were investigated, giving 240 measurements. Digital readings for the flow meters were displayed on a 17-inch LCD monitor, which assisted the adjustment and fine-tuning of $V_{SL}$ and $V_{SG}$. The liquid superficial velocity ($V_{SL}$) ranged from 0.3ms$^{-1}$ to 1.2ms$^{-1}$ in increments of 0.1ms$^{-1}$, and the gas superficial velocity ($V_{SG}$) ranged from 0.1ms$^{-1}$ to 4.0ms$^{-1}$ using both the 12.5mm (0.5”) and 25mm (1”) air supply pipelines. The 12.5mm air line was used to supply $V_{SG}$ over a range of 0.0 to 2.0ms$^{-1}$ at increments of 0.1ms$^{-1}$, and the 25mm line was used to supply $V_{SG}$ from 2.5 to 4.0ms$^{-1}$ at increments of 0.5ms$^{-1}$.

Data was sampled from the AE sensors for 120 seconds for each and every pair of $V_{SL}$ and $V_{SG}$ values. The time-domain signal was analysed to give its Absolute Energy, Root Mean Square (RMS) and Average Signal Level (ASL).
6.2 Advanced 50mm (2”) test facility

This second test rig was designed to produce different flow regimes for water/air flows. A number of test parameters were investigated; AE sensor type (see Section 6.3), liquid and gas velocities, pipe internal surface roughness, liquid viscosity and temperature, pipes that were straight and pipes with elbows. Such detailed measurements were not made on the initial test-rig.

In this experiment a new and different type of sensor was added; conductivity electrode rings (see Figure 6-6). The experimental facilities again consisted of liquid and gas supply systems, Perspex pipes, steel specimen test section, circulating pipes and fittings, see Figure 6-4. The next sections give more detailed descriptions of the experimental apparatus used.

![Figure 6-4: Experimental setup for Two-phase GVF measurement](image)

6.2.1 Liquid supply system

The liquid (water) used in this test was stored in 4m³ fibreglass tank, open to atmosphere with its base resting on the floor. The water was circulated through
a closed loop of 50mm (2") ID pipe by a Worthington Simpson centrifugal pump with a maximum capacity of 40m$^3$.hr$^{-1}$ and a maximum discharge pressure of 5 bar. The pump was sited on the floor while the suction side of the pump was at 20cm from the bottom of the tank to allow debris and other solids present in the water, to settle on the bottom and not be sucked into the pump. This was assisted by inserting a plate partition with rows of holes cut into it, between suction and return. The bubbles brought by the return pipe naturally rose to the surface of the tank and only clear returned water entered the suction side of the pump.

Because of the high capacity of the centrifugal pump, a by-bass line was inserted to recycle the extra flow to the tank via a valve, see Figure 6-4. The valve was adjusted to ensure that the pump was always running at the smoothest possible working condition, thus generating minimum hydraulic noise. This arrangement was kept unchanged throughout all investigations. The water flow rate was controlled by a throttling valve, and metered using an Electromagnetic flow meter, Khrone Altoflux type, with a maximum supply capacity of 20m$^3$.hr$^{-1}$. The flow meter was placed upstream of the water/air mixing point.

The pipe used was 50 mm (2") ID ABS (class E) and total length of 22.5 m, see Figure 6-4. The pipeline length was such to allow flow stabilization and to ensure that the regime was fully developed before the flow entered the steel test section. The test sections were made of 50 mm (2") ID stainless steel pipe, and steel elbow section as shown in Figure 6-4. Included in the pipeline were two transparent Perspex tubes, see Figure 6-4; the first was 1500mm long, placed 2 meter downstream the air injection point to observe the early stages of air/water mixing. The second Perspex pipe was 3 meters long and positioned immediately before the steel pipe test section, so the flow patterns could be observed and to ensure that the regimes were fully developed before the flow reach the test section. There was a single steel elbow at the end of the supply
run, see Figure 6-4 and an AE sensor was attached to it. The other 90°
connection, to the return run, was a plastic elbow, see Figure 6-13.

6.2.2 Air supply system
Air was again supplied by the Ingersoll Rand compressor as described above in
Section 6.1.2. However, to avoid high the pressure fluctuations experienced in
the initial test rig, an additional manual pressure regulator pre-set at 6 bar, was
introduced to gain additional control in fine-tuning the air flow, as shown in the
air supply system of Figure 6-4. On leaving the manual pressure regulator the
air flow entered the 12.5mm (0.5") pipe with needle type valve which further
increased the controllability of the air velocity ($V_{SG}$). The air flow rate was
metered over the range 1-8m$^3$.hr$^{-1}$ by a Quadrina turbine air flow meter system.
The air was then injected into the 50mm (2") water pipe at the desired gas
velocity to simulate two-phase flow.

6.2.3 Test sections

The test section was 50mm (2") ID stainless steel pipe of 750mm length and
10mm thick, see figure 6-12(a). Figure 6-13 (a) shows the single 90° steel
elbow of 4mm thickness which was a permanent feature of the test rig. An AE
sensors was permanently fixed to the steel elbow, as shown in Figures 6-4 and
6-13(b). The steel test pipe, on the other hand, was connected to the pipeline by
flanges to facilitate inter-changeability of the steel pipes.

- Sensor location
To investigate the best position of AE sensors on steel pipes (e.g. top or bottom
of the pipe) the interface between the steel test pipe and the pipeline was
designed to allow rotation of the steel pipe. Changing the position of the sensor
from top to bottom of the pipe can be achieved simply by rotating the test pipe
180° while the same sensors remained glued to the pipe and with the test flow
still running through the pipe. Applying this technique should prevent the errors that would appear if other sensors were used or the same sensors were removed from the top side and re-glued on the bottom of the pipe; where the consistency of glue, the contact area between the sensor and the surface of the pipe and the homogeneity of the pipe material in the first position cannot be perfectly repeated. Accordingly, the acquired signal would differ regardless of any effect due to sensor position alone. Moreover, these arrangements will allow investigating the sensor signal at different rotational positions with the same flow condition.

- Temperature effect:

The water tank was fitted with two domestic electric heaters, each with input power of 2700W; this arrangement was used to increase the temperature of the circulated water to investigate the effect of water temperature on the AE signature of the flow. Water temperatures investigated ranged from 14°C to 45°C at increment of 1°C. The temperature effect was investigated at a constant superficial liquid velocity, \( V_{SL} = 1.0 \text{ms}^{-1} \) and constant superficial gas velocity, \( V_{SG} = 0.5 \text{ms}^{-1} \). A thermocouple was used to measure the two phase temperature.

- Effect of surface roughness and pipe fittings

Three different stainless steel pipe test sections each of length 750mm, and wall thickness 10mm were used; each pipe was designated with different internal surface roughness grades; Grade-1 (10µm \( R_a \)), Grade-2 (3.2µm \( R_a \)) and Grade-3 (1.6µm \( R_a \)). While three different steel tubes were used the steel elbow remained in place, unchanged, with the same AE sensor attached.

- Thickness effect

In order to investigate the effect of pipe thickness on the strength of the AE signal four different wall thickness were used: 8mm, 6mm, 4mm and 2mm. The pipe with roughness Grade-1 was milled so that its wall thickness was stepped. On each step a WD type AE sensor was attached, see Figure (6-14).

- Viscosity effect
A chemical substance, Sodium Carboxymethyl Cellulose (CMC), was used to increase the viscosity of the water. CMC powder was added carefully to the water tank in order to simulate liquids with higher viscosities than water (1Cp). Three viscosities (8, 14 and 20Cp) were produced using the CMC powder after a good mix was attained. The viscosity of the resulting solution was measured by rotational BROOKFIELD, DV-I Prime viscometer, see Figure 6-5.

![Rotational BROOKFIELD viscometer](image)

**Figure 6-5:** Rotational BROOKFIELD viscometer

### 6.2.4 Conductivity electrode rings

The measuring section of the conductivity probe was a 500mm long Perspex pipe of 50mm ID, fitted internally with flush-mounted twin ring electrodes or conductivity probes as seen in Figure 6-6(a). The electrodes consist of two stainless steel rings with a width of \(S_p\) 3.7mm and spaced at 17mm (=\(D_e\)) apart, see Figure 6-6(b). The electrical impedance between the electrodes was measured. Probes such as this have been used by Fore (1993), Fossa et al., (2003) and Al-Lababidi (2006). The conductivity measurements were to be compared to the signals obtained from the AE sensors.
Fossa et al., (2003) stated that, based on both theoretical and experimental investigations, the response of the conductivity probe is affected by the probe geometry and even more by the flow pattern. As a consequence, at the same mean void fraction, the mixture impedance changes with the phase distribution. To overcome this problem, the conductivity probe geometry was chosen to produce a probe response that is relatively insensitive to the changes between the uniformly dispersed (bubble) regime and the stratified regime. Based on preliminary tests, Fossa et al. (2003) suggested that the probe geometry aspect ratios \( (D_e/d) \) and \( (S_p/d) \) should be 0.34~0.4 and 0.071~0.08 respectively. The selection of these electrode aspect ratios resulted in small measuring volumes as compared with holdup spatial fluctuations. Labview software and a National Instruments data acquisition (DAQ) card were used to acquire and store the impedance data continuously onto the computer hard disk.

![Figure 6-6: Flush mounted stainless steel conductivity ring electrodes](image)

**Figure 6-6:** Flush mounted stainless steel conductivity ring electrodes

### 6.2.5 Conductivity rings calibration

As stated above, the aspect ratios of the probe: \( D_e/d=0.34 \) and \( S_p/d=0.074 \) were chosen based on the design recommendations of Fossa (1998), and \( d \)
was equal to 50mm. Calibration of the probe was performed by connecting the electrode pairs to a Conductivity Electronic Box that supplied a 7kHz A.C. carrier signal. The gas-liquid phase fractions were achieved by injecting known liquid volumes, using syringe, into the horizontally positioned test pipe, see Figure 6-7. The test section was removed from rig and the ends sealed by flanges. It was then carefully levelled and the output voltage between the rings measured. Using a syringe, tap water was carefully added to the test section, always taking care to maintain it level. In each case the voltage was measured until the test section was full of water. The results are presented in Figure 6-8. For each measurement, both the mass of the water (excluding the mass of the apparatus) and the corresponding value in volt was recorded. A series of 38 measurements were made over the liquid fraction range 0~1.

Figure 6-7: Conductivity rings calibration apparatus
The calibration curve for Figure 6-8 which relates water holdup \( E_L \) – where holdup is the ratio of the volume of water to the total volume of the flow at the point of examination) to the normalised probe output voltage \( G \) with 1 for a full pipe and 0 when the pipe was empty was:

\[
E_L = -1.489 \times G^4 + 1.475 \times G^3 + 0.368 \times G^2 + 0.623 \times G
\]

(1)

Figure 6-8: Calibration of conductivity ring probe

A sample trace collected from the conductivity probe under slug flow conditions is presented in Figure 6-9.
6.2.6 Flow data acquisition system

Data was acquired from the flow instruments using the same data acquisition system as in the preliminary test rig which was upgraded only to accommodate the conductivity rings.

6.2.7 Experimental Procedures

Table 6-1, shows the matrix of the tests carried out, and for which experimental results were obtained in this investigation. The $V_{SL}$ and $V_{SG}$ values were achieved by throttling the valves downstream of the flow meters, the incremental values for $V_{SL}$ and $V_{SG}$ were 0.1 and 0.2 ms$^{-1}$ respectively. The
The test range investigated is shown on the Beggs and Brill flow map, and it can be seen that slug and bubbly regimes predominate the range investigated, see Figure 6-10.

### Table 6-1  Summary of Investigation Matrix

<table>
<thead>
<tr>
<th>Investigated parameter</th>
<th>Parameter Values</th>
<th>$V_{SL}$ (ms$^{-1}$) at incr. of 0.1</th>
<th>$V_{SG}$ (ms$^{-1}$) at incr. of 0.2</th>
<th>No of Tests (663)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface roughness ($R_a$ µm), and gas void fraction</td>
<td>10, 3.2 and 1.6</td>
<td>0.3 – 2.0</td>
<td>0.0 – 1.4 at each $V_{SL}$</td>
<td>432</td>
</tr>
<tr>
<td>Pipe fitting (elbow)</td>
<td></td>
<td>0.3-2.0</td>
<td></td>
<td>120*3</td>
</tr>
<tr>
<td>Viscosity of liquid (Cp)</td>
<td>8, 14 and 20</td>
<td>0.4, 0.8 and 1.2</td>
<td></td>
<td>72</td>
</tr>
<tr>
<td>Pipe wall thickness (mm)</td>
<td>2, 4, 6, and 8</td>
<td>1.0</td>
<td>0.0-1.4</td>
<td>8</td>
</tr>
<tr>
<td>Liquid temperature ($C^\circ$) increments of 1°C</td>
<td>14-45</td>
<td>1.0</td>
<td>1.0</td>
<td>31</td>
</tr>
</tbody>
</table>

**Figure 6-10:** Test flow regime map highlighting test region
6.3 AE system

This section describes the AE system used in this research. Two types of AE sensors, both supplied by Physical Acoustics, were used for acquiring the data from all test conditions, but the number of sensors per test depended on the specific investigation.

a) Miniature Pico type AE sensor, 5mm diameter x 4mm high, with a broadband operating frequency range of 200-750kHz.

b) Wide-band WD type AE sensors, 18mm diameter x 17mm high, with a wide operating frequency range of 100 -1000kHz.

The AE sensors were used non-invasively and glued to the outside of the pipes and the elbow test sections by means of EVERBUILD, an Ethylcyanoacrylate based industrial superglue. The superglue acted both as acoustic-coupling and as a bonding agent, see Section 4.5. Pico sensors are characterised by their small size, which enables them to be installed on outside of pipes without the need for flattening the monitored surface. The larger WD sensors require a flat area on the surface as shown in Figure 6-12c. For all the sensors, the contact area between the sensors and the monitored surface was cleaned and polished by using very fine sand paper. Also, as specified by the manufacturer, for both sensor types were case grounded and electrically isolated from the mounting surface in order to reduce electronic noise.

Although the manufacturer’s supplied a calibration chart for every sensor, see figures C-1 and C-2 in Appendix (C). Each sensor was checked using the Hsu-Nielsen pencil lead fracture technique prior the start of each investigation. The amplitude of the AE signals were in the average of between 60-70dB which comply with calibration rules as described by Brüel & Kjaer (1981)

It was a common arrangement that the output AE signals from each sensor was pre-amplified by 60dB using 2/4/6 preamplifier type and then connected via coaxial cable directly to the 6 channels of the Physical Acoustics PCI2 data
acquisition card having a maximum sampling rate of 8 MHz. Three PCI2 cards, with 2 AE channels on each card had been installed, each occupies one of the ISA slots within a 2.8GHz Pentium host PC, running AEWin for PCI2 software. The raw AE signal was sampled at 2MHz and time dependant AE parameters such as Absolute energy (atto-Joules), Root Mean Square R.M.S. levels (mV) and Average Signal Level ASL (dB) were sampled at 100Hz over a time constant of 10ms. Furthermore streamed waveforms were captured at every 60 seconds for 1 second length.

6.3.1 AE sensors layout

- **Initial investigative 50mm (2”) test facility**

Three Pico AE sensors on the straight pipe run were used in the initial investigation. One sensor was mounted on the ABS plastic pipe, and two others were mounted on both bottom and top of the stainless steel pipe as shown in Figures 6-11.

![Figure 6-11: AE sensors layout](image)

- **Advanced 50mm (2”) test facility**

AE sensors were used on separate occasions to investigate how the AE signal generated from water/air two phase flows is affected by; temperature, internal
surface roughness and pipe fittings, fluid viscosity, pipe thickness, and sensor-pipe orientation.

The core part of this investigation was to correlate measured AE activity to the gas void fraction of air/water flow by monitoring the gas content in the flow. For this investigation, one Pico sensor placed on the steel elbow as shown in Figure 6-13(b), a second Pico sensor was placed on the steel section beside a WD sensor; see Figures 6-12(a) and (b). Similar arrangement was made for investigating the three grades of internal surface roughness of the pipes.

![Figure 6-12: Steel pipe test section](image)
The thickness effect was investigated by four WD sensors as shown in Figure 6-14. Four WD sensors were used to investigate the effect of the different pipe thicknesses on the strength of the AE signal. Whereas, the temperature and viscosity effect were investigated by one of the WD sensors that placed on the steel test section.
Figure 6-14: Sensor layout for the thickness investigation
Chapter 7: Results, Observations and Discussions

All results of the experiments undertaken are presented in this chapter.

7.1 Results and observations from initial investigative test

Three Pico AE sensors were used in this investigation, see table 7-1. Typical waveforms of AE signal acquired at a sampling rate of 2MHz from a single phase liquid flow at \( V_{SL}=0.8 \) and \( V_{SG}=0 \text{ ms}^{-1} \) (pure liquid) are shown in figure 7-1. Sampling waveforms from two phase flow, at \( V_{SL}=0.8 \) and \( V_{SG}=1.0 \text{ ms}^{-1} \) are shown in figure 7-2. The AE signal levels for single liquid flow was approximately 0.01mV for all the three channels, and the nature of the signal associated with this type was of continuous type, see figure 7-1. Whereas the AE signal level for two phase flow were considerably higher, in the order of 0.7, 0.5 and 0.15 mV for Ch1, Ch2 and Ch3 respectively, see figure 7-2. This shows the dramatic increase of the AE levels with the inclusion of a second phase. In addition the nature of AE waveforms for two-phase flow was transient in nature, primarily due to the contribution of the air bubbles. This will be discussed later in this chapter.

Table 7-1: Sensor notation for initial investigative test

<table>
<thead>
<tr>
<th>Channel number</th>
<th>Sensor position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ch1</td>
<td>Steel pipe top sensor, Pico type</td>
</tr>
<tr>
<td>Ch2</td>
<td>Steel pipe bottom sensor, Pico type</td>
</tr>
<tr>
<td>Ch3</td>
<td>Plastic pipe top sensor, Pico type</td>
</tr>
</tbody>
</table>
**Figure 7-1:** AE waveforms, for 1 seconds length at $V_{SL}=0.8$ and $V_{SG}=0 \text{ ms}^{-1}$ (pure liquid flow)

**Figure 7-2:** AE waveforms for 1 seconds length at $V_{SL}=0.8$ and $V_{SG}=1.0 \text{ ms}^{-1}$ (air/liquid flow)
7.1.1 AE parameters

Each test condition was tested for 120 seconds during which AE waveforms were acquired at 2 MHz, as explained in the previous chapter, section 6.1.4. AE parameters such as; absolute energy, RMS and ASL levels were calculated at 100Hz sampling rate and over a time constant of 0.01ms. A typical plot of the absolute energy of the AE levels for a test condition at $V_{SL} = 1.1 \text{ms}^{-1}$ and at $V_{SG} = 0.8 \text{ms}^{-1}$ is shown in figure 7-3, the time period between 55-60 seconds in this figure (within the dashed frame box) was magnified and shown in figure 7-4. The high amplitude AE events as seen in figure 7-4 are associated with the air/liquid flow activities such as bubble collapse, formation, breakup and coalescence, generated during bubbly or slug flow regimes. Similar plots for RMS and ASL levels are shown in figures D-1 to D-4 in the appendix (D).

Figure 7-3: Absolute energy of AE levels at $V_{SL}=1.1 \text{ ms}^{-1}$ and $V_{SG} = 0.8 \text{ ms}^{-1}$
For each test condition an average value of energy, RMS and ASL was calculated over the test duration (120 seconds), see figure 7-5. A comparison between absolute energy, RMS and ASL levels showed that all parameters exhibited a similar in trend, see figures 7-5 to 7-7. It was noted that absolute energy offered better sensitivity to the flow changes than RMS and ASL values, due to the fact that absolute energy is a measure of the real energy of the signal; it was chosen to be the output parameter identifier for the AE signal throughout this research study.

7.1.2 Statistical parameters

Two statistical parameters; the average (arithmetic mean) and standard deviation values of the AE absolute energy, were calculated for each test. Figures 7-5 and D-5 in appendix (D) showed an example for these parameters calculated at Varying $V_{SG}$ and at $V_{SL} = 1.1 \text{ms}^{-1}$. Although both parameters were descriptive of the flow changes, however the average values were more...
consistent in describing the development of the signal, as such only statistical average parameter of the absolute energy of the AE signal will be considered in investigating the air / water two-phase flow.

Figure 7-5: Average values for AE absolute energy for varying $V_{SG}$ and at $V_{SL} = 0.9\text{ms}^{-1}$

Figure 7-6: Average values for AE RMS for varying $V_{SG}$ and at $V_{SL} = 0.9\text{ms}^{-1}$
7.1.3 Sensor orientation and pipe material

The averaged values of absolute energy signal levels were calculated for the three sensors over the test condition. It was observed that AE levels generated from Ch1 sensor were higher than those from Ch2, see figure 7-5. Also, it was observed that whilst AE’s were detected with the sensor on the plastic pipe, Ch3, its relative levels in comparison to the steel pipe (Ch1 and Ch2) was lower; as to be expected. Figures 7-5 presents typical results for a given $V_{SL} = 0.9 \text{ ms}^{-1}$ at varying values of $V_{SG}$, similar observations at $V_{SL}=0.5$ and $1.1 \text{ ms}^{-1}$ were presented on figures D-6 and D-7 in appendix (D). The deference in amplitude between Ch1, Ch2 and Ch3 at $V_{SG}=1.0$ are shown in figure 7-7; Ch1 was higher than Ch2 and Ch3 by 1 dB, and 4.5 dB respectively.

From Figure 7-5, the increase of the energy level detected by the AE sensor was found to be proportional to the increase of the superficial gas velocities; a
cumulative percentage increase in AE energy levels is presented in figure 7-8, with reference of $V_{SG}=0 \text{ ms}^{-1}$. The rate of increase was found to be in the order of between 15-20% across the incremental increases in $V_{SG}$ velocities. All results acquired from Ch1, for varying $V_{SL}$’s and $V_{SG}$’s are presented as waterfall plot in figures D-8 in appendix (D), though an example is presented in figure D-8. It is evident that the increase of energy level was proportional to the increase of the superficial liquid velocities. Interestingly, from Figure 7-9, it shows that AE is relatively more sensitivity to slug flow than bubble flow because of the higher levels of AE energy, for instance at $V_{SG}=0.3$ and $V_{SL}$ of 0.5 ms$^{-1}$, AE energy levels were at 5.3 atto-joules in comparison to 180 atto-joules at a $V_{SG}=1.8$ and $V_{SL}$ of 1.1 ms$^{-1}$

Figure 7-8: Relative percentage increases in averaged AE abs. energy for varying $V_{SG}$ and $V_{SL}$
The outcome of the current test investigation can be summarised as:

- average value of the absolute energy of the AE level was the preferred parameter to monitor the flow condition,
- top steel sensor (Ch1) provided the strongest signal of AE generated from the flow compared to bottom steel (Ch2) and top plastic (Ch3) sensors, and
- AE levels increased proportionally with $V_{SL}$ and $V_{SG}$

Having established these results, it was very encouraging to proceed to a more detailed investigation in order to establish a correlation between AE activity and the gas void fraction of gas/liquid flow under different flow regime.
7.2 Results and observations from advanced 50 mm (2”) test facility

This new facility allowed for more control of gas velocity through the use of air pressure regulator and needle air valve in the air supply line, also higher liquid superficial velocity (up to $V_{SL} = 2.0$ ms$^{-1}$) was facilitated by using large capacity pump. In addition, conductivity rings were installed and used as reference for gas void fraction (GVF) measurements. As explained in section 6.3.1, and shown in figures 6-12 and 6-13, three sensors were used for investigating the GVF measurement, the sensors were named according to table 7-2.

Table 7-2: Sensor notation for the advanced test

<table>
<thead>
<tr>
<th>Channel number</th>
<th>Sensor position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ch1</td>
<td>Steel pipe sensor, Pico type</td>
</tr>
<tr>
<td>Ch2</td>
<td>Steel pipe sensor, WD type</td>
</tr>
<tr>
<td>Ch3</td>
<td>Steel elbow sensor, Pico type</td>
</tr>
</tbody>
</table>

The liquid superficial velocity ($V_{SL}$) ranged from 0.3 ms$^{-1}$ to 2.0 ms$^{-1}$ at increments of 0.1 ms$^{-1}$, and the gas superficial velocity ($V_{SG}$) ranged from 0.1 ms$^{-1}$ to 1.4 ms$^{-1}$ at increments of 0.2 ms$^{-1}$, at each $V_{SL}$ value all range of $V_{SG}$ were investigated.

Results from this test rig complemented the results obtained from the Initial investigative test, absolute energy of AE signal from the three sensors gradually increased with the increase of $V_{SG}$ at all $V_{SL}$ velocities. Compared to the electronic noise level, the three mounted AE sensors; Ch1, Ch2 and Ch3, showed insignificant contribution in the AE absolute energy ($10^{-18}$ Joules) for single-phase water flow at velocity ranges from 0.3 to 2.0 ms$^{-1}$.
However, the measured values of AE from single-phase water tests were still higher than the electronic noise level of the system, see figure 7-10. For instance, electronic noise levels were at 5.2 atto-Joules for Ch1, whilst a single flow levels were 5.8 atto-Joules.

The Pico elbow mounted sensor (Ch3) exhibited the highest energy level compared to its twin Pico steel pipe’s sensor (Ch1) and WD steel pipe’s sensor (Ch2), see for example figure 7-11. As expected, the same figure showed that absolute energy levels from the steel pipe test section acquired from the Pico sensor (Ch1) were less than those of the WD sensor (Ch2). This was attributed to the difference in sensors sensitivity, where the WD type is more sensitive than Pico, as depicted in the calibration sheets for both sensors, figures C-1 and C-2 in Appendix (C).

Figure 7-10: The influence of pure liquid and background noise on AE abs. energy levels
As explained previously (Conductivity electrode rings sections 6.2.4 and 6.2.5), GVF values were measured for all test programs. Although the conductivity rings were already calibrated, it was thought prudent to compare GVF measured values with theoretical values of GVF at all velocities. The mathematical equation was used to calculate GVF numerically: is defined in equation (7-1)

\[
GVF = \frac{V_{SG}}{V_{SG} + V_{SL}}
\]  \hspace{1cm} (7-1)

Figure 7-12, presents plots of measured and calculated GVF at the designated velocities. Also figures 7-12 to 7-14, show comparison between measured GVF and absolute energy level of AE signal acquired from Ch1,
Ch2 and Ch3 at varying $V_{SG}$ and $V_{SL} = 2.0 \text{ m/s}$. Observations showed that any increase in GVF resulted in an increase in AE absolute energy. A Pearson's correlation factor ($r$) was used to quantitatively access the degree of correlation between the results presented in figures 7-12 to 7-14.

**Figure 7-12:** GVF and AE abs. energy levels at $V_{SL} = 2.0 \text{ m/s}$ for Ch1.
Figure 7-13: GVF and AE abs. energy levels at $V_{SL} = 2.0$ m/s for Ch2.

Figure 7-14: GVF and AE ab. energy levels at $V_{SL} = 2.0$ m/s for Ch3.
In general, correlation is one of the most common and most useful statistical parameters, and is generally used to quantify the relationship between two or more parameters. Pearson’s Correlation factor ($r$) is a single number that describes the degree of relationship between any two variables. Equation 7-2, was used to calculate factor ($r$), which ranges between -1.0 and +1.0. If the correlation is positive, we have a positive relationship; if it's negative, the relationship is negative. Figure 7-15 shows the correlation relationship types. For a positive relationship, high values on variable (A) are associated with high values of variable (B) and low values of variable (A) are associated with low values on variable (B), whereas in a negative relationship; low values of variable (C) are associated with high values of variable (D) and high values of variable (C) are associated with low values of variable (D). Also, as the value of ($r$) approaches +1.0, the correlation between two variables become stronger and vice versa (Cohen, 1988).

**Figure 7-15:** Correlation relationship types
\[ r = \frac{N \sum XY - (\sum X)(\sum Y)}{\sqrt{[N \sum X^2 - (\sum X)^2][N \sum Y^2 - (\sum Y)^2]}} \]  

Where:

\( N \) = number of pairs of scores, \( \sum XY \) = sum of the products of pairs

\( \sum X \) = sum of X scores, \( \sum Y \) = sum of Y scores

\( \sum X^2 \) = sum of squared X scores, \( \sum Y^2 \) = sum of squared Y scores

Therefore, the correlation factor \( r \) was adopted to measure and describe the nature of relationship between conductivity measured gas void fraction (X values in the equation) curves and absolute energy curve of AE signal (Y values in the equation) at each superficial liquid velocity. Similarly, Correlation factors \( r \) were calculated for all GVF and AE Absolute Energy curves for the whole testing range.

For the evaluation purpose, plots of measured GVF and AE absolute energy of the test campaign and the Pearson’s correlation factors \( r \) are presented in the same plot for each \( V_{SL} \), see figures 7-12 to 7-14. Moreover, it was observed that all calculated correlation factors \( r \) were higher than 0.8 and the vast majority of these values are more than 0.90. Also, correlations of the elbow sensor (Ch3) were the highest ranked compared to the other channels (CH1 and CH2) at any \( V_{SL} \). In addition, and regardless of the sensor position, the correlation factor increased with increased values of \( V_{SL} \). Figure 7-16 shows the trend of the correlation factor for the Pico sensor (Ch1) of the steel pipe.
Observations from all test programs are present in figures 7-17 to 7-19. These show the correlation between $V_{SL}$, $V_{SG}$ and absolute energy AE levels. These observations will be discussed in section 7.4.

**Figure 7-16:** The trend of Pearson’s correlation factor ($r$) for Ch1 of the steel pipe

**Figure 7-17:** Waterfall plot for Ch1 sensor
Figure 7-18: Waterfall plot for Ch2 sensor,

Figure 7-19: Waterfall plot for Ch3 sensor
7.2.1 Temperature Effect:

The investigated range of the temperature (14-45 Celsius degree) showed random and negligible deviation in the absolute AE energy levels, as shown in figure 7-20. This observation would suggest, neglecting any effect on the AE levels as a result of variations in test fluid temperature which could result from pumping and friction heat generation processes accompanied with the transportation of the flow. It was observed that at the fixed test conditions the variation of temperature resulted in random changes of AE energy. Though on average it may be considered that there is a reduction in AE energy with increasing temperature, this was not conclusive.

Figure 7-20: The temperature effect on the AE abs. energy signal at $V_{SL}=0.8$ and $V_{SG} = 1.0 \text{ ms}^{-1}$
7.2.2 Thickness Effect:

This test highlighted a correlation of increasing AE energy levels with increased wall pipe thickness, see figure 7-21.

![Graph showing the effect of pipe thickness on AE abs. energy](image)

**Figure 7-21:** The effect of pipe thickness on the AE abs. energy at $V_{SL}=1.0$ ms$^{-1}$

7.2.3 Viscosity Effect:

Absolute AE energy levels showed dramatic drop in AE levels as viscosity increased when $V_{SG}$ higher than 0.6 ms$^{-1}$. Figure 7-22 depicts this observation and compared pure water (1 Cp) in left vertical axis with the other three viscosities grades in right vertical axis. Chapman and Plesset (1971) stated that liquid viscosity has primary contribution to the damping of gas bubble oscillations. This will suppress the two phase activity and consequently reduces AE levels. However, the AE levels of the investigated viscosity grades
increased with the increase of $V_{SG}$ values. Similar results were obtained at $V_{SL} = 0.4$ and $1.2\ \text{ms}^{-1}$

![Graph showing the viscosity effect on the AE abs. energy at varying $V_{SG}$ and $V_{SL}=0.8\ \text{ms}^{-1}$](image)

**Figure 7-22:** The viscosity effect on the AE abs. energy at varying $V_{SG}$ and $V_{SL}=0.8\ \text{ms}^{-1}$

### 7.2.4 Surface roughness Effect:

The affect of internal pipe surface roughness for all measuring sensors is presented in figures 7-23 and 7-24 at $V_{SL} = 2.0\ \text{ms}^{-1}$. The affect of internal surface roughness was very obvious; the smoother the internal pipe roughness the less AE Absolute and vice versa. The increase in surface roughness will increase the turbulence of flow, thereby increasing the rate of air bubble
collapse at the internal pipe wall. The increase of the surface roughness from 1.6 to 3.2 (100%) will increase the AE absolute energy measured at Ch1 sensor by an average of 82%. Whereas the increase of the surface roughness from 3.2 to 10 (210%) led to an average increase of 60% in the AE absolute energy for the same sensor. Similar results obtained at VSL=1.0 ms^-1, see figure D-9 and D-10, in Appendix(D).

Figures 7-25 presents results of AE Absolute Energy levels at V_{SL} =2.0 m/s, from the elbow mounted sensor. The observation suggests that the influence of internal surface roughness downstream of the elbow was insignificant in comparison to the effect on straight pipes.

![Graph showing AE energy for different surface roughness grades](image)

**Figure 7-23:** AE energy from Ch1 for three surface roughness grades at V_{SL}=2.0 ms^-1
Figure 7-24: AE energy of Ch2 from three surface roughness grades at $V_{SL}=2.0$ ms$^{-1}$

Figure 7-25: AE energy from ch3 for elbow with three pipes at $V_{SL}=2.0$ ms$^{-1}$
7.2.5 GVF and AE

Figures 7-26 and 7-27, show the Pearson correlation factor between measured GVF and AE levels of Ch1, for the three grades of surface roughness at $V_{SL} = 1.0$ and $1.5 \, \text{ms}^{-1}$. Also, correlation factors ($r$) corresponding to each surface roughness is presented and it is evident that the variation in internal roughness did not alter the similarity between AE and GVF for the different internal roughness values. This implies that though AE levels are known to be affected by internal roughness, measurements of GVF at a fixed internal surface roughness will still provide a strong correlation with AE. Observations from all surface roughness grades acquired by Ch1 for the majority of the test programmes are shown in figures 7-28 to 7-30.

The increase in $V_{SG}$ values, results in an increase of the gas phase in the flow and consequently increase the bubbles dynamic activities such as; bubbles formation, coalescence, collapse, breaking-up and bubbles oscillation. Furthermore, the increase of $V_{SL}$ values increased the intensity of the turbulence diffusion, which also led to increase in the bubbles activities. As such, any increase in $V_{SL}$ and $V_{SG}$ in gas/liquid flow, will lead to a proportional increase of the absolute energy of AE levels. The waveforms of the gas/liquid flow was of transient type, as a result of the AE events that generated from the bubbles activities, see figure7-2.
Figure 7-26: Correlation of measured GVF and AE levels at $V_{SL} = 1.0$ ms$^{-1}$

Figure 7-27: Correlation of measured GVF and AE levels at $V_{SL} = 1.5$ ms$^{-1}$
Figure 7-28: Relation between measured GVF and AE of 1.6µm Ra pipe

Figure 7-29: Relation between AE and measured GVF of 3.2µm Ra pipe
7.3 Discussion

The AE sensor orientation/position results showed the top steel sensor (Ch1) provided the strongest AE response from the flow, compared to bottom steel (Ch2) and top plastic (Ch3) sensors, see figure 7-5. It was surprising that the AE sensor on the top of the pipe showed more sensitivity than that of the bottom. This is attributed to the presence of bubbles on the top of the pipe due to buoyancy. It was not surprising the sensor on the plastic pipe had the lowest sensitivity due to attenuation across the plastic material.

The influence of single phase (pure liquid) on the AE levels was insignificant due to the lack of AE sources in pure liquid flow, such as the presence of
bubbles or unwanted solid particles. For this reason the type of AE waveform associated with this type of flow was continuous in nature, see figure 7-1. However, this was not the case for two phase flow, where, at any fixed superficial velocity ($V_{SL}$), the AE waveforms had significant transient element owing to the presence of bubbles within the flow.

The influence of pure liquid flow on generating AE was reinforced experimentally and compared to the electronic noise of the system, as shown in figure 7-10. The contribution of pure liquid was in average of 0.2 atto-Joules above the electronic noise of the system. This was considered insignificant compared to the influence of gas/liquid flow. This is evident that AE energy levels are mainly contribution of the gas/liquid flow.

In fact it was noted under slug flow regimes that the entire movement of the slug through the pipe was seen as increasing and decaying AE levels which could be correlated with the slug head and tail respectively, see figure 7-31. In this instance the waveform is continuous in appearance though it is fundamentally a mixture of several hundred transient AE bursts. The frequency spectrum associated with this slug related AE wave is shown in figure 7-32 with the dominating frequencies within the range of 150 to 450 kHz.
Figure 7-31: Typical AE signal from fully developed slug flow

Figure 7-32: AE time waveform and associated frequency spectrum for $V_{SL}$ 1.4 and $V_{SG}$ 1.0
Observations of the influence of the surface roughness on AE measurements on the pipe showed that increasing surface roughness resulted in higher AE level. This was attributed to the increase of turbulent intensity forces on the liquid phase and the increase of bubbles activities rate on the inner pipe wall (collapse, formation, and etc). The turbulent intensity forces increased as a result of increase in the friction coefficient on the liquid phase. The friction between the two-phase flow bubbles and internal pipe surface increased as the surface roughness increased. Thus, resulting in an increase of AE associated with bubble activities. This result suggests the applicability of AE technology of monitoring the condition of internal pipe surface which is subjected to several mechanisms of degradation such as; corrosion, erosion and pipe blockage due to material build up.

Interestingly, whilst viscosity levels affected AE levels, the temperature for a fixed viscosity showed an inconsistent influence with an average of approximately 90 atto-Joules ± 20 atto-Joules. It is thought that within the temperature range tested, for the specific fluid, the viscosity dependency on temperature did not change significantly enough to be noted as a difference in AE levels, hence the inconsistency in results. Had a more viscous fluid been subjected to a wide temperature variation it is anticipated that the deference on AE would be more evident, as seen on the viscosity results presented in figure 7-22. From this it is observed that an increase in viscosity caused a decrease in AE levels under identical flow condition. This is attributed to damping effect as suggested by Chapman and Plesset (1971); the liquid viscosity has primary contribution to the damping of gas bubble oscillations. This will suppress the two-phase activity and consequently reduce AE levels. A large difference in AE energy generated with water in comparison to increased viscosity fluids was noted, and it was also noted that AE energy generated from three viscosity grades showed increases as $V_{SG}$ values increased, which suggests the applicability of AE technology for monitoring changes in viscosity under two-phase flow conditions.
Also it was observed that Pico elbow’s mounted sensor (Ch3) exhibited the highest energy level compared to the Pico sensor (Ch1) and WD sensor (Ch2), as shown in figure 7-11. This was attributed mainly to the increase in turbulent intensity of the flow as it passed through the elbow, due to the increase of flow restrictions introduced by the sudden change of the flow direction, in other words, increase in bubble activities compared to straight pipes.

The absolute energy levels of AE from the steel pipe test section acquired from the Pico sensor (Ch1) were less than those of the WD sensor (Ch2), this was credited to the difference in sensors sensitivity, where WD types are more sensitive than Pico, as illustrated in the calibration sheets for both sensors, figures C-1 and C-2 in Appendix (C).

### 7.4 Acoustic Gas Void Fraction Correlation in Slug Body

The objectives of this section are firstly to develop a new correlation to predict the gas void fraction in two-phase air\water slug flow as a function of the absolute AE energy and slug velocity, and, secondly to validate such a correlation. The use of the proposed AE technology would offer significantly reduced installation time as it can be fitted directly onto a steel pipe without any requirements for modifying the existing pipe infrastructure; in addition, the cost of the AE technology is considerably less than existing systems. These advantages have offered the impetus in developing the AE technology for this application.
Adamson (1990) stated that the surface free energy per unit interfacial area is equal to the interfacial surface tension between a liquid phase and a gas phase. Assuming gas bubbles are all spherical with a diameter, \(d_{\text{bubble}}\), the total surface free energy of the discrete gas bubbles (\(E_{\text{surface}}\)) in the liquid slug body was proposed by Brauner and Ullmann (2004) as:

\[
E_{\text{surface}} = \frac{6\sigma}{d_{\text{bubble}}} A (1 - H_{\text{LSB}}) L_{\text{LSB}}
\]

where \(\sigma\) is the interfacial surface tension, \(A\) is the internal cross-sectional area of the pipe, \(L_{\text{LSB}}\) is the length of the liquid slug body, and \(H_{\text{LSB}}\) is the liquid hold-up in the slug body.

From Barnea et al. (1982) a critical bubble diameter, \(d_{\text{bubble}}\), is given as:

\[
d_{\text{bubble}} = 2 \left[ \left( \frac{0.4\sigma}{\rho_L - \rho_G} \frac{g}{g} \right) \right]^{1/2}
\]

where, \(\rho_L\) and \(\rho_G\) are the liquid and gas densities respectively, and \(g\) is the gravitational force.

The slug length \(L_{\text{LSB}}\) was calculated as a function of pipe diameter \(D\) (Taitel and Dukler, 1976) as:
\[ L_{LSB} = 32D \]

Values employed in estimating \( E_{surface} \) included:

Slug length = 1.6 m and Bubble diameter = 0.003451 m

Zhang et al. (2003) assumed that the surface free energy of the discrete gas bubbles, based on the maximum amount of gas the liquid slug can hold, is proportional to the turbulent kinetic energy in the liquid slug body. This assumption is used in this paper to relate \( AE \) to surface free energy. The gas void fraction measured using the conductivity sensor is used to calculate the surface free energy in air/water slug flow conditions as per equation 7-3 and is plotted in figure 7-33. As expected, the relationship between the surface free energy and gas void fraction is linear for the given slug length, bubble diameter and interfacial surface tension. The surface free energy is proportional to the amount of the gas bubbles being held in the slug body.
At a fixed superficial water velocity, for example $V_{SL}=0.8 \text{ ms}^{-1}$, increasing the superficial gas velocity resulted in an increase of the measured absolute AE energy, see figure 7-34. This was observed for all $V_{SL}$ levels investigated. This was not surprising and showed that an increase in bubble content, and its associated bubble dynamics, resulted in an increase of AE generated. It was interesting to note that an increase in $V_{SL}$ for a fixed $V_{SG}$ resulted in a relative decrease in surface free energy whilst a simultaneous increase in AE energy was observed; figure 7-35 describes the relationship between AE energy measured from the AE sensor and the surface free energy calculated from...
equation 7-3. This suggests that there are two mechanisms responsible for the generation of AE.

Figure 7-34: Contribution of the liquid and air velocities on the increase of the measured AE abs. energy
When the water superficial velocity increases the intensity of the turbulence diffusion increases, and as a result, the associated absolute AE energy increases as illustrated in figure 7-35. Similarly, an increase in water superficial velocity reduces the GVF for a defined superficial air velocity; this GVF is directly correlated to the free surface energy. Therefore, the author believes that there are two processes influencing the generation of AE; the free surface energy which is a measure of the bubble content in the liquid (air velocity) and the influence of turbulent diffusion (turbulent kinetic energy) due to high superficial liquid velocities. Figure 7-34 illustrates and confirms the above mentioned processes between liquid and air velocities, and the associated absolute AE energy.
Figure 7-36 presents the measured gas void fraction taken by the conductivity sensor and the associated absolute AE energy suggesting a non-linear relationship. Figure 7-35, provided the basis for establishing a relationship between the GVF as a function of the AE energy. A multiple exponential regression resulted in the following relationship:

\[
\varepsilon = a \cdot \text{AE}^b \cdot V_{\text{mix}}^c \cdot V_{SG}^d
\]

where \(\varepsilon\) is the gas void fraction in slug body, \(a = 0.768\), \(b = 0.003\), \(c = -0.690\), and \(d = 0.744\). Figure 7-37 shows the obtained gas void fraction in the liquid slug body from the developed correlation (7-6) as function of absolute AE energy and slug velocities.

![Figure 7-36: AE abs. energy and measured gas void fraction](image-url)
Figure 7-37: Gas Void Fraction predicted from the proposed AE model, equation 7-6

To determine the relative accuracy of new proposed correlation, three familiar statistical measures of reliability were computed: 1) percentage error (PE); 2) the average percent error (APE); 3) the standard deviation (SD). Equations for these measures are:

\[
PE = \frac{(\text{Estimated} - \text{Measured})}{\text{Measured}} \times 100 
\]

\[
APE = \frac{\sum_{i=1}^{n} \text{PE}}{n} 
\]

\[
SD = \sqrt{\frac{n \sum_{i=1}^{n} (\text{PE}_i)^2 - \left(\sum_{i=1}^{n} \text{PE}_i\right)^2}{n^2}} 
\]

The predictions of the proposed correlation, equation 7-6, and correlations by several researchers (Gregory et al., 1978; Hughmark, 1962; Beggs and Brill,
1972 and Nicklin et al., 1962) are presented in Table 7-3. The statistical parameters for the proposed correlation are smaller than those listed in Table 7-3, demonstrating good performance over all correlations.

**Table 7-3: Summary of statistical results for correlations**

<table>
<thead>
<tr>
<th></th>
<th>APE</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>This study</strong></td>
<td>-0.49</td>
<td>3.48</td>
</tr>
<tr>
<td>Gregory et al (1978)</td>
<td>12.95</td>
<td>10.80</td>
</tr>
<tr>
<td>Hughmark (1962)</td>
<td>13.90</td>
<td>10.89</td>
</tr>
<tr>
<td>Beggs and Brill (1972)</td>
<td>5.73</td>
<td>8.84</td>
</tr>
<tr>
<td>Nicklin et al (1962)</td>
<td>13.29</td>
<td>14.77</td>
</tr>
</tbody>
</table>

Figure 7-38 shows the comparison between the predicted correlations and measured gas void fraction based on measurements taken from the conductivity sensor. All of predicated values agree within ±15% with the measured data. Also shown in Figure 7-38 is the large spread of the predicted gas void fraction values at low superficial gas velocity, but this spread of data narrows at higher superficial gas velocities. One of the main advantages of the proposed correlation is that the AE signals improved with the higher gas fraction thus increase the accuracy of the prediction even at higher gas fractions. As a result, the proposed correlation can be successfully applied to two-phase air/liquid flow systems, which have a very high percentage of gas void fraction.
Figure 7-38: Comparison of measured and predicted gas void fraction data; proposed correlation.
Chapter 8: Conclusions and Recommendations for Future Work

8.1 Conclusion

This work presents preliminary investigations on the application of AE technology for measuring GVF in two-phase air/water under different flow regimes particularly slug flow conditions. It is evident that the main source of Acoustic Emission is directly correlated with the dynamics of bubbles; its formation, coalescence and destruction. Whilst the movement of bubbles in a fluid is known to be associated with oscillations at frequencies of a few kilohertz, it is thought such movement does not generate energy at the frequencies associated with Acoustic Emissions (AE). As defined earlier, the emissions measured in this investigation cover the frequency range of 100kHz to 1,000KHz. The formation and destruction of bubbles is known to be associated with transient pressure pulses which will excite a broad frequency range which will be detectable in the AE frequency range.

The increase of the superficial gas velocities resulted in an increase in AE due to the increase in bubble content and its associated bubble dynamics. In addition, an increase in the superficial liquid velocity, result in an increase in the intensity of the turbulence diffusion, also generated increased AE energy. It has been demonstrated that two mechanisms are responsible for the generation of AE, the free surface energy which is a measure of the bubble content in the liquid (air velocity) and the influence of turbulent diffusion (turbulent kinetic energy) due to high superficial liquid velocities.

Interestingly, it was noted that the smoother the internal surface roughness of the pipe the lower the AE energy levels for fixed superficial liquid and gas velocities. This was attributed to the increased turbulence at the interface between the fluid and the pipe wall. In addition, it was also noted that the AE sensor placed on the top of the pipe (top-dead-centre) was more sensitive to AE
sources than at any other circumferential position on the pipe. This was attributed to the fact that bubbles in the fluid would float to the top of the pipe due to buoyancy under the flow regimes investigated. As such the dynamics of collapse, coalescence and creation, will be experienced at the top of the pipe and therefore the AE sensor at this location will be inevitably be more sensitive to these AE sources.

Lastly GVF levels were correlated with AE at varying internal pipe roughness values. The correlations showed high Pearson correlation levels across all superficial liquid and gas velocities tested. The correlations were validated against other published and showed agreement within ±15 % with the measured data.

In summary the following are concluded:

1. The gradual increase in the level of the energy of the AE sensor was caused by an increase of the superficial gas and liquid velocities.
2. The smoother the internal surface roughness of the pipe resulted in reduced turbulence and consequently relatively lower AE levels.
3. AE activity was more sensitive at the top of the pipe than at the bottom and that due to buoyancy of gas bubbles.
4. GVF and AE generated from two-phase flow were correlated for different internal pipe surface roughness conditions.
5. Observations of correlations between AE and liquid viscosity suggest the possible applicability for AE for monitoring changes in fluid viscosity in-situ.

Finally, the introduction of a new passive and non-invasive GVF measuring technique utilising AE technology has been proposed for two-phase air-water flows; providing both a quantitative and qualitative values.
8.2 Recommendations for future work

It has been demonstrated that the time domain analysis of AE signal generated from two-phase gas/water flow is a promising tool in monitoring the flow condition. Although the output identifier parameter adopted in this work was the absolute energy levels of the AE signal, the other parameters such as average signal levels (ASL) and root mean square (RMS) of the AE can also be used to monitor the flow conditions. The successfully developed correlation between the gas void fraction (GVF) and AE generated from the flow need to be more generalised by considering several other parameters such as:

- Pipe diameter: Several pipe diameters have to be investigated, and the effect of the pipe diameter needs to be included in the correlation.

- Fluid viscosity: Tests to be carried out by using different viscosity fluids. It is recommended that the use of viscosity enhancers such as Sodium Carboxymethyl Cellulose (CMC) should be avoided as they not only change the viscosity but also alters the other physical properties such as surface tension and density. It is therefore recommended that oil fluids with several grades of viscosities should be used for further investigation.

- Surface tension: Investigate the influence of surface tension on the generated AE values from the flow using several grades of liquids with different surface tensions.

- Pipeline inclination: The current research study covered two-phase flow in the horizontal pipelines. Further work should be performed to include the effect of pipeline inclination using inclined and vertical pipelines, which will add significant knowledge to this research.

- Pipe wall thickness: Results obtained from wall thickness tests were inconclusive. More investigation on the effect of the pipe wall thickness by adopting different approach that includes the flow direction is recommended.
Due to the fundamental influence of the bubble content on the generated AE energy, more work has to be done in the frequency domain, in order to investigate the contribution and possibly discriminate the influence of each of the bubble activities such as formation, coalescence and destruction.
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Figure A-1: Pump curve of Certikin Aquaspeed 0.75kW (1HP)
Figure C-1: Calibration Certificate for PICO type sensor
Figure C-2: Calibration Certificate for WD type sensor
Appendix D

Figure D-1: RMS of AE levels at $V_{SL}=1.1 \text{ ms}^{-1}$ and $V_{SG} = 0.8 \text{ ms}^{-1}$

Figure D-2: RMS of AE levels of time 55-60 seconds of figure D-1
Figure D-3 ASL of AE levels at $V_{SL}=1.1\, \text{ms}^{-1}$ and $V_{SG} = 0.8\, \text{ms}^{-1}$

Figure D-4: ASL of AE levels of time 55-60 seconds of figure D-3
Figure D-5: Standard deviation of absolute energy of AE level for Varying $V_{SG}$ and at $V_{SL} = 1.1 \text{ms}^{-1}$

Figure D-6: Average values for absolute energy of AE signal for Varying $V_{SG}$ and at $V_{SL} = 1.1 \text{ms}^{-1}$
Figure D-7: Average values for absolute energy of AE signal for Varying $V_{SG}$ and at $V_{SL} = 0.5\text{ms}^{-1}$

Figure D-8: Waterfall plot for AE abs. energy level acquired from the top steel pipe sensor for the Test Campaigns of initial investigative test rig
Figure D-9: AE energy of Ch1 from three surface roughness grades at $V_{SL}=1.0 \text{ ms}^{-1}$

Figure D-10: AE energy of Ch2 from three surface roughness grades at $V_{SL}=1.0 \text{ ms}^{-1}$