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EXECUTIVE SUMMARY 

Nowadays, aeronautical, civil and mechanical structures undergo expensive 
maintenance programs during their operative life due to safety regulations, magnitude 
and frequency of their operative loads, structure aging, operative conditions different 
from those of design etc... These maintenance programs often affect considerably the 
profit margins of companies, which are increasingly interested in reliable and cost 
effective Structural Health Monitoring or Structural Damage Identification devices 
capable of identifying structural faults and automating inspection programs. 

Similar devices become today designable and affordable due to the availability of 
structural dynamic analysis systems, characterised by the extraordinary performances of 
sensors (sensibility, operative frequency bandwidth), signal analysers (number of 
channels, sampling frequencies) and actuators (forces, operative frequency bandwidths). 

However, many researchers do not exploit the opportunity of an integrated design 
(NDT method + sensors + signal processing) of monitoring devices and often forget the 
final target of damage detection, the development of a fully functional SHM device. Too 
often, researchers developed methodologies (§6.6) employing an impracticable number 
of sensors, with respect to structure operative conditions, applied on numerical models 



incapable of reproducing correctly the structure dynamic behaviour, because of stringent 
hypothesis, limited number of DoFs and etc... Therefore, in this research, a global view 
on the SHM was adopted, leading to damage detection processes dealing with all the 
phases of the SHM device design, such as data type selection, optimal sensor placement, 
signal processing, damage detection etc... Moreover, the differences between the several 
typologies of structures (civil, mechanical and aeronautical), in terms of load amplitude 
and frequencies, crack growth rate and etc..., and numerical considerations, such as 
memory and time consumption, made impossible the development of a unique damage 
detection methodology. Hence, two different techniques, dealing with stationary and 
transient structure dynamic responses, were developed: the global damage detection 
algorithms and a wave propagation based technique. 

The global damage detection algorithms were developed mainly for large scale 
structures (e. g. bridges, wings) where typical damages affect relatively low frequencies 
(§7.2), but do not constitute an immediate threat neither to the structure health nor to its 
users, because of the typical structure failure modes and the nature of operative loads 
(e. g. low frequency). 

A model updating technique was considered more suitable for this kind of structures 
and it was developed to meet the structural faults identification and automatic inspection 

requirements. This task was fulfilled by designing detection algorithms based on 
optimization algorithms. Two main directions were followed. The first consisted in an 
evolution of model updating techniques (chapter 2), aimed at the identification of 
structural changes by using stationary responses of the structure such as modal properties 
and Frequency Response Functions (FRF). The optimization algorithms were set up to 
minimize the differences between the undamaged and damaged structure stationary 
responses by changing the characteristic of a validated FE model of the undamaged 
structure. The second way (chapter 5) consisted in the use of an analytical function 
instead of a validated FE model of the structure. This produces large advantages in terms 
of run-time and reliability of the inverse problem solution. The structure stationary 
responses were acquired by use of a network of sensor deployed after a data selection 
process (chapter 3), which provided the selection of the data type, the target mode shape 
selection and, finally, the optimal sensor placement. A preliminary data processing for 

modal property extraction was considered for damage detection in operational conditions 
(chapter 4). The pre-processing was carried out by extracting free-decay signals from 

random ones using either the Random Decrement Technique (RDT) or the Cross- 
Correlation Function (CCF) based technique. 

For the second group of structures (§7.2), a wave propagation based technique was 
designed to detect localised changes affecting mainly the high frequency of the structure 
and comply with the requirements of real-time detection. The methodology developed 
exploited the propagation of body and surface waves (chapter 7) in a medium generated 
by either operational loads (e. g. a coming train) or impulsive loads. The discrepancies 
between the damaged and the undamaged wave propagation time histories were 
highlighted by a time frequency algorithm, which allowed evaluating the time of flight of 
damage reflected waves, which was used by a specially designed ray-tracing algorithm to 
estimate the damage location. 
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CHAPTER 1: INTRODUCTION 

1.1 Motivation for Structural Damage Identification and Health Monitoring 
Systems 

Aeronautic, civil and mechanic structures need expensive maintenance programs 
during their operative life due to safety regulations, magnitude and frequency of their 
operative loads, structure aging, operative conditions different from those of design and 
etc... These maintenance programs often affect considerably the profit margins of 
companies, e. g. an average major airline for maintenance programs spends 12% of its 
annual operating costs, regional airlines up to 20% [1] and the UK railtrack 
administration about 20% (of which 78% is dedicated to track maintenance and renewal) 
[2]. 

Maintenance programs change from industry to industry, the most sensitive companies 
to this issue belong to the transport sector such as airline and railtrack companies, which 
are subject to the vigilance of appropriate government boards that, in some cases, issue 
guidelines for maintenance programs. Examples of maintenance plans are given in Table 
1 (airlines), Table 2 (railtrack) and Table 3 (bridges). 

Common point to every maintenance plan is the extensive employment of very 
specialised manpower for the identification and the quantification of structural changes. 
These inspections are aimed to find specific kinds of structure faults according to past 
experience on similar structures (e. g. airplanes) or design approaches such as damage 
tolerance, fail-safe. 

This approach may lead to overlook some tiny fault or aspects of the structure 
operative life with catastrophic consequences. A blatantly example is the fracture of a 
main landing gear trunnion pin of a B737 in 1999 [3], triggered by corrosion due to 
penetration of moisture into the gap created between the bushes and lugs. The time 



remaining on the trunnion pin life was about one tenth of the life calculated from the 
manufacturer. 

At the aim to avoid accident like this, Structural Damage Identification (SDI) and 
Health Monitoring (HM) systems might be employed, providing, also, benefits for the 
operators by: 

" Identifying faults that are precursors to failure and monitoring structure components 
using embedded sensor networks allowing the operators to schedule and anticipate the 
maintenance or replacement activities. 

" Automating the inspection, measurements and the tests for on-condition components. 
Moreover, such technologies should be able to downsize the importance of the 

maintenance voice in the company annual budgets and increase the safety of structures 
during their operative life. 

When Service is Pertonned lype of Service Performed Impact on Arline 
S, ý. ire 

Prior to each flight `1°1 <found'- visual check of aircraft None 
exterior and engines for damage, and 
Ienkage 

Every 2-7 days Service check (One maintenance Overnight layover 
opportunity) - service eonsumat, les 
(engine oils, hydrmuicfluids. oxygen) 
sd tire and brake wear 

Every 25-40 days A-checks (line mairdenance check) - Overni jis layover 
detailed check of aircraft and engine 
interior, se4vice and lubrication of 
systems (e. g., ignition, generators. 
cabin, air conditioning. hydraulic& 
structures, and Lwiding gear) 

Every 45-75 days 13-checks (packaged A-checks)-torque Ovemi t layover 
tests, internal checks, and flight 
controls 

Every 12-15 months C-checks (base maintenance visit) - Out cl service 3-5 days 
detailed inspection and repair of 
engines and systems 

Every 2-5 years (ck" pending Heavy maintenance visit (or Out of service up to 30 
on usage or manckitory maintenance program visit)- corrosion days 
inspectionfnxxlification protection and contra) program and 
requirements) structural inspections/mod ifications 
Source; Based on New Materials 

ext neration Commercial Transports. NMAB-4116, 
National Resecrch Counci. Washington, DC: National Academy Press (1 . 

Table 1-A Typical Airline Maintenance and Service Plan [41. 

56 4 
Track Category 

I 
f__'--N f---A 

Visual/week 
Jointed Rail 1 1 0.5 0.5 

Cont. Welded Rail 0.5 0.5 0.25 0.25 
Ultrasonic/annum 

Jointed Rail 0.5 0.5 0.5 0.5 
Cont. Welded Rail 1 1 1 1 
Track Recording 1 1 1 1 

Car/annum 
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Table 2- Maintenance plan for different categories of railtracks 151. 

Category of Inspection Minimum Frequency Personnel Involved 
for Inspection minimum requirements) 

Superficial Inspection: 
Impact damages, build up flood Not more than one year Bridge Inspector 
debris erosion damage and ect. 

General Inspection 2 years Bridge Inspector 
Detailed Inspection 6 yEars Bridge Inspector 
Special Insections: 

Posted bridges or bridges with a 
2 years or as determined by 

known weakness or structural 
Bridge Inspection Bridge Inspector 

defect Engineer. 

Bailey bridges 1 year Bridge Inspector 

Large or complex bridges As agreed with the 
j 

As determined by Bridge 
Transit Pro ect Manager Inspection Engineer 

Earthquake. All bridges in the area Immediately following a Bridge Inspector 
seriously affected significant earthquake 

Flood. Bridges over a waterway Immediately following a Bridge Inspector 
with a history of instability flood 

Overload. Where a heavy overload 
has proceeded without the required 

Immediately following the Bridge Inspector 
supervision event 

Table 3- Bridge maintenance guidelines [6] 

Unfortunately, SDI and HM techniques are still under development or yet not enough 
reliable for their application outside laboratories, although new military jets employ 
Health Usage Monitoring Systems (HUMS), which keep records of stress, strain and 
acceleration peaks of vehicle components [7-8]. 

In this environment still under development, the work presented in this thesis must be 
interpreted as an attempt to develop a SDI/HM system by using damage detection 
techniques in concert with an optimal sensor placement investigation and suggestion for 
"in operational conditions" damage detection monitoring. 

1.2 Structural Health Monitoring 

Structural HM allows continuous remote monitoring aimed to the detection of 
structural changes using Non Destructive Evaluation (NDE) systems embedded into the 
structure, reducing so, the structure maintenance downtime and increasing the probability 
of damage detection prior to catastrophic failures. 

Embedded NDE systems consist in a network of sensors or probes deployed on the 
structure. 

The sensor network has to be designed according to the fault-tolerant control system 
theory [10] independently by the kind of NDE methodology employed. Two level of 
fault-tolerance exist. The first named fail-operational guarantees the structural monitoring 
even if some of its components fail, while the fail-safe level cannot operate anymore after 
one or more components have failed. 
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It is clear that for HM the only fault tolerance level acceptable is the fail operational, 
which present three different solutions: the redundant, the parity relation and failure 
detection filters. 

The redundant solution consists, at least, into double or triples the number of sensors 
to assure a fault-tolerance level. The only information available by doubling the number 
of sensors, in case of a component failure, is that a specific component failed without 
knowing which one. Using at least three times the number of sensors is possible to 
determine which component failed, and to keep on monitoring the structure. 

Unfortunately, this solution might become impractical for HM purposes, because the 
number of sensors could rise too much and increase the complexity of the sensor network 
and its cost. For instance the number of acoustic sensors for HM on a large aircraft 
structure has been evaluated to be between 100 and 1000 depending on whether the entire 
structure is monitored or just its critical components [11]. 

The parity relation like the Ohm's law offers a better solution, identifying the faulted 
components of the control systems by comparing electric resistance of a healthy sensor 
with that measured during the structure operative life. 

A more sophisticated fault-tolerant control system is given by failure detection filters 
that are derived from first-order based observers [12]. These techniques, with a proper 
choice of the filter feedback gain, can identify control system component failure. 
Moreover, using a more recent version consisting in second-order based observers, these 
filters can be designed to detect changes on the structure [10], (§1.4.2). 

Concluding, the best solution might be given by a combination of the redundant (the 
double of the sensors) and either the second or the third approach proposed. The parity 
relation solution is easier to apply but relies on a major number of measures, while the 
second is more sophisticated but more complex to design. This combined solution can 
guarantee a constant monitoring of the structures even if sensor failures occur. 

1.3 Dynamic based damage detection methods 

The damage detection methods can be classified in two different branches: 
vibration based methods and wave propagation methods. 

The vibration based approaches are based on the assumption that damage affects 
global structural stiffness, damping and mass properties and, therefore, structural changes 
can be located by analyzing the changes of the dynamic properties such as natural 
frequencies, mode shapes and damping. A detailed overview of vibration based damage 
detection can be found in Doebling [9]. The main drawback of vibration based methods is 
that they detect structural changes that affect mainly the global modes of the structures. 
Moreover, they are based on the assumption that linear elastic structures remain linear 
elastic after damage and their sensitivity to detect defects such as cracks is very low. 

The wave propagation based methods detect structural damage by sending stress 
waves in the structures and measuring the changes in the received signal relative to the 
signal of the pristine structure [13-21]. A number of studies are under investigation by 
mainly using Lamb waves [19-21] to detect structural changes in aircraft structures. 
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A description of global and local NDE methodologies is presented in the next 
paragraphs. 

1.4 Global NDE 

Global NDE techniques exploit data that are expression of global characteristics of 
structures such as modal properties, displacements, accelerations, Frequency Response 
Function (FRF) and etc... Two main methodologies have been identified, the vibration 
methods and the damage detection filters, which were briefly described in the following 
sections. 

1.4.1 Vibration methods 

The vibration methods are based on the concept that changes of structure physical 
properties (mass, damping and stiffness) introduced by damages alter their vibration 
responses such as modal properties and dynamic responses. Therefore, defects can be 
located by acquiring those vibration properties. Vibration methods can be classified in 
two groups, the experimental methods and the numerical experimental methods. The 
numerical experimental methods define a parametric correlation between structural 
response characteristics predicted by a structure model (analytical or FE model) and 
analogous quantities derived from experimental measurements, in order to identify a 
structural damage [22]. The experimental methods compare the undamaged and damaged 
experimental response to detect any fault without using structure models. 
" Experimental vibration methods [23-25]. 

These methods identify damages by monitoring changes in the dynamic properties 
or response of structures, normally using response spectra or FRF. Generally, they 
need an excitation source such as hammer, vibro-dynamic devices or piezoelectric 
patches. The structure response is generally acquired by accelerometers, velocimeters, 
strain gauges, or piezoelectric patches. The damage is identified comparing dynamic 
properties or responses of structures before and after damages occur, using numerical 
algorithm. Advantages of these methods are: 
  The low cost of the devices employed compared to those used in other 

methodologies. 
  The simplicity, no particular skills are required. 
  The acquisition device can be built in the structure, without giving problem of 

space or weight. 
The main drawback is the resolution of the damage localisation, which depends on 

the sensor locations and their number. 
Therefore, those techniques are quite useful to detect the damage presence and by 

an apposite built metric also its severity, but are not very useful for a precise damage 
localisation, unless the sensors are deployed very near to the damage position. 

" Numerical Experimental vibration methods 
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These methods are based on the type of measured data used, and/or the technique 
used to identify the damage from the measured data. In this way, the following 
techniques can be identified: 

" Frequency change methods: 
These methods use frequency changes due to the damage presence to identify its 

location and severity. 
The frequency methods are divided in two principal classes [26]: 

  The forward problem consists into evaluate the frequency shifts due damage 
presence from a known type of damage. The damage is modelled mathematically 
(generally using FE model), and then, the measured frequencies are compared to 
the predicted frequencies to determine the damage. 

  The inverse problem consists in calculating damage parameters, e. g., crack length 
and/or location, from the frequency shifts, using mathematical or numerical 
models. 
This approach shows the following shortcomings [9]: 
> Low sensitivity of frequency shifts to damage. 
> The extraction of modal frequencies becomes very difficult when the structure 

is complex and/or at high frequencies. 
> Frequency changes cannot generally provide spatial information (e. g. position 

and size) on the damage, unless, are referred to high modal frequencies. 
Moreover, most of the times, the number of significant changes is insufficient 
to determine damage locations. 

" Mode shape changes: 
In this category, the damage is detected by comparing displacements or slopes of 

mode shapes measured of the damage and the undamaged structure. In this way, in 
contrast with frequency change methods damage localisation is possible. 

A first problem of mode shape change techniques is related to the selection of the 
mode shapes to use in the damage identification. Some authors use the Modal 
Assurance Criterion (MAC) to select the most affected mode shapes by structural 
damages [26]. However, this approach can be used only when all typologies of 
damage that may occur on the structure are known; otherwise the damages not 
included might not be identified. 

Another approach detects the damage only by the damaged mode shapes using a 
laplacian operator [27]. 

The main trouble of these techniques is the extraction of mode shapes that 
becomes very difficult with the increase of both the frequency and the complexity of 
the structures. Another factor very important is the resolution of the damage location 
that is strongly related to the sensor number, which also affects the identifiability of 
mode shapes (aliasing). 
Mode shape curvature/strain mode shape changes: 

This typology of methods is based on the concept that mode shape curvature 
deformations are related to strains and strain energies necessary to the structure to 
assume a determined mode shape [28]. So, changes in the mode shape curvature can 
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be assumed as indices of strain changes and consequentially as damage detectors. 
Some authors have found out that the evaluation of the mode shape curvature through 
numerical differentiation of mode shape displacements leads to unacceptable errors, 
which dramatically decreases by measuring directly the strain [26]. Moreover, strain 
mode shape changes resulted to be larger than any frequency shifts and yet 
measurable at a relatively large distance from the crack. 

Hence, these methods are more precise of the previous seen but need a larger 
amount of calculations and an FE model validated to produce accurate results. As in 
the previously mentioned methods, the number and the positions of the sensors 
employed for the modal extraction have still a great influence on the damage 
identification quality. 

" Methods based on dynamically measured flexibility: 
In this class of methods, the health state of the structure is estimated by analysing 

the static behaviour of the structure through dynamic measures of the flexibility 
matrix (inverse of the static stiffness matrix). 

Usually, these techniques compare the flexibility matrices of the undamaged and 
damaged structure, which are extracted by modal properties [29]. 

Unfortunately, the number of modal properties extracted (normally few and at low 
frequencies) affects the damage resolution of these techniques, leading to the 
detection of only those damages that affects consistently the resonance properties 
extracted. An improvement of the flexibility matrix computation was obtained by 
computing the contribution of the modes outside the frequency band measured using 
FRF or modal data [30]. 

Some researchers [26] have proved that the quality of damage identification 
depends on the number of experimental Degrees of Freedom (DoFs) and the reduction 
techniques used to fit the numerical DoFs to the experimental one. Comparing the 
elimination, Guyan, and indirect reduction technique, it was established that only the 
last two techniques give acceptable results. 
Matrix update methods: 

These identification methods modify structural model matrices such as mass, 
stiffness, and damping of a FE model of the undamaged structure (previously 
validated), in order to reproduce as close as possible the damaged static or dynamic 
responses [26]. Typically, the damage identification is obtained by comparing the 
structural matrices, before and after updating. These methods can be distinguished in 
terms of [26]: 
w Objective functions to be minimized. 

Usually the objective function is a measure of the differences between FE 
model and experimental modal properties, but sometimes the Frobenius norm or 
the rank of matrix perturbations ("differences" between the FE model and 
experimental structural matrices) have been used. 
Constraints placed on the problem 

These depend on the type of algorithm, but generally they tend to preserve the 
characteristic of the updated matrices, such as, symmetry, sparsity and positivity. 

  Numerical schemes used to implement the minimisation process. 
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Principal numerical schemes are the Lagrange multiplier or the penalty-based 
optimisation algorithm. Another group of methods uses an iterative algorithm 
based on pseudo-inversion of the sensitivity matrix. 
As the flexibility based detection techniques, these methods are affected by the 

same drawbacks that go from the validation of the undamaged FEM to the 
condensation of the FE degrees of freedom. A clear advantage with respect to the 
previously explored damage detection methodology is the possibility to identify a 
larger range of defects, because all the structural matrices are considered. 

More information on matrix update techniques can be found in chapter 2. 

" Neural network-based methods [31-32]: 
In the last years, Neural Networks (NN) based methods for damage detection 

purposes have been used with increasing interest. The reasons lie in the strong 
interpolation capacity of neural networks, allowing the identification of damages, in 
terms of location, extension and type, after an intensive training of the NN 
components. The NN training needs the analysis of a number of damaged 
configurations of the structure under investigation, which generally are obtained by 
FE models. However, the neural networks, as any interpolation "algorithm", are able 
to identify damage only within the training range, outside the result accuracy decrease 
rapidly. 

1.4.2 Damage detection filters 

Damage detection filters [10] follow a different approach for the damage detection 
problem from that of the vibration methods. These work on state estimation approach (or 
realization systems) fundamentally different from the system identification approach 
(mass, damping stiffness systems) used by the vibration methods. The filters are based on 
an analytical model of the structure, in contrast with the empirical models that neural 
networks generate internally during the training process or the FE model used by model 
updating techniques. Moreover, damage detection filters essentially estimate residual 
forces due to damage on the structure, in real-time, rather than estimating physical 
parameters of the structure based on experimental modal parameters as in the case of 
some vibration methods. 

1.5 Local NDE 

The local methodology requires a detailed inspection of the structure components and, 
most of the times, necessitates a priori knowledge of the damage location. Local NDE 
methods can be classified based on the physical properties exploited for damage 
detection. In this way, acoustic, ultrasonic, electromagnetic field, radiography, eddy- 
current and thermal field methods are identified. 
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1.5.1 Acoustic Methods 

Acoustic methods, commonly known as Acoustic Emission (AE), deal with stressed 
structures where microscopic events release locally stored elastic energy as an expanding 
elastic or stress wavefront [13]. Therefore, AE monitoring consists in the analysis of 
acoustic bursts according to two main approaches, the direct and the indirect. The direct 
extracts information directly from the AE signals by measuring the arrival time of the 
burst and its magnitude or energy [33-35]. The indirect approach uses demodulation or 
convolution algorithm (as wavelets, Gabor transform and so on) to quantify and localise 
the damage [36]. 

The AE methodology is a passive class of NDE techniques because does not need 
external excitation, which means that does not interfere with other applications of the 
structures. In operative conditions, the screening between the AE and the vibration 
propagating within the structure due to operative loads is very complex to solve. 
However, it must be highlighted that the AE detection relies on the elastic energy 
released by defects, which is very small compared to the vibration energy due to 
operative loads or specific excitation loads. Therefore, in presence of a consistent noise 
level is more affected than the vibration techniques (§ 1.4.1). 

Moreover, the number of sensor required for AE methods compared to that of 
vibration techniques is significantly lower [36]. 

In the last years the technologic progress provided new AE sensors with improved 
performances and lower costs. The cutting edge of the AE sensor technology is 
represented by integrated AE sensors [37], where the AE detectors are miniaturised and 
the wires integrated into the structures. 

For a more detailed analysis of the AE methods from a wave propagation point of 
view refer to chapter 7. 

1.5.2 Ultrasonic Method 

Ultrasonic methods or Ultrasonic Testing (UT) is another common NDE technique, 
most often referred to as A, B, C scan. The A scan stands for a single point measurement, 
while B scan refers to multiple A scans measurements deployed along a line. Finally, the 
C scan is a collection of B scans forming a surface contour plot. Common applications 
are creep damage detection [13-14], hydrogen damage detection [15], corrosion detection 
in aircrafts [16], fatigue damage detection [17], and so on. The signal analysis involves 
the estimation of Time-Of-Flight Diffraction (TOFD) for the defect localization and/or 
signal spectra analysis for the study of the energy scattered by the flaw presence, or 
investigation on the attenuation effects related to signal magnitude changes. 

In the past, UT sensors needed a coupling fluid to work, usually water. Nowadays, 
brand new contact UT sensors have been developed [18], able not only to receive 
ultrasonic signals but also to emit them under form of sound beams. For non-contact 
solutions laser scanners can be used. 

The most common UT sensors are PZT patches because of their low cost, limited 
dimensions and large frequency band. These characteristics have made PZT the most 
popular UT sensors especially in aeronautic applications [19-21], where concerns related 
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to the weight and the space available are the most important. It must be said that the PZT 
excitation cannot be considered as a sound beam (compression waves) as well as for the 
common UT sensors, but generates an entire range of waves from P waves to Lamb 
waves (thin plates). This last wave type is mostly used for damage detection in thin plate- 
like structures [19-21]. Lamb waves are very attractive since they can propagate for long 
distances. This capability enables a single UT sensor to scan large sections of structures 
in few instant, in contrast with conventional UT techniques that need tens and tens of 
scans to achieve the same results. For more information about UT wave propagation 
applications refer to chapter 7. 

A major drawback of UT is the extensive technical expertise required to UT 
inspectors, in order to analyse ultrasonic signals. 

1.5.3 Electromagnetic field methods 

Electromagnetic methods exploit electric/magnetic or electromagnetic conductivity of 
metallic materials or carbon fibres. This methodology is based on electric/magnetic or 
electromagnetic field changes due to damage presence. These changes can be caused by 
stress or plastic deformation, which magnitudes are very small compared to those derived 
from geometry variations such as dents or gauges [38]. 

The most recent applications are: 

" Monitoring of mechanical force in steel cables by measuring changes in the magnetic 
permeability of the material [39]. 

" Corrosion damage detection in steel bridge strands using Time Domain Reflectometry 
(TDR) by applying a sensor wire along side the strands and then measuring the 
change of electromagnetic properties of the circuit constituted by the strand and the 
wire sensor [40]. 

" CFRP structure damage detection by monitoring either their electric potential [41] or 
their electric resistance [42]. 
The main drawback of this methodology is related to its inapplicability on structures 

made of non-conductive materials. Other shortcomings are due to electromagnetic 
interference of other metallic components near the structure being tested, geometric 
tolerances, temperature changes, humidity variations and mechanical strain or stress due 
to operative loads. 

1.5.4 Radiography methods 

Radiography methods rely on differential absorption of radiation penetrating a test 
object recorded as an image on film or digital systems. The damage on the test object is 
identified by density changes in the film compared to the surrounding material. To 
accentuate damaged regions often a contrasting liquid is used. 

The simplicity of use and interpretation of the results of these techniques are opposed 
by the need of highly qualified operators, high cost equipment, special safety precautions 
and regulations, and accessibility of the component under inspection on both sides, 
resulting in a considerable limitation of their applicability. 
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On the other hand, radiography methods can inspect any kind of material and 
structures, like Ni-base gas turbine [43], helicopter main rotor blades (corrosion) [44], 
spent nuclear fuel [45]. 

1.5.5 Eddy-Current methods 

Eddy currents are electrical currents generated in a conductive material by an induced 
alternating magnetic field. Imperfections, dimensional changes or variation in the 
conductivity and permeability properties of the material, can be detected by interruptions 
in the flow of eddy currents. Three kind of eddy-current methodologies have been used 
for corrosion detection in aircraft structures [46], Single Frequency Eddy-Current 
(SFEC), Multiple Frequency Eddy-Current (MFEC) and Pulse Eddy-Current (PEC). The 
first is able only to measure the first layer of multi-layer structures, because of the 
presence of gaps between layers filled up of sealants, adhesives, corrosion products or air, 
in any combination. SFEC devices cannot detect 10% material loss with a probability of 
detection larger than 90%. MFEC systems are able to provide more information than the 
SFEC but are affected by the same factors. The last techniques are still under 
development and, so far, have never been experimented outside of laboratories. 
Therefore, no information is available on real applications. Differently from the other two 
techniques, PEC needs contact between its probe and the structure surface. Moreover, 
like the SFEC is slow because requires raster scanning (a scanning pattern of parallel 
lines that form the display of an image projected on a cathode-ray tube of a television set 
or display screen). 

In case of detection crack beneath rivet head [47], although eddy-current automatic 
equipments are able to detect crack of length up to 1 mm, when it comes to real structures, 
the minimum crack length detectable, with false call rate less than 1%, are approximately 
6mm for FastScan, 19mm for Eddyscan, 22mm for LFECA, and 17mm for GK (all 
commercial eddy-current scan devices). Moreover, the presence of paint affects 
negatively the probability of detection. Furthermore, these techniques need to centre the 
head of the rivets for an accurate detection, which means long scan time and very expert 
inspectors. Other drawbacks are the large amount of power needed and very complicate 
results to interpret [11]. 

1.5.6 Thermal field methods 

Infrared (IR) thermography is based on the id 
medium create distortion in the heat flow lines 
constant heat flow source [49] or photographic 
normally collect the thermal images. 

ea that defects on a heat-conducting 
generated by operative loads [48], 

flash devices [50]. Infrared cameras 

Disadvantages of these techniques are: 
9 Initial cost of IR device. 

" Calibration requirements: determination of an effective bias and gain for each of the 
individual detectors. Errors yield systematic noise to the pixel-to-pixel time variance 
between successive images. 
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" The lab environment, the temperature, the luminosity and so on must be controlled. 

1.6 Thesis objectives and solutions pursued 

Damage detection techniques can be classified according to a four level damage 
identification scheme [26]: 

" Level 1: determination of the damage presence. 
" Level 2: Level 1 and localization of the damage. 

" Level 3: Level 2 and quantification of the damage severity. 
" Level 4: Level 3 and prediction of the remaining service life of the structures. 

By this classification, the primary objectives of the thesis was to develop level 3 
damage detection algorithms, able to predict structural conditions by analysing dynamic 
data changes. The acquisition of the dynamic data was carried out through a network of 
sensors embedded on the structure. In particular, the study was focused on developing 
damage detection techniques capable of identifying global or local changes. 

Preliminary analysis of civil, mechanical and aeronautical structures pointed out that 
was impractical for the time allocated to develop damage detection algorithms capable of 
identifying global and local changes. In particular, the complexity of the structure and the 
characteristics of the operative loads are so different that a common point to design an 
efficient and reliable HM system was not either practicable or exploitable. 

Based on the above considerations, the damage detection algorithms were developed 
for two sets of structures, which were identified based on their structural complexity, 
operative load features, and critical damage sizes. 

The global damage detection algorithms were developed mainly for large scale 
structures (e. g. bridges, wings) where typical damages affect relatively low frequencies 
(§7.2), but do not constitute an immediate threat neither to the structure health nor to its 
users, because of the typical structure failure modes and the nature of operative loads 
(e. g. low frequency). 

The local damage detection algorithms were developed for structures where localised 
damage occurs, causing appreciable changes in structural dynamic responses only at high 
frequencies and the nature of the damage and operative loads requires quasi or real-time 
damage detections to prevent catastrophes. 

It is clear that the first group of structures requires a HM system capable of detecting 
structural changes in a relatively low frequency range and does not need real time 
detection, since its operative loads are low frequency loads and, therefore, there is not 
any danger of an immediate collapse of the structure. A model updating technique was 
considered more suitable for this kind of structures and it was developed to meet the level 
3 damage detection requirements. This task was fulfilled by designing detection 
algorithms based on optimization algorithms. Two main directions were followed. The 
first consisted in an evolution of model updating techniques (chapter 2), aimed at the 
identification of structural changes by using stationary responses of the structure such as 
modal properties and Frequency Response Functions (FRF). The optimization algorithms 
were set up to minimize the differences between the undamaged and damaged structure 
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stationary responses by changing the characteristic of a validated FE model of the 
undamaged structure. The second way (chapter 5) consisted in the use of an analytical 
function instead of a validated FE model of the structure. This produces large advantages 
in terms of run-time and reliability of the inverse problem solution. The structure 
stationary responses were acquired by use of a network of sensor deployed after a data 
selection process (chapter 3), which provided the selection of the data type, the target 
mode shape selection and, finally, the optimal sensor placement. A preliminary data 
processing for modal property extraction was considered for damage detection in 
operational conditions (chapter 4). The preprocessing was carried out by extracting free- 
decay signals from random ones using either the Random Decrement Technique (RDT) 
or the Cross-Correlation Function (CCF) based technique. 
For the second group of structures (§7.2), a wave propagation based technique was 
designed to comply with the requirements of real-time detection and sensitivity to high 
frequency changes of the structure dynamic response due to damage presence. The 
methodology developed exploited the propagation in a medium of body and surface 
waves (chapter 7) generated by either operational loads (e. g. a coming train) or impulsive 
loads. The discrepancies between the damaged and the undamaged wave propagation 
time histories were highlighted by a time frequency algorithm, which allowed evaluating 
the time of flight of damage reflected waves, which was used by a specially designed ray- 
tracing algorithm to estimate the damage location. 

1.7 Thesis summary 

In the first chapter a brief introduction on the reasons of the need of SDUHM 
techniques and an overview of existing techniques was presented. Moreover, the 
objectives of the thesis and the directions followed in this research were explained. 

The second chapter deals with global damage detection algorithms based on model 
updating techniques, and an analysis of their advantages and disadvantages is given. 
These observations resulted into the design of the Global-Local Damage Detection 
Optimisation (GLDDO) approach based on a FE model of the structure under 
investigation, which physical properties (e. g. thicknesses and Young modules) are 
modified in order to reproduce the experimental response of damaged structures. 

In the third chapter, techniques aimed at selecting the optimal data necessary for 
damage detection are presented. The data selection process was developed aimed at 
maximizing the information content and the noise withstanding of the acquired signals. 

In chapter four, a series of methodologies aimed at the reduction of noise content in 
the data experimentally acquired were presented. 

The fifth chapter presents a direct damage detection approach built according to the 
global-local procedure of the GLDDO based on an analytical model of the structure 
(plate-like), instead of a FE model. 

Chapter 6 presents numerical damage detection results due to the application of the 
GLDDO. 

A Wave Propagation Based Damage Detection (WPBDD) approach was presented in 
chapter 7. 
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In chapter 8, the WPBDD approach was validated on a rail structure using numerical 
data. 

Chapter 9 highlights the drawbacks and benefits, derived from the two techniques 
presented, and proposes future work needed to improve them. 

In appendix A, the OSP techniques introduced in chapter 3 were compared in order to 
highlight the best for the GLDDO approach. 

Appendix B shows as a sensor network, designed according to the guidelines showed 
in chapter 3 and the findings of appendix A, was able to extract modal properties of a 
suspension bridge using ambient excitation consistently with the extraction 
methodologies introduced in chapter 4. 

Appendix C investigates the effects on the GLDDO approach of target mode shape 
selection, optimal sensor placement, minimization algorithms, and residue function 
selection. 

Finally in appendix D, the accuracy and the reliability of the damage detection 
technique using an analytical representation of a plate (chapter 5) were investigated. 
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CHAPTER 2: GLOBAL-LOCAL DAMAGE 
DETECTION OPTIMISATION APPROACH 

2.1 Abstract 

Structural Health Monitoring (SHM) is becoming a thriving research subject due to 
economic and social factors (§ 1.1). Its principal aim is giving an early warning of damage 
occurrence so as maintenance countermeasures can be taken, resulting into safer 
structures and operative cost savings. Clear objectives for a potential development in 
SHM were the reduction of the complexity of the NDE output (in order to cut the degree 
of expertise of damage inspectors), enhancement of the damage detection accuracy, and 
physically meaningful information on the identified damages (e. g. thickness and elastic 
modulus changes). 

In this chapter, Non-Destructive Evaluation (NDE) techniques based on model 
updating are discussed and analysed to verify their capability to identify changes 
occurring on civil/mechanical/aeronautical structures during their operative lives. 

A brief introduction on the state of art of MU techniques is presented together with an 
attempt to classify them for a more comprehensive understanding. Then, the MU 
technique developed by the author is presented and compared with the existing methods 
in the literature. 
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2.2 Model Updating history 

Initially, model updating techniques were developed to enhance the reliability and 
accuracy of mathematical models (e. g. FE models) in order to speed up and reduce 
process costs for development and construction of structures. These reliability and 
accuracy was obtained by validating the structure FE model and, in case of discrepancies 
with the structures prototypes, updating it in order to reduce the differences under an 
accuracy level chosen according to the aim of the analysis. This methodology is based on 
the assumption that the error of the FE model is larger than the experimental error, which 
affects the acquired characteristics used to validate the FE model. 

Only recently, MU techniques were considered useful tools for damage detection 
purposes [26], showing their great potentiality and large margin of improvement. 

Therefore, this research work was poised to exploit this new methodology, in damage 
detection, by investigating a wide range of MU solutions to have a clear insight of the 
options available and a map of their advantages and drawbacks. 

Then, MU advantages and drawbacks were carefully studied to support the 
development of an enhanced damage detection technique based on MU methodology: the 
Global-Local Damage Detection Optimisation (GLDDO) approach. 

2.3 Model Update Techniques 

The recent interest for MU techniques have been employed for NDE purposes [26], is 
due mainly to the improvements in the computer technology that guarantee shorter 
computational times and ability to handle larger FE model. 

Model updating techniques consist in the solution of an inverse problem [51 ], which is 
schematically represented as follows: 

X=H*F (2.1) 

where H is a model or an operator with an input F and an output X. 
The model updating aim is to determine the model H knowing the input F and the 

output X, performing what is defined as an inverse problem of second kind (see Table 4). 

Problem type I Known Unknowns 

Direct F, HX 
Inverse first kind: Force identification X. HF 
Inverse second kind: model updating F, XH 

Table 4- Summary of direct and inverse problems [511. 

The MU solution exists and is unique if and only if the inverse of H exists and is 
continuous on X. These stringent requirements are one of the main causes for lack of 
consistency and success reported in many studies [52]. Another problem rises from the 
presence of polluted output X that cannot guarantee the determination of an updated 
model despite of the satisfaction of the conditions for its existence and uniqueness. 
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Before analysing the several MU techniques in terms of their main features, it is useful 
to illustrate what is called updating process, namely, the ensemble of all the steps 
necessary to carry out successfully an FE model updating. 

2.3.1 Updating process 

The updating process can be divided in 6 steps [52]: 
1. Definition of the accuracy level. It is the threshold value under which the 

discrepancies between a FE model of the structure and its real dynamic properties can 
be considered negligible. 

2. Model validation. This task determines whether or not the FE model needs updating. 
A first check can be accomplished by verifying that all the important features of the 
structure have been introduced in its FE model. The model validation is usually 
obtained using correlation functions of mode shapes (the Modal Assurance Criterion 
(MAC), the Coordinate Assurance criterion (COMAC)), or the FRF like the 
Frequency Response Assurance Criterion (FRAG). 

3. Error localisation. This step is the most critical for a successful model updating. It 
consists in the determination of the areas, which contain errors, and then the selection 
of the kind and the number of model parameters (order of the problem) that need 
updating. The types of updating parameters used in literature were presented in next 
section. Previous attempts to automate this step brought to the conclusion that there is 
not any substitute to engineering skills for a correct error localisation [53]. 

4. Data selection. It involves the identification of the type of experimental data to use 
(e. g. modal shapes, FRF and etc. ) and the selection of the sensor locations (Optimal 
Sensor Placements - OSP), at the aim to maximise the amount of information on the 
structural changes available from the real structure using a limited number of sensors. 

5. Model updating. It consists in the minimisation of a measure of the discrepancies 
between the FE and the experimental model (real structure) by updating the 
parameters selected. 

6. Post Processing. This task consists in the analysis of the changes carried out by the 
updating process. 

23.2 Updating parameters 

In the selection of the updating parameters there are not limitations [54], any data that 
may introduce changes in the structure response can be used. However, four types of 
parameters are identified: 

1. Whole Matrix (WM) updating parameters. Any 
matrices can be an updating parameter, as shown: 

[Ku ]= [Kn ]+ [AK] 

[Mu l= [MFFI+ [, &M) 

coefficient of the FE structural 

(2.2) 

(2.3) 
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where the lower indices U and FE identify, respectively, the updated and the FE model 
structural matrices, while A identifies their variations owing to the updating procedure. 

Disadvantages of WM parameters are the impossibility of controlling the specific 
elements to update, the loss of the original connectivity of the structural matrices, 
which end to be dense and very difficult to handle, especially, for large FE model. A 
partial solution of this problem is obtained by imposing the respect of the structural 
matrix properties, e. g. the positive definiteness, the sparsity and so on [26,52]. 

2. Spatial-type updating parameters. These parameters are coefficients that multiplied 
for their respective macro-element matrix identify the changes in the structural 
matrices as showed below: 

[AM. ]=LP, [M: } (2.4) 
r-I 

[AK. tp, [K: (2.5) 

where [M, *] and [K, *] are respectively the mass and stiffness matrix of the rth macro- 
element that needs to be updated. In this way, the original connectivity is preserved as 
well as the matrix properties such as the sparsity, the positive definiteness and etc... A 
drawback of this parameter type is the limited physically meaningful explanation for 
their changes. 

3. Design-type updating parameters. Any design input of the initial FE model falls under 
this definition such as finite element characteristics and material properties: 
Advantages of such parameter choice are the physically meaningful changes of the 
updating parameters, while a disadvantage is the impossibility of varying the model 
configuration' by changing them. 

4. Generic elements [55], these elements generally are spring like elements that connect 
two degree of freedom of the structure FE model. Their mass [M' ] and stiffness 

[K' ] 

matrix must satisfy the following requirements: 
[M' ] must be positive definite. 

[K`] must be positive semi-definite and have rigid body mode. 
[M`} and 

[K`] must respect the reciprocity between the two degrees of freedom, 
which means that changes for any couple of degrees of freedom linked by a 
generic element must be the same. 

An example of generic element (rod) is given below [55]: 

1 Varying the model configuration means altering the links between the dofs in which the structure was 
discretized (e. g. link two dofs that in the previous configuration were not joined by any element). 
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M` = mo 21 K' = ko 
il 

11 
(2.6) 

0- 
2 

where: 

mo = pAL ko = 
LA (2.7) 

By selecting this kind of parameters is possible to change the FE model 
configuration. In contrast, their changes cannot be easily physically interpreted. 

2.4 Model updating classification 

Model updating techniques are commonly divided in direct and iterative methods [26, 
56-57]. The iterative can be further divided in sensitivity based and FRF based methods. 

2.4.1 Direct Methods 

The direct methods generally update directly the coefficients of the stiffness and mass 
matrices (whole matrix updating parameters), using an incomplete set of eigenvalues and 
eigenvectors derived from measurements. These choices determine a series of advantages 
like [58]: 

" Certain convergence, since the techniques do not require iteration. 

" Shorter computational time than the iterative methods. 
" Exact reproduction of the experimental data. 

On the other hand direct methods are subjected to several shortcomings: 
" Very accurate experimental measurements and modal extraction are required. 
" Expansion of the mode shapes to the size of the FE model. 
" Loss of the original connectivity of the FE model derived from the WM updating 

parameters choice. 
" Need of further constraints to comply with the original properties of the structural 

matrices. 
These methodologies can be classified in Lagrange Multiplier (LM) [59-60], Matrix 

Mixing (MM) [58], Error Matrix (EM) [58] and Eigenstructure Assignment (EA) 
methods [26,58]. 

Lagrange Multiplier methods minimise an objective function subjected to constraints 
active on the updating parameters. A first version of the LM methods goes back to late 
seventies [61], where the objective function was a mass matrix weighted function of the 
differences between the FEM and the experimental mode shapes (see equation 2.8-a). 

J= 
j[MFF 

r=Q(Djj_[(DXýj (2.8-a) 
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where II II is the Euclidian norm, while [(Du] is the matrix of the updated mode shapes 
and [v ] is the matrix of the experimental mode shapes. 

Moreover, the mass matrix had to satisfy the following orthogonality condition: 
[(Du Y [Mm I(Du ]_ [1] (2.8-b) 

with [I] is the identical matrix. 
A more recent technique [62] updates simultaneously the mass and the stiffness 

matrices using a penalty function so structured: 

'- 
II[M ]Z ([Ku ]- [KF D[MFE ]2 (I + 

II[MFE] 
= QMu ]- [MFE1X M, w] = 

II 
(2.9) 

As well as the orthogonality condition (2.8-b) the symmetry of the updated matrices is 
imposed for this late version. 

Matrix mixing methods are based on the assumption that all the vibration modes are 
measured and mass normalized. In this case the mass and stiffness matrix can be 
mathematically derived from the subsequent expressions [58]: 

[MU]-' 
= [fix11x]T (2.10) 

[Kv]-1 =[(Dx1W2J'[fixY (2.11) 

Unfortunately, this approach is limited by two main problems [58]. First, the number 
of FEM Degrees of Freedom (DoFs) is far larger than the number of the modes measured. 
At the same time, the structure dynamic response usually can be measured only on a 
limited number of points of those of interest (FEM DoFs). This last drawback can be 
solved, at least partially, by expanding the experimental measures using the full FEM 
structural matrices. For the first negative aspect, many alternatives were used such as 
adding a number of independent vectors or adding a number of FEM mode shapes in 
order to square the mode shape matrix [«x]. 

Error Matrix methods [58] use the error matrices (2.12) to evaluate the mass and 
stiffness matrices using only the modes measured. 

[Am] _ [Mx ]- [M ] 
(2.12) [AK] _ [Kx ]- [K, ] 

Assuming that the error matrix norms are small and, then, exploiting the expansion 
matrix series properties which, for the stiffness matrix, lead to the following expression 
[52]: 

[Kx ]1=V. 1]+ [Km ]' [AKt I [K ] (2.13) 

Then, substituting equation (2.10), (2.11) and (2.13) into equation (2.12) the EM 
method is obtained [52]: 

I' 
-[(DXI, 21 [(DxJ )Kn] (2.14) 

[AM] n-! [MFE J(D 
FE I(D FE ]r -[(D nI(D xflMF] (2.15) 
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Eigenstructure assignment methods exploit control theory at the aim to reproduce 
exactly the mode shapes measured. The methodology consists in to evaluate a feedback 
control matrix using expanded mode shapes [26,58]. 

2.4.2 Iterative Methods 

Normally, iterative methods minimise a non-linear objective function of selected 
updating parameters [63]. These techniques are quite popular for the freedom in the 
selection of the updating parameters (e. g. whole matrix, spatial-type, design-type and 
generic element updating parameters) and for the applicability of the methodologies even 
with incomplete data [59]. These techniques can be classified in terms of the 
experimental data used [64], static, modal and response function methods. However, the 
most common classification [58] divides the iterative methods in sensitivity based and 
FRF based methods. 

2.4.2.1 Sensitivity based techniques 

Sensitivity based techniques minimise a residue function of the discrepancies between 
the FE model {9, 

FE}and the experimental {9X }modal properties. The residue function 
can be assumed as square differences (2.16) or weighted least squares (2.17) [67]. 

J= {e}T {s} (2.16) 

J= {e}T [w}{--} (2.17) 

where: 
" {E}={9X}-{9FE (p)} 

" [W] is a weight matrices. 

(2.18) 

"p is the vector of the updating parameters selected. 
Since, the FE model {9, (p)} is a non-linear function of the updating parameter 

changes, the minimisation problem is non-linear. Therefore, in the attempt to linearise the 
problem a Taylor series expansion truncated after the first term is used, obtaining: 

{9FE(p)}={90}+[soRAP) (2.19) 

with: 

- 
{90 } mode property vector of the initial FE model. 

[So ]= aE 
sensitivity matrix evaluated with respect to the initial FE model 

parameters set {p}° 

- 
{tip} = {p}- {p}° parameter changes. 

Substituting the (2.19) into the (2.18) is obtained: 
14 = {9X }- {90 }- [So ]{Op} (2.20) 
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Generally, this equation is solved by a least square algorithm [67] or by a Singular 
Value Decomposition SVD approach [68]. 

After solved equation (2.20), if the residue norm is larger than the accuracy level 
chosen, a new parameter configuration is evaluated using {gyp} and then, a new 
sensitivity matrix is evaluated from the new FE model configuration, then equation (2.20) 
is solved again. This procedure is iterated until when the accuracy level requested is 
satisfied. 

These techniques need to pair the numeric mode shapes with the experimental ones. A 
useful tool, for this task, is the Modal Assurance Criterion (MAC) [65-66]. 
Unfortunately, the MAC does not give an absolute guarantee that the FE and the 
experimental mode shapes are actually paired. A further problem is the different scaling 
of the experimental mode shapes from those of the FE model. This problem can be solved 
using the Modal Scale Factor (MSF) [58]. 

MSFj . 
{OFe}T {(ofiE oX}T 

(2.21) 

The sensitivity matrix is evaluated either using a forward finite difference derivation 
scheme [69] or using particular techniques such as the simultaneous iteration scheme 
[70], the Fox and Kapoor algorithm [67] and etc.. 

The maximum number of parameters identifiable by a sensitivity based method with a 
least square approach was determined theoretically [71]. The findings proved that the 
maximum number P of parameters identifiable by a sensitivity-based method acquiring N 
modes on a grid of M sensors and using NFE numerical mode shapes to evaluate the 
sensitivity matrix is: 

PS min{M " N, 
2 

[2Niz - (N + l)] } (2.22) 

Static shape deformations also have been used as data foJJJr sensitivity-based methods 
(least square approach) [72]. The only difference with the previous illustrated case is the 
evaluation of the sensitivity matrix, which involves only the stiffness matrix. 

2.4.2.2 FRF based methods 

The development of the FRF based methods is due to the need for the researchers to 
avoid some of the drawbacks of the modal based techniques. In fact, the FRF based 
methods offer the following advantages [52]: 

"A larger amount of data available than modal data. 

" Automatic inclusion of damping in the measured data. 

" No pairing between numerical and experimental data is required. 
" Availability of data also at high frequencies, where the mode property extraction is 

difficult. 
These techniques are classified in terms of the objective function used [58], as the 

equation error penalty function and the output error objective function methods. 
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Equation error penalty function is derived from the motion dynamic equation in the 
frequency space (2.23). 

uw2[Ma]+ioo[C ]+[K, Vx (w)}= {f ()} (2.23) 

where: 
" [Cn ] is the damping matrix of the FE model. 

" {X (w)} is the Fourier transform of the FEM displacement vector. 

" If, (w)} is the Fourier transform of the excitation vector. 

"w is the circular frequency. 
This equation can be rewritten in terms of dynamic stiffness [Zn] matrix obtaining: 

[ZFE {w}}{X (w)} ={f (co)) (2.24) 

Finally, the equation of error penalty function is evaluated as the difference between 
the numerical and the experimental force {fix} [58]: 

{sF }= {fix (w)} - [z (o. )]{X, (co)} (2.25) 

From equation (2.25), a linear system in the unknowns (p's coefficients) can be 
derived by assuming that all degrees of freedom (DoFs) are measured and that the 
dynamic matrix can be written as linear combination of the updating parameters. The 
system can be solved by either a least square algorithm or by a SVD approach. 

The major advantage of this methodology is the linear dependence of the error by the 
updating parameters so that a rapid convergence can be achieved. The major drawback is 
the need to have measures of all the FEM degrees of freedom, although this problem can 
be solved by expanding the experimental measures over the FE model degrees of 
freedom. 

The output error objective function {dH} [52] is evaluated as difference between the 
numerical and the experimental FRF. The updating procedure is derived from the 
definition of receptance (2.26) [73], as the system displacements normalised by the 
excitation force. 

[Hm (w), - 
(X 

FE 
(w)} 

(2.26) {f-FE (W» 

Hence, from eq. (2.24) is obtained: 
[ZjwIH, ]= [1] (2.27) 

expressing the experimental dynamic stiffness matrix as into eq. (2.28): 
[z1I=[Z, ]+[ z] (2.28) 

and considering that eq. (2.27) is satisfied also by the experimental data, it follows that: 
[izIHx ]= [z ]QHn ]- [Hx D (2.29) 

Then, pre-multiplying eq. (2.29) for the FE model receptance and applying eq. (2.27) 
is obtained: 

[H, 
w IzIHx] =[H ]-[Hx] (2.30) 
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Finally, taking just one column of the experimental receptance matrix (j ) eq. (2.30) is 
reduced to [63]: 

[Hm JAz]{HX }J= {HFE}j 
- 

{Hx }j = (AH) (2.31) 

Eq. (2.31) is the error output equation and represents the core of what is better known 
as the Response Function (RF) method. 

The solution of this problem is obtained by linearising [AZ] with respect to the 
updating parameters as illustrated in eq. (2.32). 

aZ 
OPA (2.32) [AZ] P_E 

i-I aP; 

For a correct FE model updating, the accuracy of the experimental data was recently 
evaluated [51] confirming the idea that the measurement errors [c] must be much smaller 
than the modelling error [OZ] as the following inequality proves: 

HIIIS-11 << Z 

IIIAZII 
(2.33) II 

Due to the non-linearity of the output-error function this methodology is prone to have 
convergence problems and may require a considerable CPU effort [58]. 

2.5 Conclusions on the model updating techniques in literature 

By the short review above presented is clear that direct methods are the fastest but 
requires a skilful hand in handling the updating variables. On the other hand, the iterative 
methods have a larger range of parameters to be selected, but the procedure does not 
guarantee the convergence and in some case the run time may become an issue. Both 
approaches, however, need pairing modal shapes. To avoid this problem some iterative 
methods use FRF with a more significant CPU effort, convergence troubles and a run- 
time increase. Another important aspect of both approaches presented is the linearisation 
of the inverse problem. A further aspect of the methodologies considered is the fact that 
they reproduce the experimental data without taking into account the noise pollution of 
these data, determining the need to have "clean" data 

In light of this analysis, a further development of the model updating techniques is 
required for damage detection purposes in order to increase their sensibility to the 
updating parameters in presence of noise, to reduce the CPU effort and the run-time 
necessary and to enhance the efficiency and reliability of the updating procedure. 

At this aim, an iterative model updating technique was developed using design-type 
parameters (or Design Variables, DVs) to have physically meaningful information on the 
nature of the damage such as thickness loss or Young modulus changes. This gives 
immediately interpretable results in terms of structural changes, when the updating 
procedure is used for damage detection purposes. Moreover, in the attempt to reduce the 
noise, different types of residue functions based on correlation functions, such as the 
MAC, Coordinate Modal Assurance criterion (COMAC) and etc., were analysed. In this 
way, the need of pairing numerical and experimental mode shapes was avoided. 
Furthermore, together with the linear approach used in literature to update the FE model, 
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non-linear optimisation algorithms were analysed, with the intention to increase the 
reliability and the efficiency of the damage detection, although liable to be more 
expensive in terms of run-time. 

A last study was carried out to decrease the run-time of the model updating. This study 
compared the damage detection performances of the developed technique using a global 
approach with those using a global-local approach. 

2.6 The Global-local optimisation approach 

The Global-Local Optimisation (GLO) approach is an evolution of the iterative 
methods. Its main goal is to reduce the number of the updating parameters and, therefore, 
to reduce the run-time of the updating process. At this aim the GLO approach was 
structured as a two-step global-local optimisation. 

Moreover, at the aim to reduce drawbacks as the need of pairing and scaling of mode 
shapes, the need of evaluation and derivation of the dynamic stiffness matrix and etc., 
several residue functions, using modal or FRF data, and minimisation procedures, using 
gradient or zero order approaches, were analysed. 

The proposed two step methodology was structured as follows (for simplicity, the FE 
thicknesses have been assumed as DVs of the updating problem): 
" In the first step (error localisation), the structure is divided in macro-areas, and their 

thicknesses are assumed as initial design variables. The selected objective function is 
then minimized. This process identifies the macro-area/areas, where the discrepancies 
between the FE model and the real structure are contained, by comparing the 
optimised updating parameter values with those of the initial FE model. 

" In the second step, the thickness of the elements of the macro-area/areas, identified by 
the largest thickness changes, are chosen as new design variables. The optimisation 
process is performed again to find a correct set of updating parameters, for the FE 
model, able to reduce the initial discrepancies under the accuracy level chosen. 
This approach reduces the number of updating parameters and run-time, resulting in a 

robust optimisation method, and normally generates a smooth distribution of the model 
properties, able to represent the zones in the structures investigated, where the "FEM- 
structure" discrepancies are concentrated. 

2.7 Residue functions 

In order to find a representative function of the difference between the numerical and 
experimental data of the structure, various residue functions (residual vectors) were 
considered. The characteristics sought were a reduced dependence to noise, information 
on the orthogonality properties of mode shapes and no need of MSF (2.21) to compare 
the experimental and the numerical data. All these properties have been found in the 
correlation functions such as MAC, COMAC, using modal properties, and Frequency 
Response Assurance Criterion (FRAG) using FRF data. 
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2.7.1 Mode shape based residue functions 

An analysis of the mode shape correlation functions MAC and COMAC is necessary 
for the full understanding of the mode shape based residue functions developed. 

Given a numerical and an experimental set of N mode shapes evaluated over a grid of 
M sensors, the MAC is a matrix of N by N coefficients estimated as follows [73]: 

Tjl. z 

MAC1 - {o- 
IT 

10,1, {0' }T fox, }. (2.34) 

where {} and {X }are respectively it' numerical mode shape and j`h experimental mode 
shape. A MAC value close to 1 suggests that the two modes are well correlated, while a 
value close to 0 means uncorrelated mode pairs. 

The Coordinate Modal Assurance Criterion (COMAC) correlates experimental and 
numerical mode shapes at selected degrees of freedom. Thus, local information on mode 
shapes is obtained without averaging them on all point of structure as for the MAC. 

The amount of correlation at each coordinate over the mode pairs selected is estimated 
as follows: 
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To have a good coordinate correlation the COMAC value has to be near to 1. 
Both correlation functions are expression of the orthogonality properties of the 

selected mode shapes. Moreover, the use of these correlation functions avoids the need to 
pair the FE model and experimental mode shapes. The mode shapes can be processed in 
the same order that are extracted by the numerical and experimental analysis, allowing 
the developed residue functions to measure the numerical/experimental mode shape swap 
as a discrepancy between the FE model and the real structure. Since, the COMAC and 
MAC function measure the similarity (correlation) between numerical and experimental 
mode shapes, the need of the MSF (2.21), is not necessary. 

Moreover, these correlation functions downsize the effect of the noise on the data as 
shown in appendix C (§C. 3). 

From the point of view of damage detection, the COMAC function seemed to provide 
a better solution because its coefficients are evaluated on the sensor locations in contrast 
with the MAC function, which estimates the correlation between each mode shapes 
averaging the local discrepancies. As mentioned before, the residue function have to 
measure the discrepancy between the FE model and the experimental mode shape set, 
therefore the it` component of the COMAC residue function (COMACReF, eq. 2.36) is 
evaluated as the difference between the it' component of the COMAC function calculated 
as if the two mode shape sets are well-correlated (=1), and the ith component of the 
COMAC function calculated using the FE model and the experimental modal properties. 

COMAC_ReF =1-COMAC, (2.36) 
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In order to impose the shapes correlation between the experimental and numerical 
modes, the coefficients of the principal diagonal of the MAC matrix were added to the 
COMAC coefficients to build a second residue function termed COMAC MAC ReF: 

COMAC MAC Re F= 

1-COMAC, 

1-COMAC,,, 
1-MAC� 

1-MACS� 

(2.37) 

The last residue function evaluated using mode shape data was an evolution of the 
previous presented, and based on the observation that the experimental mode frequencies 
are less noise polluted than mode shapes [54], therefore they were inserted into the 
COMAC_MAC residue function generating the COMAC MAC FREQ residue vector: 

1-COMAC, 

COMAC_MAC_FREQ_ReF = 
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(2.38) 

The frequency differences were normalised with respect to the experimental mode 
frequencies in order to have all the coefficients of the same order. 

2.7.2 FRF based residue function 

The residue functions, presented in the previous section, were designed to be sensitive 
to the structural changes that affect the mode shapes selected (target mode shapes). 
Therefore, in order to enhance the efficiency and the reliability of the model updating 
process, a preliminary analysis has to be performed at the aim to select the most sensitive 
mode shapes to the typology of damage under investigation (chapter 3). A way to avoid 
such investigation is to use data in the frequency space like the FRF obtaining, at once, 
three improvements with respect to the mode shape data. First, no further data elaboration 
is required because these data are directly acquired from the structures. Second, the 
updating process can be performed on a broad range of frequencies and not bounded to 
the modal frequencies. Last, the incidence of noise on FRF data is far less than that on the 
mode shape data (see Chapter 4). 

1- COMAC,, 
1-MAC� 

27 



Therefore a new kind of objective function was developed, the Frequency Response 
Assurance Criterion (FRAC) based residue functions. 

The FRAC [74] is a correlation function similar to the COMAC. It measures the 
correlation between the experimental and the numerical FRFs, described by the 
expression below: 

I {AFRFJJ{XFRFJkJ 

FRAC(j, k) _- (2.3) 
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where AFRFjk is the analytical FRF calculated at the j`h DoF, exciting at k`h DoF and 
xFRFJk is the corresponding experimental FRF. The FRAC produces values between 0 
and 1 for each degree of freedom. Where 1 means perfect correlation and 0 stands for two 
complete uncorrelated signals. It is clear that, for a grid of M sensors placed on the 
structure and using any one a time as exciter, the FRAC correlation function ends up to 
be a square matrix of order M. 

Similarly to the COMAC residue function, the FRAC based functions can be built in 
order to highlight the inconsistency introduced in the FRF due to damage presence. The 
first residue function used was the FRAC matrix residue function (FRACm ReF): 

FRACm-Re F(, 
_I)M+! =1-FRACK Ali, jE {1,2,. 

"., M} (2.40) 

A major drawback of the FRACm_ReF is the need to perform as many harmonic 
analysis as the number of sensors employed (M), which causes a rising of the run time up 
to 1.5*N times the COMAC one. To avoid this, two more residue functions, 
FRACr_ReF, FRACc ReF were derived by the FRACm ReF and described by the 
following expressions: 

FRACr_ReF =1-FRACf (2.41) 

FRACc =1- FRAC f (2.42) 

where i is the index of the selected row and j the column index of the FRAC matrix. 
The selection of the FRAC matrix row or of the FRAC coefficient was carried out by 

evaluating the FRAC matrix, and then, selecting the FRAC matrix row or the coefficient 
having the smallest norm. The norm was calculated using the following expression: 

min FRAC; j (FRACr 
-ReF) 

(2.43) 
fý 

min FRACy (FRACc ReF) (2.44) 

Using these objective functions a significant run-time saving is obtained, since the 
number of harmonic analysis to be performed is reduced from M to 1. 

2.8 Minimisation procedures 

Once that the objective functions (norm of residue functions) f(p) are defined, the last 
task is their minimisation by changing the updating parameters p. 
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The General Minimization Problem (GMP) consists in the minimisation of an 
objective function j(p) subjected to some constraints as described below: 

minimize f (p) 
p¬91P 

subjected to: G, p=0 i={1,2,. "", Cl} 
1f (2.45) 
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where: 
" G; are the coefficients of a linear constraint of the updating parameters. 
" K; are non linear constraints of the updating parameters. 
" p, and p� are the lower and upper bound for the updating parameters. 
" Cl is the number of the linear constraints. 
" CT is the total number of constraints. 

The minimisation procedures investigated can be classified as linear and non-linear 
approaches. Linear approaches approximate the norm of the residue function, as a linear 
function of the selected updating parameters, updated at each step by estimating its 
sensitivity (Sensitivity approach). The non-linear option minimises the problem by 
approximating the function using a quadratic function (Subproblem Approximation 
Method - SAM) or using a function approximating the objective function in a region 
around the current minimum (Trust Region Method, Large Scale Optimisation - LSO). 

2.8.1 Sensitivity approach 

The sensitivity approach is used in the sensitivity based iterative methods described in 
section 2.4.2.1, although the solver used is slightly different due to the different kind of 
residue functions employed. 

Independently from the residue function chosen, the norm of the residue function 
(ReF) is: 

R 

f (p) =I IReF, I (2.46) 
i-I 

where R is the number of the ReF components. 
The minimisation process was articulated into 5 tasks, described in Figure 1, where: 

" p° is the updating parameter vector settled for the FE model initial configuration. 
" ExM is the set of experimental measures acquired from the real structure. 
" CoF° is the correlation function vector or simply the vector obtained by the residue 

function evaluated using the initial FE model parameter vector and adding at each 
coefficient 1. 

"A is the perturbation value used to estimates the sensitivity matrix. 

29 



" CoF' is the correlation function vector estimated by perturbing the ih component of 
the parameter vector. 

pPf >_ Accuracylevel 
ExM 

Sensitivity Matrix evaluation 
fori=l: P 

p=p 0 

p(i) = p(i) +A 
CoF'= CoF(p) 

[S°(. l)J- 
CoF' -CoF° 

A 
end 

Linear system solution 
ReF = [S0IAp 

P U d i arameter p at ng 
p=p+Ap 

f5 Accuracy 
-level 

Yes 

UPDATED FE MODEL 

Figure 1- Sensitivity based approach flowchart. 

The first task is the initial FE Model Validation that, as mentioned in section 2.3.1, is a 
decisional phase of the updating process and consists in the evaluation of a norm of the 
residue function using the experimental data ExM acquired from the structure monitored. 
If the residue function norm value is smaller than the accuracy level fixed, the updating 
process stops and the FE model is considered dynamically equivalent to the real structure 
in the frequency range investigated and according to the accuracy level chosen. 

On the other hand, if the discrepancies between the FE model and the real structure 
dynamic responses determine an objective function value larger than the accuracy level, 
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the FE model needs updating and the system starts to evaluate the sensitivity matrix 
(second steps) as illustrated in Figure 1. This performs as many modal or dynamic 
analyses as the number of the parameter vector coefficients P by perturbing them one by 
one, in order to evaluate the derivatives of the correlation function CoF°, which are 
carried out using a forward finite difference derivation scheme (see Figure 1, sensitivity 
matrix evaluation block). 

Afterwards, the linear system so defined is solved. At this purpose, two approaches 
were investigated the Linear Least Square Optimisation (LLSO) and the Singular Value 
Decomposition (SVD) method. 

At the aim to compute the parameter changes due to the damage presence, the LLSO 
algorithm solves the following problem [75]: 

mm 2 II[S0 ]AP 
- ReFII2 (2.47) 

by evaluating the parameter changes Ap from the following equation: 

g(AP) =2 spr [Cy [C]ep + ep[Cf d (2.48) 
where 
- [C] is the sensitivity matrix after having been preconditioned using the method of 

Preconditioned Conjugate Gradients (PCG) [76] in order to have a well-conditioned 
coefficient matrix [C]. 

-d is the search direction estimated using the subspace trust region method (see section 
2.8.3). 

The Singular Value Decomposition (SVD) [77] technique solves the linear algebraic 
equation system by transforming it, in a determined system of linear independent 
equations. 

The SVD method is based on the homonym theorem [78], which states that two 
orthogonal matrices [P] (m by m) and [Q] (n by n) can be evaluated at the aim to 
decompose a generic matrix [A] (m by n) into a diagonal matrix [D] (m by n), which its 
not negligible diagonal coefficients are named singular values. 

[Pf [AIQ] = [D] (2.49) 

Changing [A] with [So] and recalling the orthogonality properties of [P] and [Q], eq. 
(2.49) can be written as: 

[So ]= [PIDIQY = [PI Pz 
01 

QT 
(2.50) 

S2 
s 

T 

where [P], [D] and [Q] have been partitioned according to the order of the problem P (the 

number of unknowns). Therefore, P1, Si and Qi are [PxP] matrices, while the remaining 
matrices are of order (R-P). Moreover, the singular values are sorted out in decreasing 

order in the diagonal matrices Si and S2, which means that the P largest singular value are 
S1 coef'icients. 

Then, substituting eq. (2.50) inside the algebraic system (see Figure 1, linear system 
solution block): 
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Ap = ReF (2.51) 
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Finally, solving the equation above, for Ap is obtained: 
Ap = Q, S, -'P, T ReF (2.52) 

where Si" is a diagonal matrix, whose coefficients are the inverse of the principal 
diagonal coefficients of Si. 

Both the techniques are efficient if the system is at least determined and well 
conditioned. This means that the number of the system independent rows must be at least 
equal to the number of the updating parameters (unknowns) and the Condition Number 
(2.53) must be as close as possible to 1. 

CN ='I.. (2.53) 
'mi. 

where X;,, and X. are, respectively, the minimum and the maximum eigenvalue of [So], 
evaluated as the square roots of the minimum and the maximum eigenvalue of the matrix 
[SO] T[So] (a [PxP] matrix). 

After the evaluation of the linear system solution, the design variables p are updated 
(see Figure 1, parameter updating block, forth step), and then, once again, the objective 
function is evaluated (fifth step), as for the initial FE model Validation step with the only 
difference that this time the parameter set has been updated. At this stage, if the 
inequality is satisfied (see Figure 1, decisional block) the program execution ends and an 
updated FE model of the real structure, approximating its static and dynamic behaviour in 
the limits given by the accuracy level chosen, is found. 

2.8.2 Subproblem Approximation Method 

The Subproblem Approximation Method (SAM) [79] is the first of the non-linear 
approaches investigated. This method is a zero-order technique that requires only the 
evaluation of the dependent variables (objective and constraint functions) and not their 
derivatives. 

The objective function minimised by this problem is the same used for the sensitivity 
approach (2.45), namely, the sum of the absolute values of the residue function 
coefficients. Moreover, as for the sensitivity approach the updating procedure starts if and 
only if the residue function, evaluated for the initial FE model, has a value larger than the 
accuracy level chosen. 

The objective function is approximated as quadratic functions of the updating 
parameters: 

PPP 

ao+Zaipl+Zjbjfpjpj+err= + err (2.54) 
i-I i=l J-1 

where the coefficients, a; and b j, are evaluated using a weighted least square technique, 
which minimises the error norm E (2.55). 
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E2 _ w(j) 
(j(i) 

_ j(J)) (2.55) 
f. I 

with: 

- wO) weight associated with the j`h iteration that is inversely proportional to the 
objective function value, to the distance from the best design set (parameter set with 
the lowest objective function value) and to the design set feasibility (with respect to 
the constraints). 

-, 
» and f WJW are, respectively, the objective function and its approximation at the jth 

iteration. 

-V is the current number of iteration or objective function evaluations. 
Before, the technique may be able to compute the approximations of the dependent 

variables, P+2 function evaluations are performed by generating as many random design 
sets. 

Once that the approximations are made, the constrained problem is converted to an 
unconstrained one, using penalty functions as showed below: 

F(p, kj)=f(p)+fýo° j 
ZX(pt)+ýH(c, ) (2.56) 

where X and H are the penalty functions used to enforce respectively the updating 
parameters (design variables) and the dependent variable constraints (see eq. 2.45). The 
objective function evaluated for the initial FE model configuration is introduced in order 
to achieve consistent units. The function F(p, kj) is called response surface and kj is its 
quality parameter. This unconstrained problem is solved using a Sequential unconstrained 
minimisation technique (SUMT), which performs subiterations increasing the quality 
parameters in order to enhance the accuracy of the results. 

After the evaluation of the unconstrained problem minimum, the design set pJ, 

corresponding to, is used to evaluate the design set for the subsequently iteration (j+1) 
according to the following expression: 

pJ+2 _ pb +C(p' -pb) (2.57) 

in which: 

- pb is the best design set. 

-C is internally chosen value between 0 and 1, based on the number of the infeasible 
solutions. 

The process is stopped when one of the following convergence controls is satisfied: 
If(i) 

_ f(J-1) I<T 

(f(i) 
-f(b) 

1S r (2.58) 

fS Accuracy_level 

where ti is a coefficient (tolerance) chosen by the user. 

33 



2.8.3 Large scale optimisation approach 

The large scale optimisation approach [75] is a subspace trust region method that 
minimises the general problem (2.45) in the least square sense by: 

min 2 
IIRe F(p)I2 = min f (p) (2.59) 

As for the sensitivity approach the updating procedure starts if and only if the residue 
function, evaluated for the initial FE model, has a value larger than the accuracy level 
chosen. 

At each iteration, the algorithm approximates the objective function f with a simpler 
function q in a neighbourhood Y, termed trust region. The trial set of updating parameters 
is obtained minimising q in the region Y (2.60) defining what is called trust region 
subproblem. 

min{q(p): pe Y) (2.60) 

The updating of the current parameter set is acknowledged only if J(p'+1)< f(pi), 
otherwise, the current set is updated and the trust region is shrunk and the step is 
repeated. 

In the definition of the trust region Y, the function q is assumed to be a quadratic 
approximation off, evaluated using the first two terms of its Taylor expansion series. A 
further assumption is that the trust region has a spherical or ellipsoidal shape. Under this 
assumption the (2.60) can be rewritten as: 

min{2 pT 
[HMý+pTVf: II[LkII S A} (2.61) 

where: 

- [HM] is the Hessian matrix, evaluated by BFGS [75] algorithm using only the first 
order derivatives off. 

- Vf is the gradient vector off. 

- [L] is a diagonal scaling matrix. 

-0 is a positive scalar. 
Then, eq. (2.61) can be solved using a full eigensystem and Newton process applied to 

its secular equation (2.62) [75] obtained by reducing the trust region space in a two- 
dimensional (2D) space V={vl, v2} [75], where vl is the direction of the gradient vector 
and v2 is either an approximate Newton direction (2.63) or a negative curvature direction 
(2.64) evaluated by the PCG method. 

I-1=0 (2.62) 
A Ilvil 

[HM]v2 = -Vf (2.63) 

v2 [HM]v2 
_< 

0 (2.64) 

In this way the minimisation process is speeded up because the problem is only 2D. 
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2.9 Damage detection 

The damage detection process looks for structural changes in the structure that may 
occur during its operative life, by comparing the experimental data acquired during the 
structure service life with data of a numerical model or experimental data of the 
undamaged structures. This means that two models or sets of data of the structure are 
required, the undamaged and the in-service model. It is fundamental that the structural 
changes identified must be physically meaningful, which means that the parameters used 
to identify them must be related to the characteristics of the real damages. Moreover, if 
areas prone to be damaged, during the operative life, are not known, the entire structure 
must be considered liable to damage, leading to an increase of the CPU memory 
consumption and significant run-times. The number of updating areas might be reduced 
by a wise use of the error localisation step but this needs a great deal of engineering skill. 

A partial solution at this problem is given by the two step GLO approach, in which the 
first step identifies the most damaged structure macro-areas. The second step redefines 
the updating parameters in the damaged macro-areas, before minimising the objective 
function. In this way the first step works as a sort of automated error localisation step, 
limiting so the intervention of the user. 

The Damage Detection Process (DDP) derived from the use of the GLO approach has 
been named Global-Local Damage Detection Optimisation (GLDDO) approach and 
divided in two phases (Figure 2), the Damage Detection Set-up (DDS) and the Damage 
Detection (DD). 

2.9.1 Damage Detection Set-up 

The DDS consists in four steps (see Figure 2): the Undamaged Structure (US) FE 
model design and validation, the error localisation, the data and accuracy level selection.. 
The DDS is the only phase of the DDP that requires engineering skills and, therefore, the 
most critical. On the other hand, this step has to be carried out only once for every 
structure to monitor. 

This phase consists in the construction and updating of the US model, which can be 
performed using the updating algorithm described in section 2.4.2, as well as the GLO 
approach. 

The remaining sub-tasks (the error localisation, the data and accuracy level selection, 
see Figure 2) to perform depend on the damage to be identified. 

In the error localisation step (the second, see Figure 2), once the damages to be 
monitored is/are identified, the physical parameters that most are able to identify the 
changes occurring on the structure due to the presence of the damage (for instance, 
thickness of finite elements or assemble of them for corrosion damages) are chosen as 
updating parameters for the DD step. If a priori data on the possible damage locations are 
available (e. g. maintenance records of similar structures, damage tolerance evaluation 
and etc. ), the US model parameterisation for the damage detection can be restricted to 
only these regions, otherwise, is extended to the entire structure. 
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For the data selection step (the third, see Figure 2), the first problem is the selection of 
the data type to acquire, modal properties or FRF. From a point of view of the quality and 
the acquisition speed of data, FRFs are far better than modal properties, because they are 
directly acquired from structures and do not need further processing. On the other hand, 
the FRF to be evaluated need the control of the excitation force (§4.2). This requirement 
prevents the FRF use in operative conditions, where mostly the load history is unknown. 
In such circumstances, when the in-service loads can be considered randomly distributed, 
the modal properties can be extracted using various techniques (see chapter 4). 

Hence, when the excitation force control is not known, the data type choice falls on 
the modal properties. 
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However in both cases, because of economic and practical reasons, the number of 
sensors is limited. Therefore, there is the need to select the locations that are the most 
sensitive to structural changes (see chapter 3). 

To finish, the selection of the accuracy level (the forth step, see Figure 2) is subjected 
to the precision requested for the damage accuracy and the time limitation. A less 
stringent accuracy level choice leads to a smaller number of iteration of the GLO 
approach than a more restrictive, resulting in run-time savings, but also, in less accurate 
damage estimation. 

2.9.2 Damage Detection Step 

The DD step as showed in Figure 2 involves four tasks: experimental data acquisition, 
US model validation, US model updating and the damage evaluation. The first involves 
the acquisition of the experimental data from sensors and than their processing at the aim 
to evaluate FRFs or mode shapes of the structure (see chapter 4). 

Once the experimental data have been acquired and processed the GLO approach is 
used to validate the US model and if necessary to update it (Figure 2). The US model is 
validated by evaluating the residue function and checking if this is smaller or larger than 
the accuracy level selected. If the real structure behaves as the FE model, in the limit of 
the accuracy level chosen and the frequency range analysed, the structure is considered to 
be undamaged (see Figure 2). If the real structure has a certain amount of discrepancies 
with the US model, the structure is judged to be damaged and the US model updating is 
carried out at the aim to localise and quantify the structural changes occurred. 

ea physical properties are 
is design variables 

Damaged Element 

Macro Area is identified 

Step 2 

Sub-Area or Element thickness 
the damaged macro area are 
assumed as new design variably 

Damaged Element is identified 

Figure 3- Global-Local Optimisation Approach. 
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As described in paragraph 2.6 the US updating step is articulated in two stages (see 
Figure 3). At the first stage, the structure is divided in macro-areas, and their spatial-type 
parameters, identified in the DDS, are assumed as initial design variables. The selected 
objective function is then minimized. This process identifies damaged macro-area/areas 
by comparing the optimisation results with the initial values of the undamaged macro- 
areas. For the second stage, the thickness of the elements of the damaged macro- 
area/areas, identified by the largest thickness change, are chosen as new design variables. 
The optimisation process is performed again to find the damage location and severity by 
comparing the damaged and the undamaged updating parameter sets (see the forth step of 
the DD step of the DDP described in Figure 2). 

As mentioned before (§2.6), the use of the GLO approach reduces the number of 
updating parameters and run-time, resulting in a robust optimisation method, and a 
smooth distribution of the model properties, able to represent the damaged zones in the 
structure investigated as showed in Figure 3. 

2.10 GLDDO approach applicability 

The GLDDO approach as well as all the damage detection techniques based on MU 
methodology need a validated FE model of the undamaged structure, which accuracy and 
resolutions has to be correlated with the minimum damage size to detect and its signature 
in terms of changes of the structure stationary properties (modal properties and FRFs). 
Moreover, the more accurate the model the larger the damage detection run-time. These 
drawbacks together with the rising difficulty of modal property extraction with the 
increase of frequency made this GLDDO approach suitable for those structures, which do 
not need a real-time detection. Moreover, in order to avoid difficulties in the modal 
properties extractions (since most of the time controlled excitation is not possible) the 
minimum damage size signature should affect relatively low frequencies (as for the 
bridge showed in §7.2), but should not constitute an immediate threat neither to the 
structure health nor to its users. These kind requisites are fulfilled by civil structures as 
buildings industrial plants and bridges, because their typical failure modes and their 
operative loads (e. g. low frequency) are not associated with fast crack growth, as for 
mechanical and aeronautical structures. 

The methodology developed was tested numerically on a cantilever beam (appendix 
A) and on a plate-like structure (appendix C) and the results are discussed in chapter 6. 

2.11 Conclusions 

The chapter main objective was to introduce the MU damage detection technique 
developed by the author. Its development process started with a careful analysis of MU 
advantages and drawbacks, at the aim to identify the right specifications that could 
determine an enhancement of damage detection processes based on MU. 

The developed MU based damaged detection process was named Global-Local 
Damage Detection Optimisation (GLDDO). 
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The global-local approach (see §2.4-§2.6) was adopted to reduce the number of 
variables (updating parameters) involved in the damage detection process, so as to obtain 
a reduction of the run-time and an increase of the precision in the identification of the 
location and severity of the damage compared to those of single step model updating 
methods, as proved in §6.5.1. The increase of resolution is due to the fact that the global- 
local approach can exploit the maximum number of variables, allowed for the acquired 
data [71] (see equation 2.22), twice. The first time in the first step and, then, again in the 
second step but only in the regions were structural changes are identified. This means that 
the smallest region that can be inspected by global-local process is "twice" smaller than 
that investigated by a single step approach (§6.5.1). 

In some extent the first step of the global-local process works as an error localisation 
phase of the model updating procedure, automating so one of its most critical points. 

The optimisation was meant to reduce more efficiently the discrepancies between a FE 
model of the structure and its real dynamic properties by changing FE model 
characteristics (updating parameters). This solution is very effective, especially, in 
presence of strongly nonlinear structure responses due to either geometric or material 
nonlinearities compared to iterative approaches. Because, these use a pure gradient driven 
minimisation process (e. g. the sensitivity matrix, see section 2.4.2) for the residue 
function, with no control on the extension of the region on which such linearization is 
valid and no possible way to check if the minimum is a local or the global one. On the 
contrary, the large scale optimisation algorithm controls the validity of the gradient 
evaluated by investigating the residue function through the trust region. A more efficient 
way to get the global minimum of the residue function investigated is given by the 
subproblem approximation method which does not evaluate any gradient but builds a 
quadratic surface which minimum should be located in proximity of the global minimum. 
Its efficiency compared to the linear and the nonlinear approach was confirmed by the 
investigation results analysed in §6.5. 

Furthermore, the technique developed is an iterative model updating technique. This 
means larger computational times and convergence troubles with respect, to direct 
methods. On the other hand, it was possible to design a model updating approach that can 
use any type of updating parameter (variables of the optimisation process) and 
incomplete data. 

Hence, for a better understanding of the proposed method, physical quantities of 
structure regions, such as thicknesses, Young modules and etc., were used as FE model 
(updating) parameters. This assumption gave the possibility to evaluate: 

" The damage severity as differences between the parameters of the updated FE 
model of the damaged and undamaged structure and, therefore, can be expressed 
in terms of percentage of the undamaged structure thickness or elastic modulus 
and so on. 

" The damage location as the location of the parameter/parameters, which values 
have changed after the FE updating. 

As mentioned in paragraph 2.4, direct and iterative methods have to pair and scale the 
data experimentally acquired, this was avoided by using correlation functions (§2.7.1) to 
measure the discrepancies between the mathematical and the experimental model of the 
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structures. Additionally, the adoption of correlation functions provides a noise reduction 
as reported in appendix C (§C. 3). 

Moreover, in the evaluation of the residue function using correlation function, no 
expansion of the experimental data, from the degree of freedoms of the experimental 
model to those of the FE model, is needed. Thus, the smearing of the structural changes 
on the structure is avoided [52]. 

Numerical comparisons between these algorithms were reported in appendix (A and 
C) and discussed in chapter 6. 
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CHAPTER 3: OPTIMAL DATA SELECTION 

AND SENSOR PLACEMENT 

3.1 Abstract 

An issue generally neglected by Model Updating (MU)/MU Damage Detection (DD) 
technique developers is data selection (modal properties, Frequency Response Function - 
FRF), which can guarantee a successful MU process. The influence of data selection over 
MU outcomes is due to the information content of experimentally acquired data. The 
importance of an appropriated data selection on MU efficiency must be found in its 
economic and practical aspects. For instance, to acquire experimental data from every 
FEM DoFs is impossible because devices to measure rotational DoFs behaviour do not 
exist. Moreover, to measure every displacement DoFs is not practical because the time 
necessary would be huge. In addition, all this is uneconomic because of the enormous 
number of sensors and expertise needed for such operation. 

Consequently, a successful MU/DD is strongly dependent on the optimal data 
selection so, in the design of the GLO approach (§2.6-2.9), data selection issues were 
taken into account and tackled with a preliminary analysis step in the GLO approach 
damage detection set-up phase (§2.9.1) targeted to the selection of the data type. 

The first task was to study possible data to be acquired (§3.2), which involves an 
analysis of the data acquisition conditions and of MU/DD targets (e. g. smallest damage to 
be detected). After the data type selection, a TMS Selection (TMSS - §3.3) is required 
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when modal properties are selected as data type for the MU/DD process. Finally, the OPS 
(§3.4) aimed at the maximisation of the information content of the acquired signals were 
analysed. These three phases were explored separately by analysing different 
methodologies present in literature and some developments were proposed by the author 
and, then, tested on the GLO approach on different structure typologies as illustrated in 
chapter 6. 

3.2 Data type selection 

Data type selection is the first phase devised to tackle practical and economic issues 
related to data acquisition. These concerns introduce limitations on the possible number 
of sensors to deploy, on their locations (since not all locations are always accessible), on 
the data type acquirable and etc... Therefore, an accurate analysis on the impact that 
these limitations have on the information content of the acquired data is compulsory. 
Moreover, this analysis should deal also with the maximisation of the experimental data 
information content and of the Signal Noise Ratio under the structure operative 
conditions, since the acquired data should be sensitive to structure features (changes). At 
this aim, a data selection process was designed within the GLO approach. The first phase 
is an accurate analysis of the structure and its operative conditions targeted to establish 
which type of experimental data would be the most suitable. Further, in this investigation, 
an important role is played by the smallest structure feature (e. g. smallest damage, 
smallest structure geometry particular) to be captured by the updated FE model. 
Therefore, a broad frequency range of investigation is advisable, since the data sensitivity 
to structural changes (or feature size) increases with the frequency [23]. Accordingly with 
the GLO technique (§2.6-2.9), two typologies of data, mode shapes and FRFs, can be 
used. The mode shapes needs post-processing and is difficult to evaluate at high 
frequencies. On the other hand, mode shapes can be evaluated in service conditions, in 
contrast with the FRFs that need an excitation source control and more run-time and 
computational resources (chapter 4), in the MU/DD process. Moreover, the FRFs 
guarantee information at every frequency scanned (not only at the modal ones) and do not 
need further elaboration. However, the problem of the extraction of mode shapes at high 
frequencies can be solved by extracting only those of interest, named Target Mode 
Shapes (TMS), using a wavelet based extraction technique (see chapter 4) that helps to 
separate coupled modes. 

Therefore, in line with the issues highlighted above, the data type selection was 
articulated in three steps: 
" Structure analysis. 
" Definition of the frequency range of the investigation. 
" Actual data type selection. 
" TMS selection 

Following, data selection process the Optimal Sensor Placement (OSP) was 
investigated in §3.4-3.7. 
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3.3Target mode shape selection 

Target Mode Shape Selection (TMSS), consists in the identification of those mode 
shapes that best characterize the structure behaviour in a given frequency range. These 
modes are, first, used for the identification of the optimal sensor placements and, then, 
exploited as data for the GLO approach in the damage detection process. As mentioned 
before, the TMSS is unnecessary for damage detection processes employing FRF data, 
where the selection of the target mode shapes is a lot simpler, because once selected the 
frequency range of interest, all the mode shapes in that range are the target mode shapes 
used for the OSP. However, when the number of sensors (M) is smaller than the number 
of TMSs (N), some OSP methods may require a TMSS (§3.5.1-§3.5.3). 

On the other hand, for damage detection process that uses mode shape data, the 
selection of the target mode shapes is crucial for successful damage detections. 

In literature, many TMSS methods are present and used mainly for testing aerospace 
structures [80-81]. TMSS techniques can be divided in two main branches, the energetic 
and control theory based methods. Here, only the first, energetic techniques, were 
explored because the control theory based methods such as the balanced singular 
technique [82] or modal cost technique [83-84] need a fully characterised structure not 
only in terms of mass and stiffness but also in term of damping, which characteristics are 
not easy to reproduce. 

The energetic TMSS techniques investigated were the Root-Sum-Square displacement 
(RSS) method, the Modal Kinetic Energy (MKE) approach and the Maximum Strain 
Energy (MSE) criterion. 

A fourth TMSS technique was analysed, the Minimum Modal Frequency (MMF) 
criterion, because together with the MSE was the only one used for damage detection 
purposes [86]. 

3.3.1 Minimum Modal Frequency criterion 

The Minimum Modal Frequency (MMF) criterion selects the first few modes of the 
structure. The MMF method is the most used between the TMSS techniques analysed, 
since the extraction of the first modes is very easy and more accurate than higher 
frequency modes. Moreover, the first modes retain the bulk of the structure 
characteristics and, therefore, their contribution to the structure dynamics is predominant. 
This feature may reduce their sensitivity to local structure changes but is balanced by the 
fact that they absorb the most of the excitation energy and, consequently, global changes 
are easier to detect. 

3.3.2 Root-Sum-Square displacement method 

The Root-Sum-Square displacement (RSS) method was initially used in TMSS for 
ground vibration test of the X33 vehicle [80]. This technique selects the mode shapes that 
have the highest overall motion energy for a set of FEM nodes [85]. The methodology 
estimates the resultant modal displacements (3.1), for each mode shape investigated, and 
then selects those with the highest values. 
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where: 
-j identifies the jth mode shape investigated. 
-i identifies the it' node between the set selected. 
- node_N number of node selected. 

For the selection of the set of nodes used for TMSS many issues, such as accessibility 
of the node locations, space issues for sensors placement and etc..., must be taken into 
account. 

3.3.3 Modal Kinetic Energy approach 

The Modal Kinetic Energy (MKE) approach selects [80] mode shapes with the highest 
kinetic energy content using the mass matrix of a structure FE model. In this case, 
differently from the RSS method there is no need of node pre-selection, although, in 
some application was found out that this technique tended to select non-interesting 
modes, even though rarely missed a global one [80]. 

The selection consists in the evaluation of the modal kinetic energy content (3.2) of 
each eigenvector and selecting those with the highest values. 

{KE}=diag(j' ]T [M IIFE]) (3.2) 

3.3.4 Maximum Strain Energy criterion 

The Maximum Strain Energy (MSE) criterion together with the minimum modal 
frequency criterion is the only used for DD purposes [86]. The technique selects the 
mode shapes that have the highest energy contents, generally located at the highest 
frequencies analysed. The modal strain energy expression is derived from the general 
definition of the strain energy using the FE model stiffness matrix as showed below: 

u= 1 (x IT [K]{x} (3.3) 

where {x} is the structure displacement vector. 
Therefore, the modal strain energy associated to the ja' mode shape is the strain energy 

stored in the structure by deflecting it in accordance with its shape. 

MSEJ = 
{OJ}T [KFE]{OJ} (3.4) 

If mass normalised mode shapes are used, eq. (3.4) can be exemplified by recalling eq. 
(2.11) in: 

MSEj =1 
{0j }T (jIDEE y[ 1(DJ1 

l 
lqs' 

) (3.5) 
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In the case that damage locations are a priori known, the mode shapes to be used at 
that point can be the damaged ones instead of those undamaged. This choice seemed 
improving the quality of damage detection [87]. 

3.4 Optimal Sensor Placements 

After the optimum data selection, there was the need to study Optimal Sensor 
Placement (OPS). OSP is a common problem encountered in many engineering 
applications. Sensor placement is a critical issue in the construction and implementation 
of an effective health monitoring system. An optimal configuration can minimise the 
number of sensors required, increase accuracy and provide a robust system. Moreover, 
OSP is important in cases where the properties of a system, described in terms of 
continuous functions, need to be identified using discrete information. 

This, in turn, implies that a minimum number of sensors must be judiciously placed on 
the structure under assessment, in order to provide a clear "image" of the structural 
behaviour, highlighting as much as possible structural changes that may occur due to 
faults presence. Hence, OSP critical issues are how many and which degrees of freedom 
should be taken in the damage identification process. In solving this problem due 
account has to be taken of economic and practical factors, which may require sensors 
being placed at accessible locations of the real structure. 

In literature, a number of different OSP methods have been investigated, some based 
on intuitive placement or heuristic approaches, others employing systematic optimisation 
methods. All can be classified in three different branches: 
" The statistic OSP methods. These maximise a measure of the data independence, such 

as the Fisher Information matrix [87-88] or the data variance [89]. 
" The energetic techniques. These are based on the maximisation of the experimental 

signal energy content [98-99]. 
" The control theory based approaches. These maximise the observability of the system 

under investigation [101]. 

3.5 Statistic approach 

Statistic methods select optimal sensor locations by maximising a measure of data 
independence and strength such as the Fisher Information Matrix [87-88] or the data 
variance [89]. 

For the Fisher Information Matrix based techniques, the following methods were 
investigated: 
" The Effective Independence method (EFI) developed for in-orbit modal identification 

of large space structures [90], was also used for a range of different applications e. g. 
the reconstruction of acoustic field around a vibrating surface [91 ]. 

" The EFI-DPR [54] is a compromise between the EFI technique and an energetic 
approach named Driving Point Residue [92] (§3.6.2). It was used on large mechanical 
structures such as an engine case and nozzle [54]. 
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" The Kinetic energy method (KEM) is an evolution of EFI, where the Information 
matrix is weighted by the mass matrix and was mainly employed in structural health 
monitoring of large bridges [93]. 

For the variance based techniques, the following methods were studied: 
" The Principal Components Analysis (PCA) [94]. It is mainly a reduction technique 

widely utilised for data compression, for instance, in image recognition [95] or 
process control [96]. The technique was converted by the author to OSP proposes. 

" The Most Informative Subset (MIS) [97]. It was developed to reduce the data amount, 
at the aim to study their dependences and characteristics. The MIS method was used 
for optimal design of experiments in meteorology and economic studies. 

" The Variance based method (VrM) (developed by the author). It is founded on a 
physical interpretation of the covariance matrix coefficients [89]. 

" The Gradient based Method (GrM) developed by the author. It consists in a statistic 
analysis of the mode shape sensitive functions evaluated with respect to the damaged 
locations. 

3.5.1 Effective independence method 

The Effective Independence (EFI) sensor placement method [90-91 ] places M sensors 
on a structure by maximising both the spatial independence and the signal strength of N 
target mode shapes. The sensor placement selection is carried out by an iterative 
algorithm, which maximises the Fisher information matrix determinant as explained 
below. 

The measured structural response vector {ya} can be estimated as a combination of N 
mode shapes as follows: 

{y, }=[c1),, Kq)+{w)=mgrý+ (w) (3.6) 
r=t 

where: 
" [c] is a [nxN] matrix having the N FEM target mode shapes as columns and the n 

candidate sensor locations as rows; 
" {q} is the coefficient response vector; 
" {w} is a sensor noise vector, assumed to be randomly distributed with zero mean. 

This representation of structural responses is based on the concept [73] that, the 
response in any point of an elastic structure can be obtained in time or frequency domain 
as a linear combination of mode shape values. 

Evaluating the coefficient response vector using an efficient unbiased estimator [90] 
and then, computing its covariance matrix is obtained: 

-1 
J= cov(q) [Q] l (3.7) 

where [Q] is the Fisher information matrix [87]. 

[GT = 
oy' (q) 

Q(q) _ _2 
[G]T [G] (3.8) 

9 
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with [G] sensitive matrix and a error standard deviation. 
Hence, the best estimation of q occurs when Q is maximised, which means that the 

sensitivity to the response vector coefficients is maximised at the same time. Therefore, 
choosing the Fisher information matrix determinant as a measure of the information 
content of the Fisher information matrix, the best M sensor placements are those that 
maximise this measure. 

The maximisation procedure is an iterative algorithm [90], which at any iteration 
computes the candidate sensor location contributions to the [Q] determinant using the 
Effective Independence Distribution (EID) vector: 

{EID} = {[ FE 
F" t2 [1, ]-' {1}k (3.9) 

where: 
" [yr] is the eigenvector matrix of [Q]. 
" [%] is [Q] eigenvalue matrix. 

{1 }k is the sum of all coefficients belonging to the k`h row 
)2 is the square of any single element of the matrix product. 

In order to ensure the maximisation of [Q] determinant, the sensor position having the 
smallest EID coefficient is eliminated, from the initial set of candidate sensors. This 
process is iterated until the number of candidate sensor n equals M. 

The EFI major drawback, common to all OSP methodologies based on the Fisher 
Information matrix, is that in order to have a non-singular Fisher Information matrix the 
sensor number must be bigger or equal than the target mode shape number N. 

3.5.2 EFI-DPR method 

The EFI-DPR method [54] was developed in order to avoid the selection of low 
energy sensor locations from the EFI algorithm with a consequent loss of information. 
The EFI-DPR (Driving-Point Residue [92]) overcomes the drawback above mentioned by 
multiplying the candidate sensor contribution to [Q] determinant (EID coefficient) for the 
corresponding Driving Point Residue (DPR) coefficient, as follows: 

(EID) 
�2 

{[(DFE I`FI2 [A]-' {1}k {DPR} (3.10) 

where the Driving Point Residue (DPR) evaluated for the 0 candidate sensor location is 
given by [92]: 

DPRj (3.11) 
J-1 O)J 

with wj is the jt'target mode frequency. 

3.5.3 Kinetic energy method 

The Kinetic Energy Method (KEM) [93] uses the same algorithm of the EFI method, 
the main difference lies on the evaluation of the Fisher Information matrix [Q]. This is 
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evaluated (see eq. 3.12) as a mass normalised product of the target mode shape matrix 
[(D FE] for its transpose. 

[Kem]=[[ Y[Mmj(DfE]=[Q] (3.12) 
At the aim to evaluate the EID vector coefficients a Cholesky factorization of the 

Fisher information matrix [Kem] was performed (see eq. 3.13) so that the EID 
components could be evaluated as described by eq. (3.14) 

[Q]=[rf[rl (3.13) 
{EID} _ ([rj'D2[2]-'{i}k (3.14) 

By use of the [Kem], the EFI iteration algorithm selects M sensor locations with the 
highest kinetic energy content among all possible combination of M candidate locations. 
In this way, the occurrence of the selection of low energy sensor locations from the EFI 
algorithm is avoided without damaging the maximisation of both the spatial 
independence and signal strength. 

3.5.4 Principal Components Analysis 

The Principal Components Analysis (PCA) is mainly a reduction technique widely 
utilised for data compression. The main intent of the PCA [95-96] is the reduction of a 
multivariate problem to a set of principal components so that the error between the two 
representation of the phenomenon is negligible or, at least, smaller than an established 
tolerance. 

For OSP purposes, the PCA aim is the selection of M candidate sensor positions that 
give the largest contribution to the principal components selected, which can be 
interpreted as the directions having the most significant amount of energy [94]. 

In the case studied, the multivariate problem is defined by the matrix [(D FE], whose 
rows represent the problem variables (the sensor candidate positions) and the 
corresponding values on the column their samples (the mode shape values). 

Calculating the covariance matrix [C] of [(D FE] and, then, evaluating its eigenvectors 
and eigenvalues sorted out from the largest to the smallest. The space on which to project 
the data analysed in order to reduce their dimension is constituted by M eigenvectors 
(principal components) associated with the largest M eigenvalues. In this way, the created 
space is an ordered orthogonal base, whose directions lie according to the largest 
variances of the data. Naming [A] the matrix having as columns the selected 
eigenvectors, the new compressed data {y} are given by: 

l'}°[AY(l JI-pf) (3.15) 

where Lt is the mean of the jth row of [I]. 
The measure of the candidate sensor position contribution to the compressed data 

could be calculated by the below expression: 
ED = abs([CIAD{1}k (3.16) 
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where the vector ED is equivalent to the effective independence distribution vector 
utilised in the EFI algorithm (§3.5.1), given by the sum of the contributions of the 
candidate sensor locations to the principal components. 

The selection algorithm consisted in picking up only the M candidate sensor locations 
having the largest values of the distribution vector ED. 

3.5.5 The most informative subset technique 

The Most Informative Subset (MIS) technique [97] is a statistics method that relies on 
a covariance analysis approach. This method was developed for problems related to 
evaluation and approximation of a phenomenon by a finite number of observations. 

For OSP purposes, the phenomenon investigated by the MIS technique is the 
evaluation of the mode shapes in non-instrumented points of the structure. 

Therefore, supposing that each TMS is evaluated (observed) in M yrr=(yl, y2, ..., YM) 
of the possible n locations, the mode shapes need to be estimated in the remaining n-M 
positions yp {yM+i, yM+i, ..., yM+p}(n=M+p). This problem can be solved using, the best 
linear unbiased estimator of yp [97] given by the following equation: 

y, = C,, C; 1yU (3.17) 
where if the matrix Y is assumed equal to {yM, yp}=[ Ir ]T, the matrices Cpp and CrnM are 
the diagonal matrices of its covariance matrix [97]: 

cov(Y) = C! 

ýMp 

_c 

ýVM / 

co 

Afp (3.1 ö) 

P"' PP PM YP/ 

Evaluating the covariance of the estimation error as follows [97]: 
DPP = cov(, yP 

) 
CPP 

- 
CPAI CAAl CAlP (3.19) 

Then, any kind of monotonous function Q(Dpp) could be used to measure the 
efficiency of the estimator by measuring the dynamic response in the location x; for i 
from 1 to M. 

Taking as efficient measure of the estimation, the DPP determinant (D-criterion), the 
best M sensor positions will be those that minimise the DPP determinant. 

Therefore, considering the below algebraic rule [97]: 

cov(Y) = 

C'kA1 CAfp 

_ICb1MIIC, PC,,, 
CALKCAIpI IC, DPPI (3.20) 

PM PP 

The minimisation of the Dpp determinant is equivalent to the maximisation of the Cmm 
determinant. Hence, the OSP is reduced to the maximisation of the determinant of the 
[n]T covariance matrix for a set of M sensor positions: 

maxcov((Djj (3.21) l 
M sei 
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3.5.6 The variance based method 

The variance method (VM) is an evolution of the Most Informative Subset (MIS) 
technique [97] according to physical and mathematical considerations on the coefficients 
of the covariance matrix [C] [89]. The MIS technique selects the OSPs by maximizing 
the determinant of cov([]T) (eq. 3.21), this guarantees that the rank of the target mode 
shape matrix D restricted to the M selected locations is equal to N, but it does not ensure 
that the signal strength is maximised. Therefore, taking into account the following. 
properties of the covariance matrix coefficients cj [89]: 
  For i#j if c; 0, the it' and the j`h row of [On] are independent. 
  For i =j c jsa; 2 that is the vector (0m)' variance. Consequently, the diagonal 

coefficients can be considered as a measure of the signal strength acquired by the ith 
candidate sensor. 

The simultaneously satisfaction of the maximisation of the determinant of Crn,, f and 
the maximisation of the signal strength can be met for a Cmm matrix, which off-diagonal 
coefficients tend to zero, while its diagonal terms tend to 1 (the maximum for the 
standard deviation is 1- constant distribution). This is equivalent to the maximisation of 
the function Vr: 

M 

Vr=E Cif Dep, c,, (3.22) 
r=ý Dep, i. J 

For this reason is sufficient to select M sensor locations (k) having the highest ratio 
between the diagonal covariance coefficient ckk and the sum of its off-diagonal terms 
Depk. However, this way to maximise the function Vr, common to most of the energetic 
OSP techniques (EVP, NODP), leads to a concentration of the sensor locations selected 
in few regions of the structure under investigation. The problem was solved by selecting 
the local maxima of the function Vr sorted in decreasing order. This solution has the 
advantage to: 
  Distribute the sensors selected throughout the structure, assuring an improved capture 

of the vibration mode shapes. 
  Suggest the number of sensors employable through the number of local maxima. This 

point is an important breakthrough for OSP, since none of the techniques described in 
literature gives any information about the optimal number of sensors to use. 

  Consistently reduce the computation time of the MIS, since the evaluation of the 
determinant of the Cmm is avoided. 

3.5.7 Gradient based method 

The Gradient based method (GrM) is a statistical method that uses, as data, sensitive 
functions (gradients) of the mode shapes with respect to the design variables. Sensitive 
functions were selected in order to have a sensor location algorithm that was sensible to 
the damage locations and capable of maximising the acquired signal strength by selecting 
the sensor locations associated with the largest gradients. The methodology consisted in a 
statistical analysis of the sensitive functions in order to select the candidate sensor 
positions having the maximum averaged variance. The procedure followed was divided 
in four steps: 
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Evaluation of the sensitive function. This task may be performed, using the ANSYS 
gradient tool that evaluates automatically the derivatives requested by a forward finite 
differences expression [79]. 
Variance and mean evaluation. At this step, the variance and the mean of the 
gradients for a single candidate sensor position and mode shape investigated were 
evaluated. In this way, the dimension of the problem was reduced from three (design 
variables, candidate sensor positions and mode shapes) to two variables (candidate 
sensor positions and mode shapes). 
Averaged variance estimation. In order to normalise the variance estimated and to 
avoid the major scattering of the low order with respect to high order mode shapes, 
the variance previously calculated was weighted by the gradient average for any mode 
shape. Then, the contributions of any mode shape was added, so that a weighted 
variance distribution vector (WVD) was obtained: 

N Variance, 
WVD, =Z (3.23) 

f., Average, 

" Selection of the M sensor positions. Two sensor selection algorithms were proposed. 
The first (Grl) selected the M location having the largest WVD values, since the 
weighted variance measures the strength of the sensitivity to damage in a determined 
sensor position. The second selection algorithm (Gr2) chose the locations of the M 
largest peaks of WVD, obtaining so a well-distributed sensor network together with 
the maximisation of the associated variance. 

3.6 Energetic approach 

Energetic based methods maximise the energy content of the acquired signals for M 
sensor locations between the n candidates. 

Five energetic techniques were studied: 
" The Eigenvalue vector product (EVP) extensively used for both large mechanical [98] 

and space structures [99]. 
" The Driving Point Residue (DPR) or averaged DPR used by the Leuven Measurement 

Systems [92] for large scale modal testing on space frame structures. 
" The Non-Optimal Driving Point (NODP) [54] utilised for exciter placement on large 

mechanical structures. 
" The Condition Number method (CNM) [100] exploited for the evaluation of elastic 

constant of composite materials. 
" The Guyan reduction based method (GRM) was used in modal testing of large 

aeronautic structures [81]. 

3.6.1 Eigenvalue vector product 

The Eigenvalue Vector Product (EVP) is an energetic-based technique [98-99] 
consisting in the evaluation of a participation vector EVP: 
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EVP, =111 JJ jI (3.24) 

Then, in order to prevent the placement of sensors on nodal lines and to maximise 
their vibration energy, optimal sensor locations are those with the M largest EVP 
coefficients. 

3.6.2 Driving point residue 

The Driving-Point Residue [92] (DPR) or modal participation factor method (as 
previously described in section 3.4.2) is an energetic based technique that selects the 
sensor locations having the maximum average response over all the target mode shapes, 
as described by the following expression: 

DPRi = 
ýý 

2' 
(3.25) 

f=I 0)1 

A clear drawback of this method is the major importance given to the low order mode 
shapes compared with the high order due to the weighting of the eigenvector 
displacements with their respective mode frequencies. This could seriously affect the 
success of damage detections, because high order modes are the most sensitive to damage 
presence [86]. 

3.6.3 Non-optimal driving point 

The Non-Optimal Drive Point (NODP) [54] is an energetic based method, generally 
used to select optimal excitation points. The NODP principle is based on the concept that 
the amount of vibration energy of any mode shape depends on the relative positions of 
the excitation source and the mode shape nodal lines. Therefore, the amount of the 
vibration energy measured, by sensors, is function of the relative positions of the sensors 
and the mode shape nodal lines. Hence, the NODP based method can be used to identify, 
the optimal sensor placements. 

The methodology consists in the evaluation of the NODP vector (3.26) and, then, in 
the selection of M sensor candidate locations having the M largest NODP vector 
coefficients. 

NODP, = minlcul (3.26) 

3.6.4 Condition number method 

The condition number (CNM) [100] is a numerical technique that selects a sensor set, 
which mode shape values constitute a base for the vectorial space defined by the mode 
shape matrix [(D FE]. In order to discriminate between the infinite possible bases, the 
independence and the conditioning of the bases were measured using their condition 
number. Because the smaller the condition number value the more independent and well 
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conditioned the base [78], the selection criterion consisted in choosing the base with the 
smallest condition number. 

The selection of the sensor locations by the minimisation of the condition number is 
obtained using an iterative algorithm articulated in two steps: 
" Selection of the first sensor position. Differently from the original version of the 

algorithm [100] that gives no indication for the selection of the first point, the author 
proposed to select the candidate location having the largest EVP value (3.24), in order 
to avoid the selection of a base characterised by low energy content. 

" Selection of the second sensor position. This task consists in the selection of the 
candidate sensor location that maximises the rank of the matrix [A]; and minimises its 
condition number, that is: 

lý 
F. 

lý' 
rr 

[Al 
__ 

{F2 {0 t2 

JN t JN WIN 

2i CN1 e [l, +co[ (3.27) 
min 

where F is the index of the first sensor selected, while the coefficients 4,,, ' and X,,. ' 

are the minimum and the maximum eigenvalue of the matrix [A]; T[A];. 

The selection of the rest of the sensor positions up to the requested M is obtained 
by adding to the matrix A; a new column and repeating the step 2 operations. 

3.6.5 Guyan reduction based method 

The objective of the Guyan reduction based method (GRM) [81-92] is to maximise the 
mass/stiffness ratios in order to select as sensor positions, the candidates having high 
inertia and low stiffness and so high vibrational energy. Therefore, the optimal sensor 
placements for this method are the M sensor locations that have the Maximum Ratios 
(MR) mass/stiffness as showed below: 

diaggM. D 
MRj = max ý' (3.28) 

M diagllK. D, 

3.7 Control theory approach 

The control theory approach deals with the applicability of robust observability 
criteria, developed for process monitoring tubular reactors for partial oxidation of 
Benzene to Maleic Anhydride [101]. 

These criteria are based on the observability concept, which defines the capability of 
discerning state variables using the output acquired. A problem related to this definition 
of observability is its binary nature: a system is simply observable or not. In the years, 
many researchers studied the problem [101-102] and defined measures of observability, 
allowing the comparison of different observable sensor configurations monitoring the 
same problem. Before starting the description of robust observability criteria, it is useful 
to give some insights into linear time invariant systems and the related control theory. 
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3.7.1 Linear Time invariant system from FE model 

A state-space representation of a Linear Time Invariant (LTI) system is described 
below [103]: 

{z(t)} = [A}{x(t)}+ [BJ{u(t)} tz to {x(to )} = {xo 1 (3.29) 

{y(t)} = [CJ{X(t)} (3.30) 

where the vector x, y and u are, respectively, the state variables, the measured output and 
the excitation vector, while the matrix [A], [B] and [C] are related to the structural 
matrices of the system FE model. These relationships can be evaluated by exploring the 
dynamic representation of the problem under investigation using the FEM approach as 
described below. 

Considering the equation of motion: 
[M]{d }+ [L]{ci}+ [K]{d }= {F} (3.31) 

where: 
" [M], [L] and [K] are respectively, the mass the damping and the stiffness matrices of 

the structure FE model. 
{d}, {d}and {d} 

are the displacement vector and its first and second time derivatives. 

" {F} is the excitation force vector. 
Then, assuming for example the presence of a hysteric damping, the damping matrix 

[L] can be rewritten as: 
[L] =a [K] (3.32) 

with a hysteric damping coefficient. 
And finally, assuming the displacements d as state variables xi and their time 

derivatives d as state variables x2, the dynamic problem described by eq. (3.31) can be 
written as a LTI system: 

{z} - 
(sc. }_- L[ ý K] 

{x, }+ [1 
{F} (3.33) {z2} IM] -ar-ii 

]{{x2 

} 

y- [I 
A xi (3.34) 1x2 

This equation system is built in the hypothesis that the outputs are only the 
displacements d. A further simplification may be obtained by assuming only one 
excitation point. This reduces the matrix B to one of its columns that corresponds to the 
degree of freedom excited. At the same time, the vector u(t) (the vector F) becomes a 
scalar. 

3.7.2 Robust observability criteria based method 

The robust observability criteria based methods [101-102] are founded on the control 
theory concept of observability [103]. From the control theory point of view, the HM 
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problem is an observability problem because deals with the identification of the design 
variables (that are function of the displacements x) through the dynamic response y(t) of 
the structure analysed. 

Because of the binary nature of the observability, there is need to find a way to 
measure this system property in order to compare two observable LTI systems describing 
the same phenomenon. 

To facilitate the explanation of the observability criteria genesis, a more deepen 
analysis of observable system properties is necessary. 

A complete solution of LTI system, as represented by the equations (3.29-30), is given 
by the following expressions [103]: 

f 

{y(t)} = [C]`Y(t, t0 ){xo }+ [C]'J'v(t, rX B]{u(t)}d (r) t2 to (3.35) 
to 

' (t-to)=eE"X`-`°) (3.36) 

where the function ̀Y(t-to) is called state-transition matrix. 
The observability concept concerns the estimation of the initial state xo of the LTI 

system with an excitation u(t) over the time range [to, t] by means of the output y(t). 
The control theory states [103] that an LTI system is completely observable on the 

time interval [to, t], if and only if, the columns of the matrix [C]`Y(t-to) are linearly 
independent over [to, t] or equivalently, its Grammian W (see eq. 3.37) is non-singular. 
This can be easily understood by equation (3.38), where the initial state xo is given as the 
product of the Grammian inverse and an integration term. Moreover, by this expression 
can be understood that the more is well conditioned the Grammian W the more the LTI 
system is observable [103]. In other words, it is possible to assume a measure of the 
Grammian non-singularity as degree of observability in order to compare different 
configurations of the same system. 

w(t"to)= 
rTT 

(t, to ICY[C}1'(t"to)dt (3.37) 
to 

xo =w-1(t, to)'i' T (t"toICYy(t)dt (3.38) 
to 

The estimation of the Grammian for the LTI system is performed by the solution of 
the Lyapunov equation (3.39) using a solver implemented in the commercial software 
MATLAB: 

[A YW +W [A] + [CY[C] =0 (3.39) 

A last consideration is on the physical interpretation of the Grammian coefficients. If 
the excitation force is supposed to be impulsive the solution y(t) of the LTI system is 

simplified to [C]W(t-to){xo}. Hence, the Grammian diagonal coefficient W;; can be 
interpreted as the energy content of a scaled signal (scaled because is missing the 
contribution of x0), while the off-diagonal elements W; j represent a degree of dependence 
between the two scaled signals acquired in the locations i and j. 

The criteria studied in this research were based on the following three principles: 
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" The maximisation of the Grammian matrix trace [101]. 
" The Grammian determinant maximisation (proposed by the author). 
" The minimisation of the condition number of the Grammian Matrix [102]. 

In the next sub-sections the observability criteria mentioned above are discussed. 

3.7.3 Grammian trace maximisation 

The Grammian trace maximisation method [101] is based on the maximisation of the 
observability Grammian trace to reduce the system state dimension (candidate sensor 
number) that for the physical interpretation of Grammians means maximising the energy 
measured by the sensor network. 

By analysing equation (3.29) and the energy explanation for the Grammian 
observability, it is possible to relate the Grammian diagonal terms, associated with the 
displacements, to the elastic energy of the structure, and those associated with the 
velocity, to the kinetic energy of the structure. 

Therefore, there are several possible ways to maximise the Grammian trace based on 
the maximisation of the elastic and/or the kinetic energy. Moreover, the interpretation of 
the off-diagonal coefficients could be used to maximise the energy content together with 
the orthogonality of the acquired signals. 

Hence, five different degrees of observability based on Grammian trace criteria were 
explored: 
" Elastic energy maximisation (Gml, developed by the author). This criterion consists 

in the maximisation of the Grammian trace part related to the displacements. The 
selection algorithm (3.40) picks up the M candidate sensor positions associated with 
the M largest values of the indicated diagonal part. 

max[diag(W (x1))] (3.40) 

where W(xi) represent the partition of the observability Grammian associated with the 
displacements xi. 

" Kinetic energy maximisation (Gm2) [101]. It is a specular approach of the previous 
one with the difference that, in this case, the Kinetic energy is maximised. 

" System energy maximisation (Gm3, developed by the author). This observability 
criterion is based on the maximisation of the system energy, in other words, the 
elastic plus the kinetic energy. This task was performed by adding the dimensionless 
contributions of the elastic (D EE) and the kinetic energy (D KE), and then, selecting 
the M candidate sensors having the largest energy contributions. The dimensionless 
coefficients were evaluated as follows: 

D EE - 
diag[W(x, )]-min(diag[W(x, )D 

(3.41) 
- max(diag[W(xl)D-min(diag W(x, )D 

, 

D- 
diag[W (x2 )] - min(diag[W (x2 )D 

(3.42) 
-` max(diag W(x2)D-min(diag[W(x2)D 
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" Independent elastic energy maximisation (Gm4, developed by the author). In this 
criterion the procedure followed was the same of the elastic energy maximisation with 
the only difference that the diagonal coefficients are weighted with the sum of the off- 
diagonal terms. In this way, by selecting the M largest weighted values (Wed;, see eq. 
3.43), the elastic energy maximisation and the independence of the measured signals 
should be guaranteed. 

WEd, . 
diag[[W (xý) 

(3.43) 

!. 1.1 

" Independent Kinetic energy maximisation (Gm5, developed by the author). It is 
identical to the previous selection technique, but the partition of the observability 
Grammian is W(x2). Therefore, the kinetic energy content is maximised together with 
the independence of the signals acquired. 

3.7.4 The Grammian determinant maximisation 

The Grammian determinant maximisation (GDM) criterion consists in the assumption 
of the Grammian determinant as a measure of the [C]`Y(t"to) columns independence. 

The selection of the optimal sensor locations using this criterion was carried out by an 
iterative algorithm, which unselects from the candidate sensor set, the location having the 
smallest contribution to the Grammian determinant. The elimination of the candidate 
sensor identified is performed by erasing the corresponding row and column in the 
stiffness and mass matrices. The algorithm converges when the sensor number is 
downsized to the established M. 

The contribution of each candidate sensor to the Grammian determinant is estimated 
as the sum of the projection of the Grammian rows on its eigenvector space (Y'), as 
showed by the below expression: 

CsC = (W`Y)2 (3.44) 

3.7.5 The Grammian condition number criterion 

The Grammian condition number criterion (GCN) [101] is based on the minimisation 
of the condition number of the Grammian matrix in the attempt to increase the system 
observability. 

The procedure consists in building a matrix with the minimum condition number, 
whose rows are selected between the rows of the Grammian matrix. 

The algorithm can be divided in three steps. The first step selects, as first row of the 
new matrix, a row corresponding to the candidate sensor having the largest energy 
content. This is identified as the first location chosen by the system energy maximisation 
(Gm3), trace criterion (§3.7.3). 

In the second step, the algorithm picks up a second row from the Grammian matrix 
that minimises the condition number (3.27-b) of the matrix Ai (3.45) constituted by the 
row selected in the first step and another one of the Grammian matrix. 
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T 
WFI ... W 

Af = (3.45) [WF, 

2xn ... WF, 
Zxn 

where F is the index of the first sensor selected and n is the number of the candidate 
sensor positions. 

The last step is the iteration of the second algorithm phase until the number of 
candidate sensor equals the established one M. 

3.8 Optimal data selection and optimal sensor placement investigation 

Since, there is no presence in literature of the possible influence of optimal data 
selection and OSP techniques on MU based damaged detection methods, extensive 
investigations on their influence were carried out. A first investigation, consisting in 
screening among the OSP methods examined, was carried out using a cantilever beam 
(appendix A) and comparing the results according to three criteria. The first criterion 
measured the capability of each OSP technique to capture target mode property shapes. 
The second criterion studied the effects of the damage locations on the optimal sensor 
placements selected by the different methodologies investigated. The last criterion 
analysed the reliability and efficiency of the information provided by the OSP techniques 
for damage detection on the cantilever beam using the GLDDO approach. 
- An application to a real structure is presented in appendix B, where the OSP problem 
was analysed on a bridge structure for the design of a GPS sensor network aimed at the 
extraction of modal properties from ambient vibration. Finally, the combined influence of 
the optimal data selection and the OSP techniques were studied on a plate-like structure 
(Appendix Q. 

3.9 Conclusion 

In this chapter, data selection methods relative to experimental data selection and OSP 
were explored. 

In particular, experimental acquisition issues, such as technologic, economic and 
practical limits, were pointed out as a source of concern for the DD/MU process, since 
these limits were curbing down the amount of information that could be retrieved by 
acquired data. Therefore, the need of a clever and accurate selection of data aimed at 
maximising the information content and the SNR of the acquired data. 

For this purpose, a procedure was developed and it was structured in three steps: the 
data type selection, the TMS selection and the OSP. 

The data type selection involves an accurate analysis of the structure and the definition 
of an investigation frequency range, in order to choose the data typology to acquire. As 
first task, MU/DD process designers should look after structure component accessibility, 
sensor features (e. g. sizes, power supply), sensor-structure interactions and etc..., in order 
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to evaluate the technologic, economic and practical restrictions that the data monitoring 
faces. Then, the investigation of monitoring conditions, like environmental noise, 
operative conditions and etc..., helps to further define the experimental factors that 
concur, together with the MU/DD targets, to the evaluation of the frequency range of 
investigation and, finally, to the actual data type selection. An example of such procedure 
was showed in Appendix B for a suspension bridge. 

Once, a data type is selected between modal properties and FRFs, the data type 
selection process is focused on the TMSS, which task is to select those TMS that best 
characterise the dynamic behaviour of the structures in the frequency range defined in the 
data type selection phase. The TMSS criteria investigated were based on the 
maximisation of motion (RSS), kinetic (MKE) and strain (MSE) energy of the TMS 
selected. A forth TMSS technique (MMF) was based on the observation that low 
frequency mode shapes are easier to excite, absorb the great part of the excitation energy 
(so their changes are easier to detect), and easier to extract than high frequency mode 
shapes. A comprehensive investigation of the TMSS influence on DD using the GLDDO 
approach, for plate-like structure, was reported in appendix C and discussed in chapter 6, 
where the MSE TMSS technique resulted the best, confirming its tendency (§3.3.4) to 
select high frequency mode shapes (at the top end of the frequency range of 
investigation) and their larger sensitivity to structure changes (damages) than low 
frequency modal properties. 

After the TMSS, the identification of the optimal locations for the network sensors is 
the final task for the maximisation of the acquired signal information content targeted to 
increase the sensitivity of the MU/DD process to structural features, such as damages, 
tiny particular of the structure geometry and etc... Three main classes of approaches were 
analysed (the statistic, the energetic and the control theory approach) and, in some cases, 
further developed by the author. Common ground of those approaches was the 
maximisation of a particular measure of the strength and the independence of sensor 
acquired signals. The most reliable measure seemed to be the Fisher Information Matrix 
determinant, according to investigation results reported in appendices A, B and C, and the 
relative discussion in chapter 6. 
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CHAPTER 4: EXPERIMENTAL MODAL 
DATA EXTRACTION 

4.1 Abstract 

In recent years, technologic advancements have contributed to increase the accuracy of 
measurements and reduce their associated costs. However, nonetheless the huge 
improvements, experimental data acquisition still deals with environmental noise (on the 
structure and sensors), electrical noise (from the equipment), technical problems (e. g. 
extraction of high frequency modal properties) and etc... These issues were target of a 
number of publications that too often are neglected in the development of Model 
Updating/Damage Detection (MU/DD) techniques. Instead, in this research a global view 
of MU processes was considered, bringing into light the strong dependence of these 
procedures on data selection and acquisition. The first, data selection, extensively 
analysed in the previous chapter, consisted in the selection of the data type to acquire and 
in the design of the acquisition sensor network. This process maximised the signal 
information content and their SNR. However, a further improvement is needed to extract 
meaningful dynamic data from experimental acquired data. 

In this chapter, numerical techniques were analysed and developed to extract modal 
properties from experimentally acquired data. Particular attention was devoted to 
numerical techniques capable of dealing with the presence of noise in the acquired signal. 

A particular effort was put on developing techniques able to extract modal properties 
from ambient excitation loads. 
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4.2 Noise in data acquisition 

Several ambient factors, such as temperature, humidity, wind, ground vibration and 
etc..., may introduce a certain level of uncertainty in the evaluation of the structural 
properties. This uncertainty can severely undermine the capability of a damage detection 
process to correctly identify defects or particular features of the structure. Moreover, the 
uncertainty in measuring FRFs and modal properties increases with the variability of 
ambient factors. An index widely used to measure the signal pollution derived by those 
factors is the Signal Noise Ratio (SNR): 

SNR = 20 log ÄS (4.1) 
N 

where As and AN are, respectively, the amplitude of the time signal and of the noise. 
It is clear from eq. (4.1) that the smaller SNR the larger the noise. 
In literature, there are many techniques aimed at reducing the noise effects on the 

measurements and, consequently, decreasing their negative influence on the DD/MU 
procedure. Here, only those related with FRFs and modal extraction were investigated. 
These techniques are mainly based on statistic evidences such as: 
1. The ambient noise has a random distribution and, therefore, its average on long time 

periods should be zero. 
2. The noise is uncorrelated with the structural dynamic response. 

These properties were exploited in different ways from different researchers. 
However, the two main ways are: 
a. To reduce the noise content in the signals through averaging. This is the only solution 

available for the FRFs (see §4.3). However, under a certain margin (e. g. structural 
integrity, exciter power limits and so on) an increase of the magnitude of the 
controlled excitation can reduce the effect of the noise. 

b. To assume ambient excitation as random load distribution with zero mean. In this 
case, a structure impulsive response can be extracted using statistical based methods 
(see §4.4. and followings). Moreover, this choice overrules the use of FRFs and can be 
the right solution for the modal extraction. 
These two approaches were analysed in the following paragraphs. 

43 Frequency Response Function experimental evaluation 

The Frequency Response Function (FRF) of a Multi-Degree of Freedom (MDoF) 
system (structure) fully defines its dynamic behaviour under external forces in the 
frequency space. The FRF for an MDoF system can be easily derived by the equation of 
motion for harmonic excitation: 

[M](d) +[L]{d}+[K]{d}={f}e`er` (4.2) 

where w identifies the excitation frequency. 
Assuming that the solution of the equation of motion (4.2) is: 

{d}e'w` (4.3) 
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Then, substituting eq. (4.3) into eq. (4.2) is obtained: 
([K]+itv[L]-w2[M]){d}e'°"={f}e`°" (4.4) 

{d} =([K]+ic [L]-tvg[M])-' {f} (4.5) 

Finally, extracting from eq. (4.4) the displacement vector {d} (eq. 4.5) is possible to 
define the FRF for displacements, named compliance, as follows: 

[H(w)]= 
{d} 

_([K]+iw[L]-w2[M]) (4.6) 
(f} 

The FRF for the velocity and the acceleration are called Mobility and Accelerance, 
respectively. 

According to eq. (4.6) the FRF measured in the DoF j exciting in the DoF k is given 
by the ratio between the spectrum of the displacement time-history acquired in j (Xj) and 
the spectrum of the excitation force (Fk), as showed below: 

HJk = :k (4.7) 
k 

Ideally, a compliance measure in line with eq. (4.7) involves exciting the structure 
with a measurable force, acquiring the dynamic response in time and, finally, computing 
the ratio between the response and the force spectra. In practice, there are a number of 
problems to cope with, such as: 
" Mechanical noise in the structures, including non-linear behaviour. 

" Electrical noise in the instrumentation. 
" Limited analysis resolution (related to the spectra evaluation [105]). 

In order to minimise the impact of these drawbacks on the FRF measures, a statistical 
approach is needed. There are two different approaches according to when the noise is 
reckoned to be either in the structure dynamic response measurements (output) or in the 
actuation (input). 

In the first case, the force time history is recorded by a force transducer directly 
connected at the point where the excitation is provided. Therefore, apart from an 
inevitable very low level electric noise in the instrumentation, the true actuation can be 
measured. 

External/internal dynamic process (machines, wind, footsteps, joints etc. ) may 
generate added vibration to the test object. Therefore, the response signal not only 
contains the response due to the measured excitation, but also the response due to the 
ambient vibration. These conditions define a typical measurement having noise in the 
measured output signal. 

The solution found to minimise the noise at the output is based on the principle of 
least squares that allows defining the best FRF estimator as [106]: 

H(w) =F (4.8) 

where F and F* are, respectively, the excitation force spectrum and its conjugate, while X 
identifies the structure response spectrum. 
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This estimator is called Hl and can be seen as the ratio between the response and the 
force cross spectrum (GFX) and the autospectrum of the force (Gyp) [105]: 

H, (o)_ 
EG 

X (4.9) 
FF 

The best estimator HI is capable of removing the random noise through the averaging 
process, eq. (4.9), and converging to the true FRF (H) with the increase of the number of 
averages. 

When actuator natural frequencies are among those excited, the actuator cannot drive 
the structure at its natural frequencies. In this case the SNR may drop significantly at 
those frequencies making the FRF meaningless. This situation describes one of the 
possible sources of noise in the input measures. Using once again the least square 
approach, the best estimator for such conditions is given by the ratio of the autospectra of 
the response Gxx and the force and response cross spectrum Gx [106]: 

HZ =G (4.10) 
w 

As for Hl, H2 converges to the true FRF with the increase of the number of averages. 
When the noise is present in both the input and the output, Hl and H2 generally form a 
confidence interval for the true FRF (H) [106]: 

Hl SHSH2 (4.11) 
In this situation, the selection of the most suitable FRF estimator depends on the FRF 

itself and its applications. For example, in presence of random excitation, H2 is the best 
estimator because cancels the noise at the input. For impact excitation both the estimators 
are equal at the resonances, while at the antiresonances Hl is the best, since the dominant 
problem is in the output. 

4.4 Experimental modal extraction 

Whenever structure environmental excitations cannot be neglected or excitation 
control is not possible, the characterization of structure dynamic behaviour is left to the 
acquisition of modal properties using environmental excitation. This is essential for HM 
of large civil structures such as bridges, offshore platforms and etc..., enabling the use of 
MU/DD techniques, as the GLDDO approach, otherwise useless. 

In literature, there is a large branch of modal extraction techniques that deals with 
ambient excitation. Common point in all approaches developed is the assumption that for 
structures under their natural working conditions, excitations cannot be measured. They 
are usually non-stationary and of complex nature. Examples are offshore structures 
subject to the turbulent action of the swell, which depends on wind and weather 
conditions; aircraft structures subject to strength, varying with flight conditions; bridges 
subject to wind, traffic, etc... 

For the techniques reviewed, the nature of the ambient excitation is assumed to be an 
unobserved white noise. This hypothesis was proved true by many experimental 
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applications provided on: pre-stressed concrete tower [107-109], steel transmitter mast 
[110], large concrete bridges [111-113] and on aircrafts [114]. 

Two main approaches are available in literature. The first procedure splits the modal 
extraction in two steps [107-109,113,115]: 
1. Computation of free-decay signals out of the ambient excited dynamic response. This 

task is carried out exploiting the properties of the white noise signals, which describes 
the ambient excitation. 

2. Modal properties extraction. This can be performed using any kind of modal 
extraction techniques able to work either with the free-decay signals or their spectra. 
A comprehensive survey of these methods can be found in [116]. 

The second approach extracts the modal properties in one step using different 
stochastic solutions that are listed below: 
" Reference-based stochastic subspace identification method [110]. Basically this 

methodology avoid the computation of the output (ambient structure response) 
covariance matrix through a cleverly designed projection of the row space of the 
future outputs into the row space of past reference outputs. 

" Matrix block Hankel stochastic realisation method [117]. This technique is based on 
the Hankel matrix of a state-space system, representing the structure under 
investigation. 

" Multivariate AR model [111]. The method is based on the equivalence between the 
correlation function matrix for the responses of a linear system subject to white noise 
input and the deterministic free-vibration response of the system. This assures a 
correct evaluation of the coefficient of the ARV model through the use of a least 
square approach. 
The main difference between the two main approaches lies on the fact that in many 

cases with the stochastic based methods some of the entities extracted may have no 
physical meaning, therefore, a post-processing interpretation of the output is necessary. 
Moreover, the modal properties are not sorted out in crescent order with the frequency. 
Therefore, it may be difficult to adjust the variables involved in order to end up with the 
number and the modal properties requested. Finally, since there is not any reference on 
the physical sense of the characteristic extracted, there is no way to understand if a 
natural frequency extracted is coupled with another that has not been yet computed. This 
is a big problem especially with high modal density structures (for example aeronautic 
structures), where coupled natural resonances are common. 

This lack of control on the output of the modal property extraction undermines the 
possibility of automating the health monitoring process. Moreover, a very expert user is 
needed to sort out the uncertainty of the data extracted. 

In order to avoid this drawback, the current research was focused on the two step 
approach, which can guarantee a better control on the output of the modal process, since 
the actual extraction is performed using conventional techniques [116]. 

The modal extraction procedure investigated in this work was organised in two parts: 
1. Ambient response pre-processing. For this task two techniques were analysed, the 

Random decrement techniques (RDT) and the Cross-Correlation Function based 
(CCF) technique. 
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2. Modal property extraction. This assignment was investigated through two different 
techniques, the Eigensystem Realisation Algorithm (ERA) and the Wavelet Based 
Modal Extraction (WBME) technique. The first was selected for its large noise 
withstanding capabilities (§4.6.1), while the second (§4.6.2) was considered for its 
capability of extracting a specific vibration mode and for its physically interpretable 
outputs. 

4.5 Ambient response pre-processing 

Ambient response pre-processing is based on the concept that the ambient responses 
are composed by two components: the structural and the random constituent. The 
structural component is a free-decay signal (Figure 4) containing all the resonance 
characteristics of the structure stimulated by the ambient excitation. The second 
component is characterised by a random distribution that is modelled as a white noise 
distribution [107-1 17]. 

Figure 4- Free-decay signal 

The separation procedure of the two components consists in stochastic algorithm 
based on the white noise properties. According to those properties [118] a random 
process f (t) is said to be white if it has zero mean (4.12) and the (auto-)correlation 
function (4.13) proportional to an impulse (Figure 5). 

tjf(t)dt 
mf(t)=E[f(t)]=Tim 

!=0 
(4.12) 

-T 

I +T 
Rif (z) = E[f(t)f(t + T)] = tim 

2T 
f 
.f 

(t). %(t + r)dt = 
No 

8(z) (4.13) 
T 

-T 

where 6 is the Dirac delta function [118]. 
The Fourier transformation of eq. (4.13) (see eq. 4.14, [118]) is constant at every 

frequency and is equal to the amplitude of the impulse (Dirac delta function, see third 
term eq. 4.13), termed spectral height. 

S, (w) = 
jR 

ff 
(z)e dr =f 

2° 
$(zý, '° = 

20 
(4.14) 1x 

x 

A constant spectrum throughout the frequency space is not realistic, since ambient 
excitation is associated with natural phenomena, which generally is quite limited and 
changes with the characteristics of structures (e. g. wind-structure interaction and 
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turbulence derived from) and their operative conditions (e. g. traffic for civil structures). 
However, the constant amplitude excitation at low frequencies can be considered true 
[118] and, therefore, the white-noise assumption correct. 
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Figure 5- White noise signal: (a) time history; (b) autocorrelation. 

Two methodologies exploiting the white noise properties were investigated, the 
Random decrement technique (RDT) and the Cross-Correlation Function based (CCF) 
technique. 

4.5.1 Random decrement technique 

The Random Decrement Technique (RDT) [107-109,115] is the most used 
methodology to separate the free-decay signal from the random component of the 
ambient response. 

The dynamic response of a structure under ambient excitation at the instant t+t� is 
given by the combination of three contributions [108,116]: 

" The step response due to the initial displacement at the time t=t,,. 

" The Impulse Response Function (IRF) caused by the initial velocity at the time to . 
" The random response due to the random excitation applied to the structure in the time 

interval [to, t+to]. 
The RDT procedure is divided in two steps, the ambient response segmenting and the 

averaging. 
The ambient response segmenting consists in extracting signal segments of constant 

time length [t, t+ T] from the ambient dynamic response of the structure s(t), every time 
that the triggering condition is satisfied (e. g. when the signal amplitude reaches a certain 
value xo as showed in Figure 6). For the full list of triggering condition refer to [ 108]. 

These segments are then averaged (averaging step, see Figure 7 and eq. 4.15), so as 
that the IRF and the random contribution are even out, leaving only a free-decay signal 
named randomdec signature. The IRF component of the signal is averaged out, since the 
initial velocity sign appears alternatively (Figure 7), while the random component is 
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assumed to have zero mean (white noise assumption). This hypothesis is valid [108,116] 
for long acquisition times. 
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Figure 6-Time segment selection. 
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Figure 7 -Time segment averaging [1161. 

(4.15) 

For multi-DoF systems, the same procedure is extended to each DoF. However, 
because the measurement at every DoF are synchronised, the ambient response 
segmenting has to be performed just for only one degree of freedom and, then, applied to 
all the remaining system DoFs. 
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4.5.2 Cross-Correlation Function based technique 

The second technique investigated to evaluate a system impulse function from 
measurements made on an ambient excited structure, is based on the cross-correlation 
function [113]. The Cross-Correlation Function (CCF) based technique evaluates the 
CCF between the ambient responses measured on the structure using one as reference. 
The output of the CCF is a free-decay signal having the same characteristics as a system 
impulse response function. A proof of such outcome is given below [113]. 

For an n DoFs damped system, the equations of motion in their matrix formulation 
appear as: 

[M]{ä}+ [L]{c'}+ [K]{d }=V (t)) (t)} (4.16) 

Assuming proportional damping for the system and, then, changing the coordinate 
system from the Cartesian to modal coordinates, eq. (4.16) becomes a set of uncoupled 
scalar equations with following form: 

4' +2; rwý9r +(w�y9p = 
m, ý'}T { f(t)} (4.17) 

where the superscript r denotes values associated with the rth mode, q represents the 
displacement in modal coordinates, q' is the mode shape vector, co,, is the natural 
frequency, and m is the modal mass. 

Applying the convolution integral using a general forcing function and zero initial 

condition, the solution of eq. (4.17) is obtained. Then, it is back-transformed into the 
original coordinates: 

{d}j{ r}T {f(r)}g' (t-r)d(r) (4.18) 

where g' (t) =m 
(-, 

e{msin(ivdt) the impulse response function associated with the 
d 

mode r, w is the rth damped natural frequency. 

Hence, the dynamic response for the DoF i due to the excitation f (t) in the location k 
according to eq. (4.18) is given by: 

d; k _ j: 
ArOr f fk (r)8r (t - r)d r (4.19) 

r=1 -40 

If f(=) is a Dirac delta function at r =0, eq. (4.19) becomes: 

k_ 
rr 

d e' ' sin(w't) (4.20) 
Illr(y r=1 d 

According to the cross-correlation function definition given in [118], the cross- 
correlation function Rink relative to two dynamic responses measured at locations i and j 

generated by a white noise random excitation in k is: 
R; Uk(T)=E{z; k(t+T) jk(t)} (4.21) 
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Taking into account eq. (4.20), the CCF (4.21) between two dynamic signals acquired 
respectively in i and j for a white noise excitation in k becomes: 

RUk =ZZ 9S 9Sk'O, 9S, ß ft jgr(t+T-Q)g''(t-r)E{fk(0)1k(r)}darr (4.22) 

Recalling that the auto-correlation function of white noise f(t) is impulsive (see eq. 
4.13) and, then, renaming the spectral height as ak and considering X=t-T, eq. (4.22) 
becomes: 

nn 1+T 

R! ik =ý, at6; r q$kcsi'csk f g'(A. +T)gs(2)d2 (4.23) 
r-I 3-1 -W 

From the gr definition and the trigonometric identity for the sine of a sum, eq. (4.23) is 
simplified out as: 

R;, (T) _ Grk 
[e"7 

cos(w; T)]+ Hak 
[e; T sin(w; T)] (4.24) 

r-I 

where 
rn OrOr0 oil +ao inr Güý 

_ 
air 

rkf, 
s sin(tvat 

s w') dt (4.25) 
H; k , _, m o., m ývd of cos(tvdA 

The last two equations (4.24) and (4.25) describe a decaying behaviour of the CCF R; jk 
as sum of decaying sinusoids having the characteristics of a system impulse response 
function. 

Therefore, the eigenvalues (natural frequencies) and eigenvectors (mode shapes) 
extracted by the CCFs coincide with those of the structures under environmental loads. 

4.6 Modal property extraction 

Comprehensive surveys on modal extraction methodologies can be found in [73,116]. 
Between the several existing techniques, the attention was focused on those methods 

that were prone to be automated, capable of withstanding large level of noise and 
screening between coupled natural frequencies. These characteristics seemed to identify a 
brand new technique, the Wavelet Based Modal Extraction (WBME) technique [109,112 
and 115], which recently is becoming very popular due to its singular analysis approach. 
For comparison reason together with this technique a second technique was investigated 
the Eigensystem Realisation Algorithm (ERA) [119-120]. The ERA is a well known 
technique and very reliable in presence of noise [120] and high modal density [121-122], 
and easy to automate. 

4.6.1 Eigensystem Realisation Algorithm 

The Eigensystem Realization algorithm [119-120] is an evolution of the Ho-Kalman 
approach [123] for time-domain (state-space) problems. This work introduced the 
concept of minimum realization, which allows the identification of a model with the 
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smallest state dimension that has the same input-output relations of the real system within 
a specified degree of accuracy. Moreover, it was showed that the minimum realization 
problem is equivalent to a problem described by a sequence of real matrices known as 
Markov parameters (impulse response functions). 

The ERA advantages lie in its capability of minimizing the distortion of the state- 
space parameters caused by noise. This is accomplished by introducing in the minimum- 
order realization identification, the Singular Value Decomposition (SVD) approach [78], 
which is widely recognized as being very effective and numerically stable in presence of 
noise. 

The ERA is based on a state-space representation of the equation of motion (4.16) as 
already described in section 3.7.1 by the following equations: 

{. i (t)} = [A]{x(t)}+ [B}{u(t)} tz to {x(to )} = {xo } (3.29) 
{y(t)} = [C]{x(t)} (3.30) 

The LTI matrices [A], [B] and [C] are function of the mass, damping and stiffness 
matrix as showed by the equation 3.33 and 3.34. 

The continuum solution of the equations above described was reported in section 3.6.2 
(equations 3.35 and 3.36). This can be easily converted in a discrete solution for a 
constant time sampling At as follows [124]: 

x(k + 1) = `Yx(k)+ Gu(k) G= [g,, g2,. «, gm ] 

y(k)=Cx(k) Cr =[c; , c2,..., cöj 

where 
0 `Y(t - to )= e["]°` is the state-transition matrix. 

er 

" G= j'PBd(r)=('Y-I)A-'B. 
0 

"x is a n-dimensional state vector. 
"u is a m-directional input or control vector. 

y is an p-dimensional output or measurement vector. 
"k is the sample indicator. 

(4.27) 

(4.28) 

The system described by the equations (4.27) and (4.28) admits two special solutions, 
known as Markov parameters. The first solution is for an impulsive excitation: 

y, F(k)= c jik_lg, _= {1,2,..., m} j= {1,2,..., p} k=(1,2,... ) (4.29a) 
that in matrix form becomes: 

Y(k) = CNY k-'G (4.29b) 

While the second solution for an initial state response, identified by the vector of the 
initial condition [x1(0), x2(0), ..., xm(0)], is: 

Y(k) = C`Y'O [x, (01 xs (01,..., xM (0)] (4.30) 

The ERA aim is to solve a realization problem consisting in the evaluation of the 
characteristics of a system in its state variable form (`Y, G, C), by using its output defined 
by the equations (4.29) and (4.30). 
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The first step toward the solution of the realization problem, mentioned above, is the 
construction of an rxs (r by s) block matrix H. (k-1) known as generalized Hankel 
matrix: 

Y(k) Y(k+t, ) """ Y(k+t, 
_, 

) 

Y(j, +k) Y(j, +k+t, ) """ Y(j, +k+t, _, 
) 

Hrs(k-1ý= (4.31) 

LYUri) Y(j, 
_1 +k+t, ) """ Y(jr_1 +k+ts_, ) 

where j; ={ 1,2,..., r-1) and t; ={ 1,2, ..., s-1) are arbitrary integers. 
Recalling eq. (4.29b) and the definition of observability and controllability matrices 

[103] the Hankel matrix for the state k, H,, (k), can be written as: 
C 

H., (k)= Y'k[G 
CTJI 

, J-l 

A"G ... A, -, G]=V, `YkW, (4.32) 

where the observability matrix Vr is a rp xn rectangular matrix, while the controllability 
matrix Ws is anx ms rectangular matrix. 

In order to proceed to the extraction of the matrices 'Y, G and C defining the system 
under investigation from the Hankel matrix is necessary evaluate a matrix H" satisfying 
the following relation: 

W, H"Y, = I. (4.33) 

The matrix H# is the pseudo-inverse of the matrix H, ß(0) as the following identities 
prove: 

H�(0)H0H, 
s(0)=V, W, H"V, W, =V, W, =H�(0) (4.34) 

The H,, (0) pseudo-inverse computation can be easily carried out by using the SVD 
theorem [78]. According to the SVD theorem, H,, (0) can be decomposed into three 
matrices (see eq. 4.35), P (rp x n) and Q (ms x n), which are orthogonal matrices [78] 
and a diagonal matrix D with positive elements [dl, d2, ..., d4. 

H� (0) = PDQT (4.35) 

Equation (4.32) for k=O gives eq. (4.35) as showed below: 
H., (0) = PdQT = V, W, (4.36) 

Pre-multiplying eq. (4.36) for PdT and then solving it for QT yields: 
TW, _ 

(Pd Pd)-' Pd V, W, =QT (4.37) 

The matrix T is non singular because there is a matrix U: 

U= WQ(QTQ FI = WQ (4.38) 

such that TU=I by eq. (4.37). Therefore, if TU=I also UT=I and, finally, by eq. (4.37): 

UT = W, Q(Pa Pd )-1 Pa V, = In (4.39) 
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By comparing eq. (4.33) to eq. (4.39) results that the pseudo-inverse of 11, x(0) is equal 
to: 

H" = Q(PP Pd y' Pd = Q(DPT PD)-' DPr _ QD_lPr = QPa (4.40) 

Finally, the Markov parameter Y(k+1) can be derived from the equations (4.31) and 
(4.32) as follows: 

Y(k + 1) = EP H� (k)E_ (4.41) 

where EpT={Ip, Op, ..., Op} (p x pr) and Em =(Im, Om, ..., Om) (m x ms) with I and 0 
respectively identity and null matrices of order p or m. 

To finish, rearranging equation (4.41) according to eq. (4.32), (4.33) and (4.40), the 
Markov parameters can be estimated as: 

Y(k + 1) = E, PDY [D-yPT Hry (1)QD-y ]DyQT E., (4.42) 

Then comparing eq. (4.42) and eq. (4.29b), the matrices Y', G and C can be estimated 
as: 

T= D'yPT H,, (1)QD'y (4.43) 

G= D)QT Em (4.44) 

C= Ep PDy (4.45) 

Once, the matrices, Y', G and C, are evaluated, the realization problem is solved. The 
only remaining task is the computation of the modal properties (circular frequency w,, 
modal damping ýt and mode shape A. ), which are related to the eigenvectors (E) and 
eigenvalues (µ) of the state-transition matrix `P [124-125] according to the following 
expressions: 

z 

At 
ýlnVi/1; )j 

+4 cos-' (4.46) 
2 fýrfýr 

z (4.47) r- 

ýIn 
Wr. u ; )lr +4 cos-' fir + k` 

2 fý, kr 

(D_ {01 
1021 ..., O }C- (4.48) 

In brief the modal extraction process using the ERA algorithm consists in the 
following steps: 
1. Construction of the Hankel matrices for k={0,1) according to equation (4.31) using 

the free-decaying dynamic responses of the structure. 
2. Singular Value Decomposition of the H,, (0) (SxS). This operation provides n singular 

values if n (<S) is the rank of H, ß(0). Unfortunately, because of the noise presence in 
the real data, the SVD generally can give up to S singular values. Hence, in order to 
reduce the effect of the noise an empirical threshold x is settled to discard those 
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singular values smaller than it. The x value is based on information about the 
acquisition error, the noise level, previous experiences on the same structure or 
environment and etc... 

3. Evaluation of the sub-matrices of P, D and Q derived at the step 2. If n singular 
values result larger than x, only the restriction of the matrices P, D, and Q relative to 
these n singular values are used for the computation of the realization problem. This 
approach reduces the noise impact on the system identification. 

4. Evaluation of the system matrices: 'P, G and C. This task is carried out using 
equations (4.43-4.45). 

5. Estimation of the system modal properties out of the system realization (the matrices 
`I', G and C) using equations (4.46-4.48). 

4.6.2 Wavelet Based Modal Extraction method 

The Wavelet Based Modal Extraction (WBME) method is a new technique that 
exploits the capability of wavelets to decompose a signal in the time-frequency space 
[126]. More information about the wavelet properties and their behaviour in decomposing 
a time-signal in the time frequency field are given in chapter 6. 

In this chapter only the wavelet properties that are utilized for modal extraction are 
analysed. At the aim to have an organic understanding of the wavelet characteristics 
employed for the modal extraction, this section was divided in 3 subsections: 
1. Wavelet governing relationships. 
2. Wavelet resolution. 
3. Wavelet system identification algorithm. 

4.6.2.1 Wavelet governing relationships 

The wavelet transform is a linear decomposition of an arbitrary signal s(r) on basis 
functions that are simply dilations and translations of the parent wavelet g(r) through the 
convolution function [115]: 

W(a, t)= (T)g'I Tat 

Idr (4.49) 

where a is the dilation parameter and t is the translation parameter. 
Equation (4.49) appears in the frequency space as: 

00 
W(ait)- ý- 

f S(Wºý(J" e-Jo's (4.50) 

where S and G are the Fourier transform of s(r) and g(r). 
According to equations (4.49-4.50), time-frequency localisation is possible using 

wavelets since parent wavelet acts as window functions. The wavelet coefficients, W(a, 
t), represent a measure of the similitude between the dilated/shifted parent wavelet and 
the signal at that time t and scale (frequency) a. According to this interpretation is simple 
to draw the following conclusions [127]: 
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" The resolution along the time axis increases with the frequency (decrease of the 
dilation parameter, eq. 4.49). 

" Along the frequency axis, the resolution is inversely proportional to the dilation 
parameter a. 

These two observations describe the multi-resolution property of the wavelet 
transform (Figure 8). 

V) 

limo 

Figure 8- CANT Resolution. 

The relation between the dilation coefficient and a (pseudo) frequency is given by 
[128]: 

(4.51) F, = 
aAt 

where F, is the central frequency of the parent wavelet. 
Nonetheless, the countless number of existing parent wavelets used for the most 

various applications, when it comes to system identification [109,112,115 and 129] only 
one kind of wavelet is used, the complex Morlet wavelet, through the Continuous 
Wavelet Transform (CWT). 

The reasons for this choice can be found in the analogies between the Morlet wavelets 
and the Fourier transforms expressed by the following equation [115]: 

g(t)=e 2 (cos(wot)+isin(w t)) (4.52) 

Mainly, the Morlet wavelets are a Gaussian-windowed Fourier transform (Figure 9), 
with a central frequency fo=wo/2n. 

By maximising eq. (4.52) in the frequency domain (eq. 4.54, [115]) a unique relation 
between the dilation parameter a and the frequencyf is obtained [115]: 

f=a (4.53) 

. 
ýo 

G(af) = 2; c e-2x'(,, f -f. Y (4.54) 

The wavelet coefficients evaluated by a CWT of a time signal are generally analysed 
in terms of their square modulus iW(a, tj2, termed scalogram [115], and are plotted in the 

time-frequency space as shown in Figure 10. In the scalogram, the coefficients achieve 
their maximum value at the instantaneous frequency (Figure 10), corresponding to the 
dominant frequency in the signal analysed at each instant in time. The instantaneous 
frequencies varying in the time build up the ridges (Figure 10), whose coefficients define 
the skeleton. The skeleton has a real and imaginary part, which represents the signal and 
its Hilbert transform at the ridge frequency. 
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Figure 9- Morlet Wavelet. 

At each time instant of the phenomenon analysed an instantaneous spectrum can be 
estimated as a slice of the scalogram at a given time (Figure 10). 
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Figure 10 -Wavelet scalogram properties. 
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The time and frequency resolution are essential for correct system identifications. 
Moreover, according to Figure 8 the resolution for the CWT changes with the frequency 
and the time. 

These characteristics and many more are discussed in the following section. 

4.6.2.2 Wavelet resolution 

In this section together with the time frequency resolution also the end effects in the 
CWT were discussed. 

The time-frequency resolution is critical for effective and reliable system 
identifications. A major concern in a modal extraction analysis is the frequency 
resolution, since this allows discriminating between two close modal resonances. For the 
Morlet wavelet, the frequency resolution df, evaluated as the root mean square of the 
frequency bandwidth at the frequency f, is given by [ 115] (for more information see 
chapter 6): 

_ 
1, 

2yr, [2 f, 
(4.55) 

The equation (4.55) proves that the frequency resolution decreases for high 
frequencies, see Figure 8. Moreover, the resolutions can be carefully adjusted by 

choosing the central frequencyfo. 

By simple calculation, it can be seen that in the range If 4f,, f+ 461 only the 68% of the 
frequency Gaussian window area defined by the equation (4.54) is accounted for (Figure 
11). This can be a problem when the goal is to separate two near resonances, since the 
two frequency windows defined by the Morlet wavelet overlap, making almost 
impossible their separation, see Figure 12 for a=1. 

f 

f 2Af 
f+41 

f 
f-41 
f-24f 

Figure 11 - Time and frequency resolution. 
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Observing eq. (4.55), a possible way to solve this problem is modulating the Morlet 
central frequency accordingly with the 46,2 necessary for the modal separation. 
Therefore, the Morlet frequency Gaussian window shrinks around the Morlet central 
frequencyfo, so as a larger percentage of its area is not anymore overlapped, see Figure 
12 for a=2. Hence, accordingly equation (4.55), the minimum central frequency fo 
necessary to separate two very close frequencies f and f2 is given by: 

f f; 

J f =2a C 
2 ýý 

2 

(4.56) 
V, - f) 

where a defines the amount of overlap between two adjacent Morlet frequency Gaussian 
windows (Figure 12). As Figure 12 shows with a=1 the overlap area is about the 40% of 
Morlet frequency Gaussian windows, while for a=2 the overlap areas is reduced to about 
the 25%. Typically, it is sufficient to assign a=2 although for very close modal 
resonances the best choice is a=3 with just the 5% of overlap. 

If on the frequency side of the time-frequency representation given by the CWT, the 
main concern is the modal separation, a major issue for the time side is the effect of the 
time-signal ends on the CWT. These are interpreted as discontinuities in the signal and, 
therefore, source of local maxima deployed paralleling to the frequency axis (Figure 13). 

This phenomenon can be easily understood by observing Figure 11 on the time side. 
This presents the modulus of the Morlet wavelet (a time Gaussian window, see Figure 9) 
centred at the instant t. This means for t=0 and nearby, the time Gaussian window is 
extended into a region where there are no data, leading to erroneous wavelet coefficients 
(Figure 14). 

The extension of the region that is affected by the end effects is function of the time 
resolution, which can be evaluated as root mean square of the time bandwidth as for the 
frequency resolution: 

At fo 
lvf2- 

(4.57) 

As expected the time resolution is function of the frequency, precisely inversely 
proportional, as equation (4.57) and Figure 8 show. 
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Similarly to the frequency field, the time resolution At, refers to only the 68% of the 
Monet time Gaussian window (Figure 11), which means that in reality the length of the 
Monet time window is much larger and, therefore, the region concerned to the end effects 
is also much larger. 
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Figure 13 - End Effects 
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ti 

Figure 14 - End effects' region 

A proof of the real extension of the end effects region is obtained by plotting the 
instantaneous spectra of a harmonic signal with a length T for several time instants tj in 
intervals defined as follows: 

ß0t1 <_ti <-T-ß0t1 (4.58) 

The results of such investigations are showed in Figure 15 for ß={ 1,2, 
..., 6}. It is 

clear that for ß>3 there is not any appreciable change for frequencies larger than 100 Hz. 
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Figure 15 - Effects of the signal ends on the instantaneous spectra on a CWT of a 250 Hz sinusoid. 

Therefore, a solution to the end effects can be obtained by padding the time signal at 
its ends and carrying out the CWT on the padded signal (Figure 16). The signal padding 
is obtained by reflecting a portion of the signal about its beginning and end [115]. 
However, the author observed that if the signal portions taken are added at the signal ends 
more carefully (e. g. the sign changed, see Figure 17), the discontinuities in the new signal 
due to the padding (see red circles in Figure 16) vanish (see red circles in Figure 17). 
Consequently, the wavelet coefficients relative to the signal ends are not conditioned by 
those discontinuities. 

Finally, the length of the padding is ßit (with ß>3), where At is the largest time 
resolution in the frequency range of interest. This corresponds to the resolution evaluated 

3 

100 200 300 400 500 
f[kzI 
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for the smallest frequency of interest, since the time resolution At, decreases with the 
frequency f, -. 

4.6.2.3 Wavelet system identification algorithm 

The wavelet system identification algorithm is based on the CWT of the free-decay 

signal evaluated using either one of the techniques above discussed for ambient excited 
structures or measuring it using an impulsive excitation. The free-decay signal 6N(T) Call 
be considered as a superposition of the contributions of' the P mode shapes in the 
frequency range under investigation (see eq. 4.59), and its continuous wavelet transform 
in the frequency domain is described in eq. (4.60). 

BF. e 4A "a r cos(w, u T+ OP. 
k=' (4.59) 

W(a 1)= va B eý"G'(a 1 ýfm, ulIc, ýl 
(4.60) 

where: 

" Bk is the amplitude of the k" mode shape contribution to the free-decay 6N(T). 

" (Ph initial phase of the kth mode shape contribution. 
The circular undamped frequency (Onk is related to the damped w, according to the 

following expression: 

,g nk. 

where 4k is the modal damping of the kt' structural mode. 

(4.61) 

Therefore, performing a CWT using as parent wavelet the complex Morlet wavelet 
and selecting the right central frequency f� and the signal padding as showed in the 
previous section, the k'h' modal frequency will appear, in the scalogram, as a ridge parallel 
to the time axis (see Figure 10 and Figure 18). 

>. u c d 
ýi 

k. 

Time 

Figure 18 - Modal properties in the scalogram. 

By analysing the skeleton (4.62) amplitude and phase components, it is possible to 
extract the modal characteristics of the vibration mode at which the skeleton corresponds. 

W (4.62) 

80 



In fact, by observing the skeleton amplitude, it is clear that the modal damping of the 
vibration mode investigated can be evaluated by simply computing its natural logarithm, 
as the following equation: 

1nIW(at, tj =-ýkw,, kt+1n 2k 
BkIG*(akc), * 

1) 

(4.63) 
Equation (4.63) describes a line of slope -kwg in the time space t, which means that, 

in the hypothesis of lightly damped structures 4<< and COd = wn (damped structure 
resonates at the damped natural frequency (0d), the damping of the kt` mode is given by: 

d(1nIW(ak, tý) 
dt 

IFk (4.64) 
On the other hand, the skeleton phase allows the estimation of the damped natural 

frequency as from the following expression. 
Arg(W (ak 

, t)) =O0t+ 9ok 
d (Arg(d (ak 

, t))) 

(4.65) 
Finally, using the skeleton in its complex form is possible to estimate the shapes of the 
modal property. In fact, the jt` component (j' sensor) of the 0 modal property 

referred to the rth sensor (w; j) is derived as follows: 

(k )j 
=W 

(a'p't) 
(4.66) 

W, (ak, t) 

However, when real data are used, ( )ý is not constant throughout the time length of 
the free-decay and, therefore, the real mode shapes is different from that evaluated. In 
order to minimize the error between those two, a best estimate of the kt` mode shape 
according to the least mean square approach can be evaluated as follows [112]: 

Sk (4.67) 

q, (tr, ak)q. (tr, ak) 

r_ r=t 
rkl 

[qr (tr, 
ak /J2 

r=1 

q/(tt, ak)P, 
(tt, 

ak/ 

s_ t=ý 
[q, (ti, 

ak)]2 

t=1 

(4.68) 

where c (t;, ak)=Re[O(t;, ak)], pk(t;, ak)=Im[NO(t;, ak)] and n is the number of time samples 
used. 

4.7 Experimental modal data extraction application 

Extraction of modal properties in operative conditions is a very complicated task. A 
solution to this problem is offered by statistic based methodologies that extracts, from 
ambient excited structure responses, structure free decays enabling modal property 
extraction. This approach was used for the extraction of the modal properties of the 
Nottingham suspension bridge using a network of GPS sensors designed by the author. 
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The procedure and the results of this investigation are reported in appendix B and 
discussed in chapter 6. 

4.8 Conclusions 

In this chapter numerical techniques able to extract meaningful dynamic data from 
experimental acquired data were investigated. In particular, careful attention was devoted 
to numerical techniques capable of dealing with the presence of noise in the acquired 
signal. The analysed techniques assume the noise as a randomly distributed time function 
with zero mean. 

For the estimate of FRFs in noisy environments, a practicable solution was offered by 
a least square approach exploiting the zero mean property of the noise model (§4.3). 

When dealing with large scale structures only ambient vibration can be used to extract 
modal data. The noise in the ambient response can be eliminated by separating the free- 
decay structural response from the random constituent (§4.5). Two techniques (RDT and 
CCF) were analysed. Once the structure free-decays are evaluated, the extraction of the 
structure modal properties can be carried out by using two approaches: the ERA and the 
wavelet based method. The ERA is a very established realization technique, which was 
designed to be capable of extracting modal properties in presence of noise using the SVD 
algorithm. Although, this technique is very efficient with polluted data, is affected by the 
same drawbacks of other realization/statistic based technique, such as the impossibility to 
extract a determined mode shape or every mode shape in a determined frequency range, 
the necessity of a post processing for the eigen-properties evaluated and etc... 

A solution at these issues is offered by the wavelet based extraction technique, which 
works in the time-frequency space and is capable of identifying real mode shapes, and 
separate coupled modal properties by simply changing the central frequency of the 
Morlet wavelet. Moreover, this approach offers the possibility of extracting only the 
mode shapes of choice in a desired frequency range. This huge operative flexibility 
makes the wavelet based approach particularly suitable for modal updating aimed to 
damage detection based on modal extraction. Both techniques were used to extract modal 
properties from a suspension bridge (§B. 5), proving their reliability and efficiency as 
observed in §6.3.2. 
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CHAPTER 5: DIRECT APPROACH - AN 
ANALYTICAL APPROACH FOR PLATE 

STRUCTURAL DAMAGE IDENTIFICATION: 
FREQUENCY RESPONSE FUNCTION BASED 

5.1 Abstract 

A clear limit of MU technique lies in the FE model, which is a discrete representation 
of a structure and, therefore, unable to fully reproduce its dynamic behaviour. However, 
the FEM discrete representation most of the time is suitable to reproduce the structure 
dynamic behaviour in the limit of an accuracy level within a certain frequency range. On 
the other hand, in certain cases, where the frequency range requested is very large, the 
complexity of the FEM and its dimensions (e. g. number of elements, nodes and etc... ) 
make MU almost impracticable, because of huge computational times and memory 
consumption. A solution to this problem is available for structures whose behaviour can 
be described by analytical functions. In order to exploit these advantages, a Direct 
Approach based on analytical representation of plate-like structures was developed. 

The idea of such approach was derived by a similar methodology applied on beam 
structures [130,131]. Therefore, all along this chapter, references and comparisons with 
the analogue approach, above mentioned, were added. The methodology was developed 
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for plate-like structures, but is liable to be extended to any kind of structures that can be 
represented by an analytic function. 

5.2 Direct approach 

A practicable alternative to FE models, for plate-like structures, is offered by 
analytical functions capable of providing continuous dynamic responses of the excited 
structures. Therefore, issues such as structure discritization, dimensions of FE model, 
time and memory consumption, and very skilled user, can be solved by the adoption of an 
analytical representation of the structure. Unfortunately, very few structures can be 
represented by an analytical function, such as beams and plate-like structures. In order to 
show the potentiality of a similar approach for damage detection purposes, a damage 
detection technique for plate like structure based on their analytical functions was 
investigated. This methodology was modelled on a similar technique developed for, 
beams [130]. The methodology was based on the Classical Plate Theory (CPT- §5.3), 
which was modified to take into account the damage presence (§5.4) by introducing a 
damage influence matrix (§5.5). This matrix was used for the construction of a linear 
algebraic equation system in the frequency space (§5.6), which unknowns are the 
severities of flaws dislocated in different areas of the structure. Then, the algebraic 
system can be solved by using one of the three methods proposed (§5.6). 

5.3 Dynamics of an undamaged plate 

For a comprehensive understanding of the direct approach, the analysis of the 
analytical representation of a plate, according to the Classical Plate Theory (CPT) [132], 
is necessary. The CPT is based on the following assumptions: 
" Small deformations (« h). 
" The mid plate plane is a neutral surface (no membrane forces are induced on it, when 

the plate is deformed). 
" Straight material lines orthogonal to the neutral surface remain straight and normal to, 

in the deformed state. 
" Three dimensional linearly elastic medium, with Young coefficient E, Poisson ratio v 

and density p. 
Therefore, considering a plate as pictured in Figure 19, its dynamic behaviour is 

defined by the following equation: 
phiv+02(D02w)= p(x, y, t) (5.1) 

where: 

V4 _X+2 aza2 + 
a4 
4 (5.2) 

yy 
"p is the excitation force orthogonal to the plane. 
"D is the plate flexural rigidity: 
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121-v2 
(5.3) 

Then, assuming the plate flexural rigidity constant all over the plate, eq. (5.1) 
becomes: 

ph-; v + DV 4w = p(x, y, r) 
za= 

(5.4) 

=-c- ----. - 
'. 0.3m 

-"-"-"-"-"-"ý h=1.5mm 

Figure 19-Plate schematisation. 

Supposing that the plate is simply supported all along its edges as described by the 
boundary conditions of eq. (5.5), its 0 mode shape Wi is expressed by equation (5.6). 

W1 (x, 0)=M», (x, 0)=0 

W'(x, a) M(x, b) 0 
(5.5) 

W'(O, Y)=MXX(O, Y)=0 
W'(a, Y) =M'(a, Y) =0 

5.6) W`(x, Y)=A. sinI 
)sin( 

( 

where m and n ={I, 2,3, ... } indicate the dome number respectively along a and b 
(Figure 19), while A. is a constant evaluated as follows: 

A°" 
ah 

(5.7) 

The natural pulses (circular frequencies) S2; of the plate are calculated by the equation 
(5.8). 

(D)ift si (b Ir 2] 
(5.8) =_ 

ä(b (5.8) 
P 

where the correspondence between the integers i, m and n is established by ordering the 
natural frequencies in increasing way 5215 02:: 5 f13 S ... 
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Finally, the plate forced vibration response can be derived as superposition of N 
vibration modes: 

N 

w =l wm(x, y)q (t) (5.9) 
M-1 

with qm(t) generalised coordinate of the dynamic response in the modal space. 
Substituting equation (5.9) in the plate dynamic equation (5.4), for the free vibration 

case (p O), 
. 
the eigenvalue problem equation (5.10) can be derived. The eigenvector 

solutions W' satisfy the orthogonality properties illustrated by equations (5.11-5.12). 
DV4Wm_phfmWm=0 m={1,2,3,..., N} (5.10) 

f phWmW"d4 =S. � 
(5.11) 

A 

JDv4(W'"frndA=028m� (5.12) 
mA 

where 5. is the Kronecker delta symbol that for m=n is equal to 1 and nil for min. 
At the aim to evaluate the generalised coordinate qm(t), the derivation order of eq. 

(5.12) is reduced by applying twice the Green's theorem: 

I j02gdA+ 
a8 

+ 
a8 al 

_ cf f dis (5.13) 
do AA äx & äy C" Y) C 

where: 
"C is the intersection curve between the neutral plane and the plate cylindrical surface. 
"n is the outwards normal of C laying on the plane xy. 
"A is the plane region enclosed in C termed the plate area. 

Obtaining so, a second order derivation equation as follows: 

D 
a2Wm a2Wn+2a2Wm a2Wn+o2Wm a2WM 

=C12S 5.14 
A 

ý2 ax2 ax ay &ay aY2 aYZ m mit 

Applying the orthogonality properties (5.11,5.14) to the plate dynamic equation (5.4), 
after having substituted the equation (5.9) in, and then rearranging, a second order 
differential ordinary equation system (5.15), in the independent variable t of the modal 
coordinate qm, is obtained. 

q. +52,2�q, ß = pm(t) m= {1,2, «., N} (5.15) 

where pm is the mt' modal component of the excitation force p(x, y, t) as represented 
below: 

Pm(t)= JP(x, y, t)wmdA (5.16) 
A 

Supposing to excite the plate using a harmonic force concentrated in the plate point 
Fo={xFO, yF0) and expressing the excitation force as in eq. (5.17), the solution of the 
modal system is illustrated by eq. (5.18) 

pm(t)= JPos(F-FO) 160 Wm =Wm(F'o)Poe1. (5.17) 
A 
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where Po is the excitation force amplitude and w its (circular) frequency. In this case, 8 is 
the delta of Dirac, whose integral, extended to the plate surface, yields I if F=Fo 
otherwise is zero. 

4m(t)= 
7 mý 

W 
poeb04 (5.18) 

m 

5.4 Dynamic equation for a damaged plate 

In order to obtain an equation that describes the dynamic behaviour of a damaged 
plate, it is necessary to assume damages as perturbations of the three-dimensional 
homogenous medium (as supposed by the CPT, §5.3) on the plate. These were introduced 
as variations of the plate flexural rigidity D, considered uniform through the plate 
thickness h, described by the function 0: 

0= Dd(x, y) (5.19) 

where d is a function, which values are included in the interval [0,1]. 
Hence, recalling eq. (5.1), the plate dynamic general equation for a damaged plate can 

be expressed as: 
phii)+DV4w-V2(OV2w)= p(x, y, t) (5.20) 

The solution could be obtained as a linear combination of the undamaged vibration 
modes Wm weighted by the damaged modal coordinates qm: 

N 

w(x, y, t)=zw'"4. (t) (5.21) 

With the purpose of deriving a modal equation system for the plate dynamic general 
equation (5.20), the equation (5.2) is replaced in it, and then, recalling the orthogonality 
properties of the mode shapes (5.11,5.14) and rearranging, the following second order 
differential ordinary equation system, in the damaged modal components, is obtained: 

q, + C12 - ý, 
nn9n = P. (t) m= {1,2,..., N} (5.22) 

n=1 

where: 
A,,,,, =D JV2[d(x, y)V2W"]W"d4=DIM (5.23) 

A 

Equation (5.23) defines the plate Damage Influence Matrix (DIM) [130], whose off- 
diagonal terms quantify the importance of the damage in terms of the induced coupling 
between two different mode shapes. Because of this property, these coefficients were 
named Damage-Induced Modal Coupling (DIMC) coefficients. While the diagonal 
elements of the DIM quantify the importance of the damage induced on the relative 
vibration mode. In [131], the DIMC were supposed negligible, making the DIM diagonal. 
Although, this hypothesis simplified the nature of the problem investigated and also 
introduced a critical approximation, which might harm the accuracy of the DA. 

The circular frequencies of the damaged plate can be estimated solving the eigenvalue 
problem: 
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detl(f2m - 
11m k, 

- 
2mn 1=0 

(5.24) 

In the hypothesis that the damaged induced variations are small, it is possible to 
consider the solution of system (5.22) as a perturbation of the intact plate solution, as in 
eq. (5.25). 

9m(t)=9, ß(t)+Aq 
(t) (5.25) 

Therefore, by the small perturbation hypothesis, the equation system (5.22) turns in: 
NN 

&im +rjmEgm 2mnAgn 
= 

1: A.,, gn m= 
{1,2, 

«., 
N} (5.26) 

n=1 n=1 

admitting as solution: 

_LO2km! _2m/112mn 

m 

wOJ 
Poer" (5.27) 

M-1 1=I m 

A further simplification, due to the small perturbation assumption, was obtained 
considering the third term of eq. (5.26) negligible. Hence, the solution becomes: 

egm(1)=ýjý2 _ný2 
2n 

W(FO) 

Poe" (5.28) 
^mn 

Resuming, taking into account equations (5.18,5.25 and 5.28), the small-perturbed 
solution of the damaged plate dynamic equation is: 

"I V 
W(x, Y, 0 vW m(x, y Z(Fo)+ýýA. W2 (X' z) W ̂ (Fo) 

Poe'" (5.29) 
m: l 

ým _ m: l n-1 
cm _(ý ý^ _CÜ 

In the next paragraph, the types of damages introduced in the plate as well as the 
evaluation of the DIM are discussed. 

5.5 Plate damage introduction and damage influence matrix evaluation 

As previously mentioned, the damage was considered as a perturbation added to the 
uniformly distributed plate properties. This disturbance was represented by the function 
O (5.19) that appears in the solution through the DI matrix (5.29). 

The choice of perturbing the plate flexural rigidity D revealed to be a better solution 
than the perturbation of the elastic modulus E [131], bringing to a simpler formulation of 
the DIM. 

The function d (see eq. 5.19) was considered as a two dimensional Heviside's function 
(5.30) with a constant magnitude d over a limited rectangular surface A of the plate, 
built it around the point FD=(xD, yD) with a half extension x along x and y along y 
(Figure 20). 

dif Fc; 
d (x, y) _ 0if FýCÄ 

(5.31) 

This assumption determined the simplification of the damage induced matrix 
expression to: 
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A,,,, =D 
j04(W-)W"dA d ak. (5.32) 
A 

2 y-a.. y 

YD 

X 

Figure 20-Two-dimensional Heviside's function. 

Hence, the DIM for multi site damages is given by: 

tD jV 4 (W m )W RcU d, -tk, '�d, (5.31) 
J-1 A J. 1 

with L number of damaged locations. 
Both equations (5.31-5.32) can be simplified by using eq. (5.14), which makes 

possible the evaluation of the DIM by only derivatives of second order, instead of the 
fourth. This simplification determines not only run-time savings, but also an 
enhancement of the accuracy in the DIM computation. 

In next section, using the above representation of the DI matrix, an algebraic system, 
in the unknown dd , 

is built to identify damage in terms of its location and severity. 

5.6 Damage detection technique 

The previous paragraph showed as the DIM can be evaluated by a linear superposition 
of single damage contributions. This property was used to assess damage magnitudes and 
locations by changes in the distribution of the plate flexural rigidity D. The starting point 
of the detection process was the partitioning of the plate in L areas liable to be damaged. 
In this perspective the dynamic response of the plate is governed by the equation (5.33) 
derived from equations (5.29,5.32). 

WR( Foý 
ý poem (5.33) w(F, t)- 

N 2: N'm(F 
2 

'm(Fo)+ý JNk W m(F) 
22 

m=1 
ým - J=1 m=1 n=1 

ým 
-0) ýý W 

where the dj values identify the damage severity of the j`h area. 
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The above equation can be simplified in an algebraic one using the FRF (receptance) 
of the signal described in equation (5.33), see below equation: 

AýFýý)_ýN'm(ýzý)N'mýFo+ý km^W mýFý 
^ 
�W 

n(F'o) 
dý (5.34) 

M. 1 m -Wf=1 m=1 n-1 m 
,L-ýn -2 

The receptance or the inertance (FRF for the acceleration) can be measured easily 
experimentally without any further elaboration as for the vibration modes of the structure. 

Providing the FRF measures in several locations and at different frequencies, and then, 
supposing that the vibration modes of the undamaged plate are available (measured 
before the damage occurrence), it is possible to write a linear system having as unknowns 
the flexural rigidities of the plate areas prone to be damaged, as described below: 

[xyJ{ä, }= {Y, } j={1,2, """, L} (5.35) 

where: 
W�`(F) T W�(F0, ) 

" X# =l2 Z 
kf�� 

22m, n={1,2, """, N} (5.36) 
S2, 

� - rv S2, 
� - ývr 

"Y= A(F �) - 2: W» (F, )W m (For) 
(5.37) 

m. 4 
n, 

� -o12 

" F;, Fo; and w; are, respectively, the sensor, the exciter and excitation frequency 
relative to the i`h row of the system (5.35). 

Thus, a simple damage detection technique that needs only the inversion of an 
algebraic system is built. For its evaluation, the following experimental data are required: 
1. The natural frequencies of the undamaged structure. 
2. The mode shapes of the undamaged structure. 
3. The FRFs of the damaged structure. 

Differently from many other techniques, this does not need the acquisition of damaged 
modal characteristics that is surely an advantage. Anyway, a drawback is due to the 
spatial resolution of the vibration modes, which is requested for the evaluation of the DI 
matrix. 

Another problem is the correct selection of the system rows and its influence on the 
reliability and efficiency of the methodology developed. This aspect of the damage 
detection was investigated in next section. 

5.6.1 System Evaluation 

In contrast with the analogue approach present in literature [131], the author proposed 
some solutions for the selection of sensor and exciter locations, together with some solver 
aimed at enhancing the quality of the detection and reducing the negative effects of the 
noise. 

The evaluation of the structural changes from experimental data, as in the previous 
chapters was highlighted, is affected by many factors such as: 
1. The selection of the sensor locations. 
2. The selection of the exciter positions. 
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3. The excitation frequency choice. 
However, other factors dependent on the detection algorithm characteristics need to be 

considered, such as the efficiency of the inversion of the algebraic equation system and 
the numerical method used to solve it. 

All the points above listed are strongly connected each other and are not easy to 
separate. The first three are due to numerical-physical factors relying on the need to 
maximise the information collected by experimental tests on the structural changes. 

This maximisation of the information content is mainly obtained by an opportune 
selection of the sensors and exciters locations, of the target mode shapes, and of the 
frequency range. 

A full range of solutions on the selection of the sensor positions, as well as, the 
methodologies for a correct selection of the target mode shapes were explored in chapter 
3. The possible excitation locations can be assumed coincident with the sensor locations. 
In this way, all the target mode shapes are surely excited, since the sensor location 
selected will not be on their nodal line. Moreover, the frequency range to analyse can be 
included in the frequency interval between the smallest and the largest target mode shape 
frequency. The number of sensors can be fixed to be the minimum number of locations 
able to identify univocally all the target mode shapes considered. This means that the 
sensors number is equal to the target mode shape number. 

As far as it concerns the numerical-mathematical aspect of algebraic systems, the main 
requirement involves the uniqueness of the solution. Which according to the Rouche- 
Capelli theorem [133] needs the equality of the ranks of the coefficient matrix [Xij] and 
of the complete matrix [Xc] (5.38) to the number of the unknowns L. 

[X. ]=[ [Xu]{Y} ] (5.38) 

The efficiency of the numeric inversion of the equation system relies on the coefficient 
matrix conditioning. In other words, if the coefficient matrix [Xij] is hill conditioned 
(high condition number) the results are inevitably affected and not reliable. 

Three solutions were identified in the attempt to solve this problem: 
" Use of regularization methodologies that solve the hill conditioned system. 
" Build a coefficient matrix well conditioned. 
" Limit the number of operations connected with the matrix inversion, for example 

working with diagonal matrices. 
Hence, three different ways to solve the algebraic system (5.35) were considered: 

1. The construction of an Over-Determined System (ODS) and estimate of its solution 
by a Least Square Optimisation algorithm (LSO, §2.8.1), which provides a correction 
of the matrix conditioning through the PCG method. 

2. The construction of a Determined System (DS) by selecting L rows from the ODS 
that minimise the DS coefficient matrix condition number. 

3. The solution of the ODS defined at point 1 using a Singular Value Decomposition 
solver (SVD, §2.8.1). 
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5.6.2 Over-determined system 

For Over-Determined System (ODS) is meant a system having the number of 
equations larger than the number of unknowns. Therefore, a surplus of information 
regarding the system (structure) is available and can be used to increase the noise 
withstanding of the solution together with the efficiency and reliability of the detection 
method. In the studied case, an ODS is obtained by simply using a combined number of 
excitation frequencies, sensors and actuation locations that is larger than the number of 
unknowns (possible damaged locations L). Hence, the solution is computed using a least 
square optimisation algorithm (§2.8.1). 

5.6.3 Determined system 

A Determined System (DS) is a system of equations, which number is equal to their 
unknown number. Once excitation frequencies, sensors and actuation locations are 
selected a number of DS can be selected, therefore, an iterative algorithm was devised to 
select the rows of the DS by maximising its information content, reliability, and noise 
withstanding. The rows selected were picked up by the over-determined system described 
in the previous section following the procedure explained below: 
1. Selection of the first row. This task is critical because can lead to the selection of a set 

of rows that correspond to an exciter-sensor-frequency set characterised by a low 
energy content and probably with a low sensitivity to structural changes. In order to 
avoid this problem, the first row has to be characterised by an exciter-sensor- 
frequency set with the largest energy content possible. This was obtained by selecting 
the row having as: 
" Exciter, the location with the largest Eigenvector Vector Product value (§3.6.1) 

evaluated between the OSP chosen locations. This selection guarantees that any 
mode shape within the frequency range of interest receives the largest vibration 
energy rate possible. 

" Sensor, the position with the largest Driving Point Residue value (§3.6.2) among 
those selected by the OSP method except for the one identified as excitation 
location. This ensures that the energy content of the acquired signal is the largest 
between the locations investigated. 

" Frequency, the one corresponding to the largest FRF amplitude acquired using the 
exciter and sensor above defined. 

2. Selection of the second row: this is selected as the one that maximises the rank of the 
matrix A; and minimises its condition number, that is: 

XFI X11 T 

Al = 
F2 

X12 

condition number, _ 

ýmex 

(5.39) X 
. in 

xF, Ä, N 
where F is the index of the first row selected, while the coefficients Xa; i and XnM; are 
the minimum and the maximum eigenvalue of the matrix A; TA;. 
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3. The selection of the rest of the system's rows, up to the requested L, is obtained 
adding to the matrix Ai a new column and repeating step 2 operations. 

Once that the coefficient matrix is calculated, the system can be solved inverting the 
coefficient matrix as follows: 

1"J)=[Xu11{Y} (5.40) 

A further and more reliable solution might be estimated using the LSO algorithm, 
especially in presence of noisy FRFs. 

5.6.4 Singular Value Decomposition 

The application of Singular Value Decomposition (SVD) to solve the linear algebraic 
equation system (5.35) reduces the computational time of the ODS (§5.6.2) and increase 
its robustness from a numerical point of view. 

As explained in section 2.7.1, the SVD method is based on a well-known theorem 
[130]. Therefore, recalling eq. (2.53) and changing the sensitivity matrix with the 
coefficient matrix [Xij] evaluated as described in (§5.6.2), is obtained: 

[X J= [PID][Q]r = [P Pz 
Ö' 

S 
Qr 

r 
(5.41) 

z2 
where the matrices P1, Si and Q1T are L by L matrices (L number of the unknowns). 

Then, substituting eq. (5.41) inside eq. (5.35), the algebraic system assumes the 
following aspect: 

T_i 

ýP' PZ 
U, Ss Qi r"ý 1 {Y } (5.42) 

Finally, solving the equation above for {d, }: 

{i }= Q, SI-'Pýr {Yr } (5.43) 

where Si 1 is a diagonal matrix, whose coefficients are the inverse of the principal 
diagonal coefficients of Si. 

Once again, a more efficient solution of eq. (5.42) system might be obtained using the 
LSO algorithm, which should provide a more robust convergence in presence of noisy 
FRFs. 

5.7 Direct approach application 

A numerical validation of the direct approach using polluted data according to a zero 
mean gaussian distribution was carried out on a plate like structure identical to that used 
for the numerical validation of the GLDDO approach (appendix D). The results were 
discussed in §6.8 and compared in terms of accuracy and reliability of detection with the 
results of an analogous technique present in literature. 
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5.8 Conclusion 

In this chapter, a damage detection technique, the Direct Approach, based on an 
analytical representation of the structure under investigation (plate-like structures) was 
analysed. The DA consisted in the solution of an algebraic equation system, built using 
natural frequency and mode shapes of the undamaged structure and FRFs of the damaged 
structure, and exploiting the Classical Plate Theory (CPT). 

The use of an analytical representation of the structural behaviour is source for two 
concerns. First, the extension of the DA to a more complex structure relies on the 
existence of an analytical solution of its dynamic behaviour. 

Second, even if an analytical solution for a complex structure exists, a technical 
problem is due to the acquisition of the undamaged vibration mode with a very large 
spatial resolution (needed to evaluate the DIM matrix) that is really time expensive and 
surely strongly affected by experimental noise and numerical error due to their extraction. 
However, once the undamaged vibration modes are extracted no more modal acquisitions 
are required, because the damaged structural changes are evaluated using the FRFs that 
do no need any further particular elaboration. This compared to many other damage 
detection methods, present in literature, is a clear advantage (see chapter 1 and 2), 
although many of them (e. g. GLDDO approach) do not need the same accuracy. 

The methodology developed is without any doubt almost identical to that developed 
by Lee and Shin [131], both were derived by the same paper of the same authors, applied 
on a beam [130], and both the works used the CPT. However, differences can be 
identified. In the current study, the plate flexural rigidity was decreased to simulate the 
damage presence, instead of the Young modulus as in [131]. 

Moreover, in the evaluation of the DIM matrix, the damage-induced coupling between 
modal coordinates was not considered negligible as in [131]. This decision was based on 
the assumption that the damage introduced into the plate would have altered the 
orthogonality of the undamaged mode shapes and determined non zero non diagonal 
coefficients in the DIM matrix, as confirmed later by numerical simulations (appendix 
D). This assumption brought to the definition of an equation system that was not diagonal 
as that built by Lee and Shin [131], and needing so to be inverted. However, this 
disadvantage was compensated by a major precision in the localisation and the severity 
quantification of the damage as highlighted by comparing the results of the author's DA 
and the SDIM [131] (§6.8). 
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CHAPTER 6: MODEL UPDATING DAMAGE 
DETECTION RESULT DISCUSSION 

6.1 Abstract 

In the recent years, an increasing interest on damage detection technology is driving 
the research community into the development of new non destructive techniques. As 
mentioned in chapter 1, a number of approach were considered, among these two 
methodologies (MU, and wave propagation) seemed responding to the requirements set 
up by the author for an efficient reliable and economically affordable HM device (§1.6). 
The first was comprehensively investigated and further developed in chapters 2-5, 
appeared to be very reliable and quite affordable for large civil structures. In this chapter, 
the MU based damage detection methodology (the Global-Local Damage Detection 
Optimised - GLDDO - approach), developed by the author, was investigated. Since, an 
efficient and reliable Damage Detection (DD) technique cannot be independent from the 
data selection (chapter 3) and the data acquisition (chapter 4), an organic study, on the 
effects of these issues on damage detection, was carried out using three different 
structures, a cantilever beam, a suspension bridge and a plate-like structure. The first task 
performed dealt with the selection of the optimal design for a sensor network. This was 
carried out comparing the Optimal Sensor Placement (OSP) techniques, analysed in 
chapter 3, in terms of the their ability to capture the vibration mode shape, to maximise 
the acquired energy and signal information content (§6.2-6.4). 
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Second task was the analysis of DD investigations performed using the GLDDO 
approach on a plate-like structure. At this aim three single-site damages and a multi-site 
damage, randomly picked, were introduced on the structure and, then, identified in terms 
of location and severity of the defects (§6.5). The analysis outcomes showed, the 
capability of the methodology developed to detect damage characteristics correctly and 
better than other similar methodologies present in literature (§6.6-6.7). 

Finally, a Direct Approach (DA - see chapter 5) exploiting an analytical 
representation of a plate-like structure, was explored (§6.8). The results showed that the 
methodology developed was clearly a quasi-real time (30-120 sec) and better performing 
than a similar methodology present in literature. However, the unavailability of analytical 
representations of real structures makes of the DA approach just an academic 
investigation, especially if, compared to the GLDDO approach, which design makes real 
applications not unthinkable in a near future. 

The full details of the structures and the analysis performed are in appendix A, B, C 
and D. 

6.2 Cantilever beam 

The importance of Optimal Sensor Placement (OSP) has being highlighted in chapter 
3, where several methodologies were presented. In order to size down the number of OSP 
techniques, a first investigation on their capabilities was carried out using three terms of 
comparison (Appendix A). 

The first criterion estimated the Mean Square Error (MSE) between the undamaged 
FE model and cubic spline interpolated mode shapes. The second comparison criterion 
explored the effects of damage locations on the optimal sensor placements. The last 
criterion explored the ability of OSP techniques to design a sensor network capable of 
supplying sufficient information, on structural changes due to damage, to detect the 
location and the severity of the defect. This analysis was carried out by introducing three 
damages on a cantilever beam and detecting their presence, location and severity using 
the GLDDO approach fitted with the COMAC_MAC residue function (§2.7). 

Although, these three comparison principles are very different, a certain convergence 
of results was remarked. First of all, the MSE comparison criterion (Figure 21) was in 
good agreement with the Damage Detection (DD) results (Table 5-Table 7). In fact, by 
cross-checking the two criterion results, it is clear that the OSP techniques having the 
smallest mean square error values, mostly coincided with those OSP techniques that 
scored the best damage detection performances. Examples are EFI and KE methods for 
the Fisher Information matrix methods, the NODP method for the variance based 
techniques and the Gm2 for the control theory based methods. In contrast, the EVP 
method performed far better than the fellow class method (NODP), nonetheless its MSE 
was two size units larger. 
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Statistic Sub-Class Fisher /nj Mat Methods Variance based A fethod s 
OSP 

Method EFI EFI-DPR KEM PtA AIL1' l'rA1 Grl Gr2 
Techniques 

_ Next Next Next Next Next Next Afaeru- 
Localised Element Element YES Element Element Element NO section 

(10) (10) 1(1 (1()) (10) (El. // 
ä Severity % 5.22 2.94 187 3.5 3.5 3.5 1.65 1.05 

o'n Error % 47.8 70.6 61.3 65 65 65 83.5 89.5 

Localised YES YES YES YES YES YES YES YES 

Severity % 4.95 4.76 4.42 3.25 3.25 3.25 5.5 4.25 

Error % 50.5 52.4 55.8 67.5 675 67.5 45 57.5 

E Localised YES No YES NO NO NO NO NO 

5, Severity % 5.79 0.96 8.75 0.4 0.4 0.4 0.35 0.3 

Error % 42.1 90.4 12.5 96 96 96 96.5 97 

Table 5- Statistic OSP techniques: damage detection results. 

Energetic OSP Method EVP DPR NODP CNM GRM 
Methods 

Next Next Next Macro- Next Macro- 
Localised Element Element section section NO 

10 10 (El. 11) El. 11 
Severity % 1.21 3.52 0.81 1.39 1.42 

Error % 87.9 64.8 91.9 86.1 85.8 
Next element Previous ' Localised YES YES 64 Element 62 

Yh s 
e 

r~, y' Severity % 5.21 3.25 4.25 3.9 5.65 
Error % 47.9 67.5 57.5 61 43.5 
Localised YES NO YES NO NO 

Severity % 4.49 0.4 5.5 1.65 4.12 
Error % 55.1 96 45 83.5 58.8 

Table 6- Energetic OSP techniques: damage detection results. 

CTB OSP Sub-Class Grammion Trace Matrix Methods 
GDM GCN 

Techniq ues Method Gml Gm2 Gm3 Gm4 GmS 
Next Next Macro- Previous 

Localised Element YES Element NO YES section Element 
(10) 10 El. 7 (8) 

Severity % 4.72 4.56 4.72 1.62 5.99 0.8 2.42 

Error % 52.8 54.4 52.8 83.8 40.1 92 75.8 

o'o Next Next 
Localised YES YES YES Element Element YES YES 

(64) (64) 
Severity % 4.22 4.41 4.22 4.95 4.75 1.78 1.56 

£ Error % 57.8 55.9 57.8 50.5 52.5 82.2 84.4 
p 

o Localised NO NO NO NO NO NO NO 

Severity % 1.04 0.41 1.04 0.7 1.74 0.72 1.23 
Error % 89.6 95.9 89.6 93 82.6 92.8 87.7 

Table 7- Control Theory Based OSP techniques: damage detection results. 
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Figure 21 - OPS techniques: MSE comparison criterion 

A further incongruence with the behaviour highlighted is given by the Gr2 technique, 
which had a MSE value three times smaller than PCA, MIS and Vr method, but had far 
worse damage detection performances. 

A further crosschecking, involving the second comparison criterion, highlighted that 
those OSP techniques, having small MSE values as well as small changes due to damage 
location and severity variations, provided the best damage detections (see appendix 
section A. 3), see for EFI and KEM in Figure 22. 

(a) (b) 

Figure 22 - Damage location effect on OSP: (a) KEM; (b) EFI. 

Furthermore, the concentration of the sensor locations on the free edge of the 
cantilever beam (Figure 24), as designed by PCA, MIS, VrM and DPR methods, was 
capable of supplying sufficient information for the correct detection of damages placed in 
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elements 9 and 63 (Figure 23), while failed, unexpectedly, to identity the damage 
introduced in element 90 (Table 5-Table 7). 

Damaged configurations considered 

El. 90 
3 

2 
El. 63 

EI. 9 
1'   

0 0 01 0.2 0.3 0.4 05 0.6 07 0.8 09 1 
Damage location 

Figure 23 -- Damaged configuration investigated. 

s 

Figure 24 - Damage location effect on OSP: PCA method. 

Based on the convergence between the results of the selected comparison criteria the 
use of the EFI and KEM as selecting criteria of the best optimal sensor set for damage 
detection purposes seems more appropriate. 

Of course, there is not a perfect rule for the selection of the best set of sensor 
locations, in literature, many comparison criteria have been used, such as the MAC error 
[104] (MAC_ERR, eq. 3.47), the condition number [54] (COND_N, eq. 3.48), the Fisher 
Information matrix determinant [93,104] (FIM_DET, eq. (3.49) and the sum of DPR 
coefficients [54] (DPR_SUM, eq. 3.50). 
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SUM = DPR(FI oSP 
D! (6.4) 

r=i 

where [(D] ([MxN]) is the FEM target mode shape matrix reduced to only the DoFs 
selected by the OSP techniques. 

These criteria have been compared for the OSP methods here investigated, see Table 
8, where the lower yellow index indicated the best four OSP methods according to the 
column criterion. 

In literature, the MAC_ERR and FIM DET criterion were used to compare the 
performances of the EFI and the Guyan reduction (GRM) method [104] (6-18 sensors, 6 
target mode shapes) for a cantilever beam and a plate-like structure. The results showed 
similar performances of the two techniques, in contrast with the results here obtained 
were the EFI is far better than GRM. 

A second comparison documented dealt with a clamped disk [54], where the EFI-DPR 
resulted better than the EFI according to the COND N and the DPR_SUM criterion. 
Once again, the results here reported (Table 8) did not confirm the literature outcomes 
and highlighted diverging conclusions. In fact, the COND_N condition confirmed the 
superior performances of the EFI compared to those of the EFI-DPR, in contrast with the 
conclusion that may be drawn by the analysis of the DPR_SUM values. 

Concluding, these discrepancies with the literature results do not have a great meaning 
because the structures, the target mode shapes and the sensor number and many other tiny 
particulars were different. 

Therefore, the only possible conclusion is that the best OSP technique depends on the 
structure, the target mode shapes selected, the type of sensors to use and etc... 

As far as it concerns this research the group of OSP techniques that were used in 
further investigations were selected on the base of their DD results. Hence, the EFI, the 
KEM, the EVP, the EFI-DPR and the Gm2 techniques were selected. 

A last remark has to be made on the selection of the number of sensors. Taking into 
account that in literature, there is no mention about it, for this investigation the number 
was fixed based on linear algebra considerations of the independence of the data 
acquired. For example, if 10 (number of target mode shapes selected, see §A. 2) are the 
mode shapes to acquire at the aim to have 10 vectors linear independent, the number of 
sensors must be at least 10. 

In the attempt to find a better solution at this problem and to check on the efficiency of 
the solution proposed, the values of the 5 comparison criteria investigated in Table 8 after 
having been normalised with respect to the number of sensors selected were plotted 
against it. 

Unfortunately, by this comparison only three OSP techniques showed behaviours 
different from a monotonic crescent with the sensor number and only for the MAC ERR 
criterion. Two (the EFI and the KE method) showed an identical conduct (see KEM plot 
in Figure 25), identifying a set of 19 sensors as the best solution up to 80 sensors. 
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MSE MAC ERR COND N FIM_1) ET DPR_SIUM 
EFI '0.01 . 14.49 12.01E+01 12 25E-17 040 

EFI-DPR 0.79 24.16 1.23E+10 0.00E+(X) () 91 
REM 20.02 22.40 2228E+01 21.10E-17 0 37 
PCA 41.83 47.13 1.57E+1 1 0.00E+00 11 13 
MIS 41.83 47.13 1.57E+11 0.00E+00 11 13 
VrM 41.83 47.13 1.57E+1 I 0.00E+00 11 13 
Grl 467.27 30.51 1.71E+09 0.00E+00 000 
Gr2 30.02 10.46 32.99E+01 31.19E-18 0 35 
EVP 0.91 25.99 6.59E+08 0.00E+00 0 64 
DPR 41.83 47.13 1.57E+11 0.00E+00 1 113 

NODP 40.03 18.73 44.49E+03 1.47E-26 0 46 
CNM 0.10 13.13 1.34E+04 41.33E-23 0 54 
GRM 0.09 36.85 2.39E+09 0.00E 4 00 40.93 
Gm I 0.05 40.43 1.40E+09 0.00E+00 0.85 
Gm2 0.04 36.95 2.75E+09 0.00E+00 091 
Gm3 0.05 40.43 1.40E+09 0.00E+00 0.85 
Gm4 0.06 47.88 6.31E+10 0.00E+00 0.17 
Gm5 0.11 33.84 1.50E+08 0.00E+00 0.67 
GDM 19.38 39.55 3.29E+10 0.00E+00 21.08 
GCN 21.42 29.21 6.68E+09 0.00E+00 30 97 

Table 8- OSP techniques: literature's comparison criteria. 

o. + 

oa 

90 

Figure 25 - KEM MAC_ERR plot. Figure 26 - CNM MAC_ERR plot. 

However, the chosen sensor number (10 sensors) had better information content for 

each sensor than a network of 60 sensors. This finding confirms the robustness of the 
number selection criterion used (Figure 25). 

The third OSP technique that showed a non-monotonic crescent performance with the 
increase of the sensor number was the CNM, which identified a network of 10 sensors as 
the best set up to 80 sensors (Figure 26). 

These plots may be of help in the selection of the optimal sensor number. 
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6.3 Suspension Bridge 

As mentioned before, the structure typology may affect the efficiency and the 
reliability of an OSP technique to design a sensor network capable of retaining sufficient 
information for a damage detection investigation. In order to verify this issue, a complex 
structure, as a suspension bridge, was used as a further test case for an OSP enquire, 
which results were experimentally verified by extracting the bridge mode shapes. 

This investigation was part of a broader research project [180-181] aimed at 
undertaking the research required to set up a basic remote health monitoring system, 
using GPS sensors placed on an operational bridge (the Nottingham Wilford Bridge), 
linked to a new finite element/optimisation based health assessment software. 

The research was structured in three tasks. In the first task carried out by Cranfield 
University, all the data on the bridge structure and geometry were analysed and used to 
build a bridge FE model, in order to design the best sensor network using OSP 
techniques. The second phase required the placement of the GPS sensors in the locations 
indicated by Cranfield and the acquisition of the data necessary (Nottingham University) 
for the extraction of the bridge modal properties (third task - Cranfield University). 

6.3.1 OSP investigation 

Considered the complexity of the structure and the considerable computational effort 
necessary for the evaluation of each OSP technique investigated in the previous section, 
only the OSP methods resulted to be the most suitable for damage detection purposes 
were considered (§6.2). 

The investigation was divided into phases. The first phase consisted in the analysis of 
GPS sensor characteristics and logistic problems for their placements, which resulted in 
the decision to place the sensors on the bridge handrails (§B. 3). 

In the second investigation step, the actual OSP investigation was carried out using the 
bridge FE model mode shapes to feed the OSP techniques. However, The Gm2 OSP 
technique (selected among the 5 to be investigated, see §6.2) could not be employed, 
since the resolution of the Lyapunov equation (3.39) determined a memory error call in 
MATLAB due to the large number of DoFs of the bridge FE model. Therefore, another 
OSP technique was considered, the Variance Method (VrM, §3.5.6), developed by the 
author from the Most Informative Subset (MIS, §3.5.5) technique, which was also 
considered for comparison. 

Differently from the application of the VrM method employed on the cantilever beam 
investigation, which used a selection algorithm analogous to that used by the EVP and 
other traditional energetic based techniques, in this investigation the VrM algorithm 
placed the sensors on the locations of local maxima of the function Vr (see eq. 3.22) 
sorted in decreasing order (§3.5.6). A further, OSP technique investigated was NODP, 
which in the first OSP investigation, performed on a cantilever beam, had the second best 
performance between the energetic OSP approaches, after the EVP method. 

Therefore, for the OSP investigation task, seven different optimal sensor placement 
techniques were analysed, three based on the maximisation of the Fisher information 
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matrix (EFI, EFI-DPR and KEM), two on statistics (MIS and VrM) and two on the 
energetic approach (EVP and NODP). 

FEM mode shape displacements were taken as "measured" data set and two 
comparison criteria were employed. The f irst criterion was based on the mean square 
error between the FE model and the cubic spline interpolated mode shapes. The second 
criterion measured the information content of each sensor location to investigate the 
strength of the acquired signals and their ability to withstand the noise pollution keeping 
intact the information content relative to the structure properties. 

The comparison criteria results (appendix B) showed a better performance of the EFI 
based techniques compared to the KEM, VrM and energetic approach based methods. 
More specifically, the Effective Independence Driving-Point Residue (EFI-DPR) method 
designed the best sensor network for the identification of low frequency vibration 
characteristics of the studied bridge, because of its small MSE, large signal strength and 
its capability of respecting the bridge symmetry (§B. 4). 

The OSP technique developed by the author resulted very close to the EFI-DPR 
technique, in terms of the capability to capture the vibration mode shape and in terms of 
signal strength. However, the VrM presented a unique characteristic in the world of the 
OSP techniques, which is the indication of the Optimal Number of Sensors (ONS). This 
characteristic was not exploited since the ONS resulted larger than the number of GPS 
sensors available. However, the author is confident on the efficiency and the reliability of 
this new feature (ONS) introduced by the VrM, for future applications. 

6.3.2 Modal Extraction 

The last phase of the project consisted in the application of the modal extraction 
methodologies investigated in chapter 4 to test the capabilities of the real-time kinematic 
(RTK) global positioning network system (GPS) to measure the low frequency modal 
properties of a medium span suspension bridge. In particular, the identification of modal 
parameters, including natural frequencies, damping coefficients and mode shapes of a 
suspension bridge using ambient excitation loads, was carried out. 

A real-time kinematic global positioning system (GPS) has been developed and 
installed on the Nottingham Wilford Bridge for on-line monitoring of bridge deck 
movements according to the OSP results obtained in the first phase of the project. 
Displacements responses of this structural system were fed to wavelet transforms to 
identify its dynamic characteristics. The modal properties were extracted using a two-step 
methodology. In the first step, the random decrement method was used to transform 
random signals in free vibration responses. Finally, the Eigensystem Realization 
Algorithm (ERA) and wavelet based techniques were used to extract natural frequencies 
and to determine the first bending mode shapes of the structure. This work showed the 
potential of using GPS sensors to monitor and measure the vibration properties of a 
medium span suspension bridge in a low frequency range. 

As shown in appendix B paragraph B. 5, only the first global frequency mode was 
extracted from the data collected. No other modes were extracted. This was expected to 
depend on in-service loads (i. e. wind, people passing on the bridge), incapable of exciting 
other vibration modes, on the low frequency resolution of the GPS used (<10Hz), and on 
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the failure in meeting the requirement of in-service loads randomly distributed with zero 
mean. 

The comparison between the experimental data and the FE model showed that the first 
natural frequency was computed with an error of 20% (Table 9). This difference is 
justified by the fact that many uncertainty and unknown variables were present when 
building the FE model. In particular, accurate material properties (aging effect) and 
section geometry of beams placed under the wood deck of the bridge were not available. 
However, it must be pointed out that the main objectives of building the FE model was to 
provide indications on the optimal sensor location and maximum frequency that could be 
measured with the GPS, which were successfully met. 

Moreover, this experimental extraction confirmed the capability of the wavelet 
approach to extract structure mode shapes with reliability and efficiency comparable to 
that of the ERA. Moreover, the separation between noise derived and actual mode shapes 
becomes easier with the wavelet based approach, which allows the user to select the 
mode shape to extract according to physic based rules (§4.6.2). So a less expert user is 
required with respect to the ERA method. As matter of the fact, the ERA sorted out the 
actual first bridge mode shape as its 7`h, requiring to the user to avert the mathematical 
mode shapes from the real modes. This was carried out by comparing the shapes of the 
FE mode shapes with those extracted by the ERA. Instead, for the wavelet based 
technique (Figure 27), only one mode complied with the requested feature (§4.6.2) in the 
frequency range inspected (1-5 Hz). This vibration mode was described in Figure 27 by a 
red line parallel to the time axis in the time-frequency space, evaluated using a wavelet 
transform of a free-decay signal derived by a GPS acquired time signal employing the 
Random Decrement Technique (R-DT, §B. 5.2). The remaining lines parallel to the time 
axis (in white) were not considered because either did not last for the whole time lag 
investigated or had an amplitude to small compared to the free-decay signal magnitude. 

Figure 27- Wavelet transform of a GPS signal acquired on the Wilford suspension bridge. 

Extraction Technique Frequency Hz Modal Damping 
ERA 1.74 0.025 

WME 1.72 0.019 
FEM 1.44 Not estimated 

Table 9- Modal frequency comparison. 
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6.4 Cantilever beam vs. suspension bridge: OSP results 

As mentioned in §6.2, OSP techniques have different behaviours according to the 
typology and geometry of the structure under investigation. This means that an OSP 
technique "optimal" for a beam might not be "optimal" for a bridge. 

This is clear by comparing the cantilever beam and the suspension bridge using 
FIM_DET (sorted out in decreasing order in Table 10) and MSE (sorted out in increasing 
order in Table 11) comparison criteria. 

At first glance, the performance fall of the KEM (yellow shadowed cells) was clear in 
both applications, as well as the great improvement of the EFI-I)PR technique (red 
shadowed cells). Furthermore, a deterioration of the NODP and FVP was also evident, 
while the EFI kept on top behaving with the change of the structure (light blue cells). 
Although, the EFI was third in terms of MSE for the bridge, its difference with the VrM 
and the EFI-DPR method was very small (§B. 4). As far as it concerns the VrM, its 
improvement were related to the different sensor selection algorithm employed. This 
picked up the location corresponding to the local maxima of the Vr function, instead of 
those corresponding to its highest values (§B. 3) as for the VrM of the beam application. 

FiM DET order 

2 

Cantilever beam 

ITEM 

Sus pension Brid e 

3 NODP VrM 
4 EVP KEM 
5 VrM EVP 
6 MIS 
7 MIS NODP 

Table 10- OSP comparison: first and second OSP investigation - FIM_DET. 

MSE order 
1 
2 

Cantilever beam 

KEM 

Suspension Bridge 

S'rN1 
3 NODP 
4 EVP NODP 
5 VrM KEM 
6 EVP 
7 MIS MIS 

Table 11 - OSP comparison: first and second OSP investigation - MSE. 

By comparing the physical deployment of the sensors on the structures carried out by 

the OSP techniques analysed both on the cantilever beam (Figure 28) and on the 
suspension bridge (Figure 29), it is clear that a common feature of the best performing 
OSP methods, according to the comparison criteria used, is the equal spacing of the 
sensors on the structures, which determines a sort of regular grid of sensors on the 
structure. This characteristic is common to the EFI and KEM, the best OSP methods on 
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the cantilever beam, and also familiar to the EFI, EFI-DPR and, on a certain extent, to the 
VrM, the best OSP techniques for the bridge studied. 

KEM 

EFI-DPR 

EFI 

VrM 

MIS 

NODP 

EVP 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Sensor position 

Figure 28 - OSP comparison: Cantilever beam sensor deployment. 

µ 

?? I 

Figure 29 - OSP comparison: Suspension bridge sensor deployment. 

Finally, the properties, which an optimal sensor network should respond to, can be 
stated: 
1. The sensor deployment should capture the structure dynamic response by being 

capable of reproducing the structure vibration mode shapes with the smallest error 
possible (e. g. minimisation of the MSE). 

2. The sensor deployment should maximise the information content of the acquired 
signal (e. g. maximisation of the FIM_DET). 

3. The sensor should be deployed according to a well spaced grid enveloping the entire 
structure surface. 

106 

AN . IS 



6.5 Plate-like structures: GLDDO approach 

In the previous paragraphs, the OSP techniques were investigated on two different 
kinds of structures, in order to identify the best OSP technique and the guidelines to 
recognize a well deployed sensor network for damage detection purposes. No attempts 
were carried out to find out the effects of Target Mode Shape Selection (TMSS) 
techniques, residue functions and minimisation algorithms on the damage detection. At 
this aim a third investigation explored the consequences on damage detection of these 
factors on a plate-like structure, since this is the most common typology of components 
in aeronautic and civil structures. Moreover, the five OSP techniques resulted to be best 
performing on the cantilever beam (EFI, EFI-DPR, KEM, EVP and Gm2) were used to 
design the sensor networks on the test case selected (appendix Q. Further attention was 
given at the influence of a global approach compared to the global-local on damage 
detection. A last effort was committed to a comparative analysis of the residue function 
designed by the author to a mode shape based residue function (MODE) used in literature 
(§2.4.2.1). 

A detailed account of the results obtained is given in appendix C, where the six 
factors, mentioned above, were analysed. 

6.5.1 Global-Local vs. Global approach 

The first variable to be investigated was the. effectiveness of a Global-Local (G-L) 
approach compared to the conventional Global (G) approach. The investigation was 
aimed at establishing the damage detection improvements deriving by the adoption of the 
G-L approach instead of a global one. Expected advantages were an improved 
convergence of residue function minimisation to solution, leading to a greater resolution 
and smaller errors, consistent run time savings, due to the reduction of the variables 
involved in the minimisation, and smaller amount of data employed (§6.6). 

Because of run time issues (for some residue functions could exceed 1000 minutes), 
the analysis was carried out using only one OSP technique, the EFI method. The choice 
of the EFI was due to the reliability showed in the investigation performed on the 
cantilever and the bridge structure, where the EFI method was the sole to be constantly 
among the most performing OSP techniques. 

Furthermore, the G-L vs. G investigation was also set to explore the effects of the 
Target Mode Shape (TMS), Residue Function (RF) and Minimisation Algorithm (MA) 
selection on the damage detection output. Among the RF inspected, there was also the 
MODE RF. 

The investigation results (§C. 4.3) showed that a correct identification of the defects 
(Figure 30-Figure 31), introduced in the three damaged configuration investigated (§C. 2), 
was affected by the variables (TMS, RF, MA) investigated in many ways. 

The most evident outcome concerned the utterly inefficiency of the G approach for 
damage detection using gradient based MA as LLSO or the LSO. An exception was 
given by the SVD MA (sensitivity approach, §2.4.2.1) using the MODE RF, which 
predicted correctly the damaged locations, although the flaw severities were constantly 
overestimated up to 20%. However, the G-L approach, gradient based MA, identified the 
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damages, introduced in the plate-like structures, only for TMS selected using the 
Maximum Strain Energy (MSE) approach. No combination of the variables considered 
was capable of providing a correct identification of the introduced defects for TMS 
selected using either Minimum Modal Frequency (MMF) or Maximum Kinetic Energy 
(MKE) criterion. Moreover, convergence problem were recorded for the MODE RF 
using the G approach when was minimised by LLSO and SVD MA (§C. 4.3.1). The time 
savings deriving by the use of the G-L approach using gradient based MA (LLSO, SVD 
and LSO) were very large (Figure 31) 40 minutes (G-L) against the 200 of the global 
approach (MODE RF). 

On the other hand, the damage detection predictions obtained using the SAM as MA 
(Figure 30) appeared to be in clear contrast with the previously discussed results. The 
RFs minimised by the SAM were: 
" The COMAC_MAC RF, the only RF investigated among the MAC and COMAC 

based, since these RFs showed the same behaviour when minimised using gradient 
based (LLSO) or SVD algorithms. 

" The FRAC based RFs (FRACm, FRACr and FRACc). These RFs were minimised 
only with SAM, because gradient based algorithms are more liable to hit local 
minima than the SAM, and because FRF based algorithm are prone to convergence 
problems (§2.4.2.2). Moreover, the sensor networks used were the same employed 
by the COMAC and MAC based functions. 
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Figure 30 - Global-Local vs. Global approach damage detection: Error of the damage severity 
predicted. 

The SAM damage detection results, showed in Figure 30 and reported in appendix C, 
did not record convergence problems. Furthermore, despite of some faulted detection 

predicted by FRACc and FRACr RFs used with MMF and MKE selected TMSs, the 
damage detection process resulted very successful. The G-L approach was better in 

predicting damage severity than the global process, reaching improvements of 50% 
(Figure 32). The time saving realised adopting a G-L approach, instead of the G. ranged 
from a minimum of 40% to a maximum of 80% (Figure 33). 
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Figure 31 - Global-Local vs. Global approach damage detection: Run Time. 
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Figure 32 - Global-Local vs. Global approach damage detection: SAM severity estimation 
improvements. 
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Figure 33 - Global-Local vs. Global approach damage detection: SAM run time savings. 

An insight on the damage detection process due to TMS and MA selection is given by 
Figure 34 and Figure 35, where the severity errors and run times of the damage detection 
process, carried out minimising the COMAC_MAC RF, were plotted. The TMSS is 
clearly a major influence factor for the gradient based MA, since they provided a correct 
identification only for MSE selected TMSs. Conversely, the SAM MA detected 
successfully the damages introduced for every case investigated. However, a reduction of 
the SAM severity error with the TMS selected by MMF, MKE and MSF, was observed 
(Figure 34). Moreover, the only global successful damage detections were provided by a 
SAM minimisation. 

The damage detecting efficiency of the SAM MA was contrasted by the smaller 
damage severity error (Figure 34) and the fastness (Figure 35) of the LLSO and LSO 
algorithms. 
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Figure 34 - Global-Local vs. Global approach damage detection: COMAC_MAC severity 
estimation. 



f 
400 

300 

200 
E 

100 

0 ý- 

e1 

I cg I 
Figure 35 - Global-Local vs. Global approach damage detection: COMAC_MAC run time. 

6.5.2 OSP results 

The cantilever beam OSP investigation outcomes (§6.2) gave some insight on the OSP 
for the GLDDO approach. Then, these results were compared to a second OSP 
investigation on a suspension bridge, which led to the statement of three general rules 
(§6.4) that a sensor network should comply with. Finally, these guidelines were further 
tested on the same plate-like structure inspected for the G-L/G approach comparison. 
This last test was carried out on the 6 OSP techniques selected in §6.2, EFI, EFI-DPR, 
KEM, EVP and Gm2, using all COMAC and MAC based RFs and gradient based MA, 
and all the TMSS techniques, (investigated in §3.3, MMF, RRS, NIKE, MSE). The SAM 
MA and FRAC based RFs were not investigated due to run time issues. 

A full record of the results was reported in §C. 4.4, where a first result analysis was 
carried out and highlighted that only the MSE selected target mode shapes were able to 
provide sufficient information, on the structural change inspected, for a correct damage 
detection (Table 12). 

7004 6008 3004 
TMSS OSP Residue Function Algorithm error time error time error ttift LOC. 

. 
1%1 min 

LDC. 
% min 

Loc. 
% e 

mim 
COMAC LLSO Yes 0.69 42 Yes 0.26 42 Yes 0.3 43 

LSO Yes 3.93 102 Yes 0.59 106 Yes 2.32 lO6 
COMAC_MAC N A 

EFI LLSO Yes 0.50 47 Yes 0.15 49 . . 2 9.15 53 

MSE LSO Yes 0.71 109 Yes 0.22 103 Yes 0.59 1p0 

COMACMACFREQ LLSO Yes 0.28 54 Yes 0.1 54 Yes 0.13 5; 

LSO Yes 1.35 84 Yes 0.09 89 Yes 0.76 9t 
F 

E COMAC MAC LLSO Yes 10.28 43 Yes 1.07 40 Yes 0.53 

Table 12 - Plate-like structure: OSP results. 

This result was not completely unexpected, since likewise to damage detection 
ultrasonic techniques, the damage can be detected if and only if the wavelength of the 
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ultrasonic signal is comparable with the damage dimensions. So, the changes occurring 
on mode shapes, due to the damage presence, are significant and, therefore, easier to 
detect, especially with noise corrupted signals, if the damage dimensions are comparable 
with mode dome dimensions (Figure 36). 

Mode I AN __ Mode 49 
AN AhL Mode 50 AN 

This evidence drives the TMS selection to high frequency modes, whose dome size 
are comparable to the size of the smallest damage to identify. Unfortunately, this trend 
contrasts with the high density of vibration modes at high frequencies and the increase of 
problems related to their extraction, SNR, mode separations, mode excitation and etc... 

Furthermore, it must be mentioned that the sensor network derived using the MS(. 

selected target mode shapes did not fulfil the guidelines traced in `6.4 (Figure 37). 
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Figure 37- Sensor network designed by: (a) EFI; (b) EFI-DPR; (c) EVP. 

The reason was due to the small number of sensor used to enable a shape reproduction 
of the modes selected by the MSE criterion (for the bridge and the cantilever beam). For 

such task the sensor number has to be larger than the maximum number of mode shape 
domes present in the TMS investigated (e. g. for the case investigated at least 36 sensors 
are necessary to reproduce the 50` mode shape). However, nonetheless the poor sensor 
networks (according to §6.4 rules), the damages introduced were detected correctly using 
only three sensor sets against the 16 investigated (§C. 4.2). Among these sensor 
deployments the best resulted to be the EFI method, which was capable of supplying 
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enough information to the damage detection process to detect the damage inspected for 
all three COMAC and MAC based RFs against one for the EFI-DPR and EVP (Table 12). 
Moreover, the damage severity was predicted with a smaller error using an EFI sensor 
network than either the EFI-DPR or EVP sensor set. 

Finally, it has to be mentioned that the MODE RF was also minimised in this 
investigation and, similarly to the G-L/G approach comparison, was not capable of 
identifying all the damaged locations investigated (§C. 4.4). 

6.5.3 Multi-site and smallest single-site damage detectable detection 

In the previous sections, single-site damage configurations were inspected to prove the 
reliability and efficiency of the GLDDO approach in comparison with a global approach 
and a mode shape based RF (MODE). At the same time, the influence of OSP, TMSS and 
MA was investigated. These investigations highlighted the large improvements in terms 
of damage severity error and run time savings due to the adoption of G-L approach 
(§6.5.1) and the reliability of an EFI designed sensor network (§6.5.1-6.5.2). 
Furthermore, the importance of the TMS selection was also brought to attention by 
analysing the OSP results (§6.5.1), which underlined the strong link between a correct 
damage detection and a MSE selected TMS set for gradient based RF minimisation 
(LLSO, LSO and SVD algorithm). Moreover, a similar behaviour, although weaker, was 
observed for SAM minimised RFs, which identified the damages introduced 
independently by the TMSS criterion used (§6.5.1), but with a severity error larger than 
that evaluated using gradient based MA. 
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Figure 38 - Plate-like structure: single site damage detection using GLDDO approach - severity 
error. 

Therefore, taking into account the problems related to the high frequency mode 
extractions (§6.5.2), the detection reliability, the SAM minimisation algorithm was 
considered to be the best among those investigated. 
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Among the four RFs minimised by the SAM, the FRACrn resulted the best in terms of 
severity prediction, while the COMAC_MAC RF was the fastest, and the run times were 
comparable with those of the gradient based techniques (Figure 39). 
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Figure 39 - Plate-like structure: single site damage detection using GLDDO approach - run 
times. 

The adoption of the SAM as MA for the RF in a GLDDO approach gives the 
possibility to detect damages using the MMF selection criterion, simplifying the vibration 
mode extraction procedure. 

Finally, in order to fully understand the detection capability of the methodology 
developed two conclusive investigations, on multi-site and sensitivity damage detection, 
were carried out. 

The first investigation dealt with the detection of a multi-site damage using GLDDO 
approach employing the COMAC_MAC (the fastest) and the FRACm (the most 
accurate) minimised by the SAM algorithm. The damage was introduced decreasing the 
plate thickness in three randomly picked plate areas (5005,6008 and 8003, see Figure 
40). Noise corrupted data were used (10% variance). 
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Figure 40 - Multi-site damage. 
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The damage estimations (Figure 41) showed that the FRACm residue function was 
able to detect the multi-site damage with a maximum error of 5%, although three false 
damages were detected with a damage severity estimated smaller than 5%. As for the 
single-site damage detection, the COMAC_MAC RF provided a lower accuracy of the 
FRACm RF. Its severity error was about 7% for the damaged areas 5005 and 6008, while 
for the third damaged site (8003) the error rose up to 15%, since the next area (5009) 
resulted to be the third most damage site (15%). Another false damage site was also 
identified in area 5001 (Figure 40). 
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Figure 41 - Multi-site damage estimates: (a) COMAC_MAC; (b) FRACm . 

The sensitivity damage detection case analysed the smallest damage detectable with 
the GLODD approach set-up as for the single and multi-site damage detection 
investigations reported above. At this aim the damage introduced in area 2009 (randomly 
picked, Figure 42) was progressively decreased in severity from 20% to 7% of the plate 
thickness. 

47 

Figure 42 - Sensitivity damage detection: Single site-damage. 

The detection process results, using the COMAC_MAC RF, were able to predict 
correctly the damage location for damages larger than 13%. For a 13% thickness decrease 
the GLDDO approach predicted damage distributed into three macro-areas, 2,3 and 5 
(Figure 43-a), leading to the identification of four damage locations in the second damage 
detection step (Figure 43-b). The damage locations were correctly predicted and the 
severity was underestimated by 10%. Considerable improvements were obtained using 
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the FRACm RF, the damage in area 2009 was identified correctly with decreasing 
damage severity till 7%, where three damage locations were identified. Among these, the 
actual damaged area resulted the least damaged with an error in the severity prediction of 
4.68%. 
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Figure 43- Sensitivity damage detection: COMAC_MAC RF (13% damage). (a) First damage 
detection step. (b) Second damage detection technique. 
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Figure 44 - Sensitivity damage detection: FRACm RF. (a) 20% damage. (b) 13% damage. (c) 
10% damage. (d) 7% damage. 

These last two investigations proved the capability of the GLDDO approach to detect 

single and multi-site damages with severities detectable larger than 7%. In contrast with 
the proved detection reliability and efficiency, there is the large computational time 
needed for such prediction (500-600 min, FRACm RF). 
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6.6 GLDDO approach vs. MU based damage detection approaches in literature 

In the previous paragraphs, Damage Detections (DDs) using the GLDDO approach 
(on plate and beam structures) were carried out along side to DDs using the most 
common Sensitive Based Technique (SBT) found in literature (MODE §2.4.2.1). A 
further comparison of the GLDDO approach to the MU based technique present in 
literature was carried out to establish advantages and eventual disadvantages of the 
presented DD technique. 

At this aim, the results of either MUs or DDs, presented in literature, were summarised 
in Table 13. Since, a direct comparison of the results is impossible, due to the different 
structures investigated and the typology of results reported, the'analysis was focused on 
three parameters that should result aside from the structure configuration and depend on 
the MU methodology investigated. 

The first comparison parameter was the Sensor Degrees of freedom Ratio (SDR - eq. 
6.5). This was aimed at identifying the degree of information supplied to the MU process. 
A SDR smaller than 1 means a lack of information, hence, the smaller is SDR the more 
effective and reliable must be the MU Technique (MUT) employed, for a successful 
updating. 

SDR = 
Sensor N' (6.5) 
DoF N' 

The second comparison criterion was the Provided Data Updating Parameter Ratio 
(PDUPR - eq. 6.6). 

(6.6) PDUPR = 
PUP 

NN* 

where PData N° is the total number of experimental data provided to the MU process that 
in case of a SBT using N mode shapes acquired in M sensors is given by NM. For a 
Response Function Method (RFM - §2.4.2.2) the PData N° is given by the number of 
frequency points of the FRF acquired times the number of sensors (M) used. 

The UPPDR allows the assessment of the number of experimental data available for 

each Updating Parameter (UP). Therefore, the smaller the UPPDR the better the MU 

process. 
The last comparison parameter was the MU Efficiency (MUE - eq. 6.7) factor. 

MUE _ 
UFEMerr (6.7) 
IFEMerr 

where UFEMerr and IFEMerr are, respectively, the Updated FE Model, and the Initial FE 
Model error evaluated with respect to the real structure. This error was evaluated 
according to the data available from the papers analysed. So there were: 
" Target Mode Shape Based (TMSB) errors, which were evaluated by estimating the 

MAC (§2.7.1, see eq. 2.34) between the FEM and the real structure TMSs. 
.. 

" Modal Frequency (MF) errors that were estimated by evaluating the averaged MF 
discrepancy between the FEM and the structure. 

" Design-type UP (DUP) error, which was computed as the average of the difference of 
FEM and the real structure Design-type UP values. 
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The MUE factor gives the enhancement of the initial FE model obtained through MU 
with respect to the IFEMerr. Therefore, the smaller MUE factor the better the MU 
process. 

Further information is reported in Table 13 in order to have a comprehensive view of 
the problem investigated in literature. Therefore, the structure typology (structure), the 
FE type used (FE, SE stands for Super Element), and the number of nodes (Nodes N) 

were reported as FE Model DATA, while the sensor number (Sens), the TMS number 
(TMS) and the data pollution (given in terms of the variance of a Gaussian distribution, 
for EXP was meant experimental data) were assembled as Experimental DATA. At the 
end, the type of MUT (MUT), the UP typology (Type) and the aim of the updating 
process (AIM) were group as Updating Parameters, while the kind of discrepancies 
between the initial FE model and the real structure were reported in Changes. The 
discrepancy analysed in literature were distributed thickness reduction (thick), Truss 
Removal (TR), localised elastic module reduction (E), localised reduction of the product 
inertia times elastic module (EI), Distributed UP Changes (DUPC). 

A similar table to that used to survey the literature MUT results was used to report the 
DD results obtained using the GLDDO approach (Table 14). The only difference is 
represented by the elimination of the Ref, MUT and AIM columns which were 
substituted by the Response Function column and by a column reporting the PDUPR for 
a single step of the GLDDO approach. Moreover, the results reported were just a 
selection of the DD processes investigated. In particular: 
" The DD investigation performed on a beam using the KEM OSP technique was 

reported because the best among those investigated (§6.2). 
" The plate DD investigation using a COMAC_MAC_FREQ RF with sensors location 

selected by the EFI OSP technique was reported since resulted the most accurate in 
terms of severity predicted (§6.5.2). 

" The plate DD investigation using a FRACm RF was reported since was the only one 
to guarantee damage location identification using TMS selected by the MMF method 
(§6.5.3). 

Furthermore, the MUE of Table 14 was estimated using DUP errors (changes of 
element thickness), which were considered more proper then TMSB errors to identify the 
FE model enhancement because the GLDDO approach used design-type parameters. 

A last consideration has to, be addressed on the "Updating Parameters" columns, 
where the UP number is for each GLDDO approach step, which means that the overall 
UPs are 81 (9x9, two MU processes). A direct effect of the global-local approach is that 
the PDUPR in each DD step is larger than the global PDUPR, this means that a larger 

content of information is committed for a single updating parameter, leading to a 
improved convergence and enhanced accuracy of the MU process. 

From an overall comparison of the data reported in Table 13 and Table 14, the SDR 

values for the GLDDO DDs resulted to be the lowest except for the MU of a C-Duct [54], 

which presented a value comparable (0.09) to that of the plate investigated (0.08). On the 
other hand, C-Duct MU process presented a larger PDUPR value than the plate GLDDO 

approach due to its smaller number of UPs (6) and its larger number of sensors (90) 
compared to those reported in Table 14. Nevertheless, the actual GLDDO PDUPR (per 

step) is larger than the C-Duct one, when the FRACm RF is used. Moreover, the C-Duct 
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MU process efficiency (13 MF), according to the MUE factor, is comparable to that 
obtained using the FRACm RF (11-20 DUP). However, it has to be mentioned that for 
FRACm RF function a reliable but not so accurate minimisation algorithm was used 
(SAM), when more accurate minimisation process are employed like the LLSO for the 
COMAC MAC FREQ RF, the MUE factor falls under 1% (Table 14). 

FE Model DA TA Experimental DATA Updating Parameters (UPs) M Ref. 
Sýý FE Nodes es Sens TMS SDR Pollution MUT Type N. PDUPR AIM 

Changes 

[54] C-Duct shell 15333 90 9 0.09 EXP SBT Spatial-type 6 135 MU DUPC 13 (MF) 
98 SB 

[58] plate shell 16 16 6 33.33 1% FRF RFM Gen. Element 21 4.57 MU DUPC 10.0 (TMSB) 

[58] plate shell 60 60 15 33.33 0% RFM Design-type 180 5.00 MU DUPC 3.5 (TMSB) 
[58] plate shell 48 48 18 33.33 EXP RFM Design-type 140 6.17 MU DUPC 57.8 (TMSB) 

[58] 

[63] 
plate 
Beam 

shell 
beam 

48 

32 

72 

29 

19 

7 

50.00 

32.22 

EXP 

2% 

RFM 

RFM 

Design-type 

Design-type 

140 

30 

9.77 

6.77 

MU 

MU 

DUPC 

14% thick' 

39.5 (TMSB) 

0.92 (TMSB) 

[63] Beam beam 32 29 7 32.22 0'2%MF 
2/°MS SBT Design-type 30 6.77 MU 14% thick' 12.8 (TMSB) 

[63] Beam beam 32 15 7 16.67 2% RFM Design-type 30 3.50 MU 14% thick' 0.60 (TMSB) 

[63] Beam beam 32 15 7 16.67 0.2%1 
2% MS SBT Design-type 30 3.50 MU 14% thick' 11.9 (TMSB) 

[67] Aircraft SE 282 413 19 24.41 EXP SBT Whole Matrix 18 435.94 MU DUPC 43.5 (TMSB) 

[69] Mock Aircr. beam 136 24 9 5.88 EXP SBT Design-type 10 21.60 MU DUPC 35.65 (TMSB) 

[86] truss beam 50 111 5 74.00 EXP SBT Design-type 50 11.10 DD TR 0.08 (DUP) 

[86] truss beam 50 111 5 74.00 EXP SBT Design-type 50 11.10 DD TR 2.68 (DUP) 

[86] truss beam 50 111 5 74.00 EXP SBT Design-type 50 11.10 DD TR 2.87 (DUP) 

[182] Ass. plates SE 245 63 11 25.71 EXP RFM Design-type 23 30.13 MU DUPC 10.0 (TMSB) 

[183] Conc. bridge beam 126 297 5 39.29 EXP SBT Design-type 16 92.81 DD DUPC 32.0 (IMSB) 

[184] Conc. beam beam 31 62 4 33.33 EXP SBT Design-type 8 31.00 DD DUPC 6.34 (TMSB) 

[185] truss SE 30 80 16 33.33 EXP SBT Gen. Element 40 32.00 MU DUPC 76.0 (TMSB) 

[186] Conc. frame beam 32 30 6 15.63 0.5%MF 
1/°MS SBT Design-type 32 5.63 DD 15.5% EI' 21.4 (TMSB) 

[187] TV Tower beam 17 10 4 29.41 EXP SBT Design-type 17 2.35 MU DUPC No data 

[188] tail-plane beam 32 29 4 15.10 EXP SBT Spatial-type 19 8.9 MU DUPC 71.3 CIMSB) 

[189] Bridge SE 99 211 12 100.0 0% SBT Gen. Element 369 6.86 MU DUPC 56.8 (IMSB) 

[189] Bridge SE 99 96 12 45.50 0% SBT Gen Element 369 3.12 MU DUPC 61.0 (TMSB) 

[189] Bridge SE 99 60-EFI 12 28.44 0% SBT Gen. Element 369 1.95 MU DUPC 55.2 (TMSB 

[189] Bridge SE 99 60-EFl 12 28.44 lo% 
S/oMS SBT Gen. Element 369 1.95 MU DUPC 65.0 (TMSB) 

11 [189] Bridge 
_ 

SE 99 60-EFI 12 28.44 0% SBT Gem Element 369 1.95 DD 20%E 57.0 (TMSB) 

Table 13 -MUT results in literature. 

Likewise to the C-Duct MU, the aircraft Super Element (SE) model updating ([67], 
Table 13) showed a high PDUPR due to the large number of sensors and TMS used but 
yet an MUE factor smaller than those reported in Table 14. In defence of the C-Duct and 
the aircraft SE model updating, there are the high complexity of the structures and the use 
of experimental data. However, the level of pollution used for the GLDDO approach 
investigations is considered to be in line with the experimental evidences on the data 

'Value averaged on all beam elements. 
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variation, which claim errors within 10% for TMS [190], 1/101h of the TMS error for the 
MF [63], while the FRF errors are believed to be smaller than the TMS error due to the 
controlled excitation force and noise reduction techniques used (§4.3). In confirmation of 
the FRF accuracy, a plate model updating [58] performed using both numerical and 
experimental data showed an increase of the MUE factor from 3.5 (for no noise) to 57.8 
(for experimental FRF), but via 10 (for 1% variance noise). This means that even 
assuming a linear behaviour of the MUE factor with the noise variance, for the 10% 
variance employed for the GLDDO approach investigation, a MUE factor of 100 would 
be obtained, worse than that obtained using experimental FRFs. Therefore, it is clear that 
the level of noise pollution (Table 14), adopted in this work, is in line with experimental 
noise. 

R nse 
FE Model DATA Experimental DATA Updating Parameters MUE espo 

Function structure FE Nodes 
N Sens TMS SDR Pollution N 

SIC 
PDUPR 
for st 

PDUPR 
Changes 

COMAC MAC beam beam 
I 

91 10 10 1.83 10OMS 4 9 11.11 1.23 Elem 9 10% thick 61.30 

COMAC MAC beam beam 91 10 10 1.83 10%0M. S & 9 11.11 1.23 Eiern 63 10%thick 33.80 

COMAC_MAC beam beam 91 10 10 1.83 10% M. S& 9 11.11 1.23 Elem9010%thick 12.50 

COMAC_MAC FREQ plate shell 1990 10 10 0.08 10% MS & 9 11.11 1.23 Area 7004 20 thick 1.40 

COMAC_MAC FREQ plate shell 1990 10 10 0.08 10% MS & 9 11.11 1.23 Anew 6008 20 thick 0.50 

COMAC_MAC_FRE plate shell 1990 10 10 0.08 10%0MS & 9 11.11 1.23 Area 3004 20 thick 0.65 

FRACm plate shell 1990 10 10 0.08 10%FRF 9 444.4 1.23 Area 7004 20 thick 20.10 

FRACm plate shell 1990 10 10 0.08 10% FRF 9 444.4 49.38 Area 6008 20 thick 21.10 

FRACm plate shell 1990 10 10 0.08 10%FRF 9 444.4 49.38 Area 3004 20 thick 11.30 

FRACm plate shell 1990 10 10 0.08 10% FRF 9 444.4 49.38 Area 2009 13 thick 19.54 

FRACm plate shell 1990 10 10 0.08 10%FRF 9 444.4 49.38 Area 2009 10 thick 28.70 

Table 14-GLDDO approach survey results. 

The comparison between different RFM plate updating processes [58] (Table 13) was 
possible, because their SDR were constant (33%) and their PDUPR were almost constant 
(between 4 and 6) despite of different node, sensor and UP numbers. 

Although, the experimental data variance was simulated through Gaussian distributed 

noise pollution of the numerical data employed for the GLODDO approach damage 
detections, the complexity of the C-duct [54] and aircraft [67] structures undermines the 
comparison. Therefore, in order to clear also this last issue, the two structures 
investigated (beam and plate) were compared, respectively, to beam and plate MU 

results. 
In the case of the beam, the closest MU example, found in literature (Table 13), to that 

studied in this work is given by a 32 node beam model [63] updated using either a RFM 
or a SBT method and numerically polluted data. In the literature reported beam MU 
results [63], a rather peculiar outcome is highlighted, for a fall from 32% to 17% of the 
SDR a slightly improvement of the MU process accuracy was observed for both the MU 
methodologies used. This seemed being in contrast with the concept the more sensors the 
better, as supported by a bridge SE model updating [189], where a SDR fall from 100 to 
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45% corresponded to a reduction of the updating process accuracy (rising MUE factor, 
from 56.8 to 61%). However, by selecting sensor locations according to the EFI method, 
the MU accuracy increased (MUE =55.2), nonetheless a reduction of the SDR (down to 
28%), so a further support to the importance of OSP, claimed along this entire thesis 
work, was given. In the light of this analysis, the discrepancy, highlighted previously on 
the enhancement of the MU accuracy even though the SDR was reduced [63], should be 
seen with regards to optimal sensor placements, an indication of it, it is the placement of 
the sensors according to a regular spaced grid in agreement with one of the three 
properties that a sensor network should comply with (§6.4). Completing the analysis of 
this 32 node beam model [63] updating, its PDUPR (3.5-6.8) is smaller than that 
estimated for the GLDDO approach (11.11 PDUPR step, Table 14), yet the MUE factor 
indicated a closer match of the updated model of the literature beam to the "experimental 
model" than the GLDDO processed model. This poor accuracy of the methodology 
studied is ascribable to higher noise pollution of the "experimental data" (10% vs. 2%) 
and a smaller structural change introduced on the beam (10% on a beam element against 
an average of 14%). Another beam MU, to score a better accuracy than that of the 
GLDDO approach, was a concrete beam MU [184] using experimentally polluted data. In 
this case, the reason for such outcome is due to larger values of the SDR and PDUPR and 
to a smaller TMS number (the first 4 MS are easier to match than the first 10 MS) than 
those of the GLDDO updated beam. 

Finally, a completion of the GLODD approach and literature MU processes 
comparison, the plate DD investigated, in paragraph 6.5 and summarized in Table 14, 
was analysed against a plate FE model [58] updated by a RFM using either numerical or 
experimental data (Table 13). As expected a comparison of the GLDDO approach results, 
using the FRACm RF, with the literature numerical polluted plate MU results showed a 
better performance of the latter (see MUE factors in Table 13 and Table 14), this is 
mainly due to the low level of numerical noise pollution used in the literature plate MU 
(1% against 10%). However, as previously mentioned, a more likely comparable noise 
level to that adopted in these work investigations (10%) is the experimental noise present 
in the last two plate MU reported in Table 13. In this case, the MUE factor indicated that 
the FRF based RF (FRACm) minimised in the GLDDO approach over performed the 
literature reported RFM based plate MU [58]. This result pointed out once more the 
efficiency of the MU and DD technique developed by the author. 

Concluding, the above performed comparison pointed out the existence of a big 
difference between the majority of the research community and the author approach to 
the DD/MU problem. First of all, the great part of the literature works is lacking of an 
organic look to the subject investigated. Many researchers focused only on the updating 
processing, neglecting the importance of a harmonisation of a series of factors, such as 
UP selection, OSP, experimental data manipulation, that clearly strongly affect the 
overall result as this work has highlighted many times. Second, researchers tends to 
propose numerical and experimental investigations to validate their works that involve a 
so large number of sensors on relative small and simple structures that the simple transfer 
of such methodologies on real structures becomes almost, practically and economically, 
impossible. This practice is utterly in contrast with the applications investigated in this 
thesis, where the sensor number was related with the TMS number and the DD accuracy 
and, therefore, independent from the structure complexity and dimensions. 
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6.7 GLDDO approach: result analysis for future works 

As observed in the previous paragraphs, GLDDO damage detection processes using 
FRF based RF, resulted to be considerably less accurate than equivalent processes using 
mode shape based RF, in contrast with the well known major FRF accuracy (§4.3) and 
larger PDUPR values (Table 14) of the first against the second. Although, the greater 
accuracy of gradient based minimisation processes (LLSO - `2.8.1, LSO - `2.8.3) than 
SAM (used to minimize the FRF based RFs) can justify a less accurate damage severity 
estimation, it cannot explain the convergence FRACm residue value being between 60 
and 90 in contrast with convergence values around 0 of the mode shape based RFs 
obtained using either gradient based or zero-order (SAM) minimization algorithms (see 
eq. 2.40). 

In confirmation of the above remarks, the FRAC coefficient (eq. 2.39) estimated 
between the plate undamaged and the single-site damaged (explored for the sensitivity 
damage detection -20% introduced damage - §6.5.3) configuration, showed a fast step 
decrement behaviour with the frequency (Figure 45). These sudden changes were 
localised at the resonance frequency, where the configuration investigated had the largest 
differences (Figure 46). Moreover, the amplitude of the FRAC coefficient step changes 
decreased with the frequency to vanish over 2500 Hz. A first reason is the decrease of the 
FRF amplitude with the frequency. A second reason is hidden in the FRAC expression 
itself, which is a sort of weight average. This means that large FRF amplitude (generally 
located at low frequencies), associated with small FRF amplitude changes between the 
damaged and undamaged structure configuration, have larger weight than small FRF 
amplitude (generally located at high frequencies), even if associated with large FRF 
amplitude changes between the damaged and undamaged structure configuration. 
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Figure 45- FRAC plot 

Consequently, an improvement of the FRF based RF developed in this work is needed. 
At this aim two main lines should be followed. The first investigation line should pursue 
a segmentation of the FRF frequency range in smaller ranges having comparable FRF 
peak amplitudes, so as their contribution to FRAC coefficients is equivalent. The new 
FRAC based RF will be defined as the sum of the old RF defined in each identified 
frequency range. In this way, high frequency FRF discrepancies will have the same 
weight in the GLDDO minimisation process of the low frequencies FRF changes. 
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Figure 46 -FRF comparison between the damaged und the undamaged configuration. 

The second development direction should explore a new class of RF based on 
normalised errors. These RFs should be sensible, in equal measure, to low and high 
frequency discrepancies. Such feature is present in an experimental Damage Detection 
Index (DDI) previously investigated by the author [23], see equation below: 

FD; - Fopt, 
Lr FD 

DDI = `-ý 
N 

(6.8) 

where: 
" FD; and Fopt; are the FRF magnitudes respectively of damaged and optimised 

configuration. 
"N is the number of frequency points. 

The efficacy of the DDI can be easily observed by plotting its behaviour, computed for 
the undamaged (und 

_amp) 
and the optimised configuration (by GLDDO approach - 

opt_amp) with respect to the damaged configuration (single site damage - §6.5.3 - 
dam-amp), against the frequency (Figure 47-Figure 48). 

The DDI comparison proved that: 
" The FRAC based FRF RF used was not able to drive the minimisation process to the 

reduction of the discrepancies between the damaged and the updated configuration 
with the rise of the frequency. 

" The DDI is sensitive to the FRF changes occurring also at high frequencies, since the 
DDI values (Figure 48) increased with the frequency according to the damaged and 
undamaged/optimised FRF differences (Figure 47) 

However, it is useful to remind that the frequency range used for the DD was between 
0 and 5000Hz. 
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Figure 48 - DDI comparison. 

6.8 Plate-like structures: direct approach 

In the previous paragraphs, the GLDDO DD results were analysed and discussed in 
the light of DD and MU results present in literature. A common point of all the results 
analysed was the FE model of the structure under investigation. This structure model 
gives a discrete representation of the structure properties within a certain approximation, 
with a consequence loss of information unless very fine meshes are employed. Thus, 
large computational times are required in order to carry out damage detections or model 
updating. A solution is offered by the adoption of an analytical model of the structure 
investigated, when available. This is the case of the Direct Approach (DA) presented in 
chapter 5 for plate-like structures. The DA detects the locations and the severity of 
damages by inverting an analytical equation of plate-like structures in the frequency 
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space using FRF and mode shapes. A comprehensive validation of the methodology 
developed by the author was performed and reported in Appendix D. The direct approach 
tests investigated the capability of the methodology to detect single and multi site damage 
in polluted environments. At this aim, the three proposed solution approaches, Over 
Determined System (ODS, §5.6.2), Determined System (DS, §5.6.3) and the Singular 
Value Decomposition (SVD, §5.6.4), were compared. According to the damage detection 
results, the SVD solution approach had greater reliability and noise withstanding than the 
other two approaches. SVD single site damage (5-10% reduction of elastic module) 
detection results showed correct identification of damage locations and small error in the 
damage severity estimate using polluted FRF with 50% Gaussian distributed noise 
variance (Table 15). 

SVD 
AREA 3004 damaged of 5% AREA 3004 damaged of 10% AREA 6008 damaged of 10% 

First Step Second step First Step Second step First Step Second step 

Noise 
MA Damage MA Damage MA Damage MA Damage MA Damage MA Damage 
Ident. % Ident. 1%] Ident. 1%] (dent. % Ident. IN Ident. % 

50% Yes 1.24 Yes 3.17 Yes 3.92 Yes 7.69 Yes 1.29 Yes 8.20 

Table 15 - Direct approach: SVD solution approach. 

For multi-site damages, the direct approach had a reduced noise resistani 
compared to that showed for single site damage detections. More precisely, 
approach for noise over 5% (Figure 49) was not able to identify the damage. 
the damaged macro-areas were located correctly up to 30% variation. 
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Figure 49 - Direct approach: multi-site damage scenario. 

As mentioned in chapter 5, the direct method is identical, apart from few differences 
highlighted in chapter 5, to the Structural Damage Identification Method (SDIM, [131]). 
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A parallel between the damage detection investigations carried out using the direct 
approach and the SDIM is possible taking into account that [131]: 
" The SDIM was validated on a square plate (32cm) and only a two-site damage was 

investigated. 
" The damaged area size was about a quarter of those investigated in Appendix D, 

although the elastic module was reduced respectively of 40% and 50% against a 
maximum of 10% investigated using the DA. 

" The SDIM detection process was divided in four detection steps against the 2 of the 
direct approach, even though at each step the SDIM partitioned the plate in four parts 
against the 9 of the DA. 

" The data reported were polluted with a Gaussian distributed noise variance between 
5% and 12%. 

" The algebraic system solved was always determined. No information on the 
excitation frequency selected (64 were used) and sensor and actuator locations (4 
were deployed) were found. 

In these circumstances, the SDIM [131] detected a two damaged location and 
estimated their severity with an error increasing with the pollution (from 1% to 4% of the 
elastic module). However, an average error ranging from 3% to 10% was observed on 
undamaged areas. 

By comparing the above reported SDIM results with the DA results, summed up in 
Figure 49, the DA showed a stronger stability to noise pollution than the SDIM, which 
had an average error larger than the largest damage severity investigated with the DA. 
This indicated the inability of the SDIM to detect damage smaller than 10% if not larger. 
The DA larger accuracy might be due to many factors: 

" Damage Influence (DI) matrix (§5.4) coefficients outside the principal diagonal were 
assumed not negligible, in contrast with the SDIM. This increased the sensitivity of 
the DA to the damage severity. 

" SVD noise withstanding. This feature, well known in literature as mentioned in 
section 4.6.1, allowed the damage detection of flaws with severity smaller than 10% 
of the elastic module in presence of large pollution (up to 50%). 

" OSP. This increases the SNR and, therefore, reduces the noise influence on the 
damage detection process. 

However, nonetheless the outstanding results above analysed, the DA application is 
strongly limited by the availability of analytical representation of real structures. This 
shortcoming makes the DA approach an academic exercise until further development of 
mathematics will provide continuum representation of real structures. 

6.9. Conclusions 

In this chapter, the reliability and the efficiency of the GLDDO approach into damage 
detection of single and multi-site damages were investigated along side the effects of 
TMSS, OSP, MA and RF. This extensive investigation proved the interconnection of the 
above mentioned variables with successful damage identification, and outlined the need 
of a global look of the detection process, involving the damage identification process as 
much as issues as OSP, TMS, MA and RF selection. This point of view appeared in open 
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contrast with the general modus operandi of other researchers, who focused only on the 
MU technique development aspect, neglecting a series of factors (e. g. noise, economic 
and practical limits), which may undermine or make completely unutilisable these works 
in practical situations. Instead, in this research, the applicability of the proposed 
methodology was considered since the starting (§1.6,2.6,2.9) by setting very clear 
targets in this direction. This brought to the design of procedures involving the selection 
of the data type to acquire, the deployment of sensors, the selection of minimization 
algorithm and residual functions. Moreover, this detection process proved to be efficient 
and reliable in the identification of damages randomly introduced in the test cases 
investigated. The comparison with literature approaches further demonstrated the success 
of the approach followed and, therefore, the benefit of the novelties (e. g. use of 
correlation functions as RFs, the Global-Local approach, integrated data selection 
process, and etc... ) introduced in the MU process. 
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CHAPTER 7: WAVE PROPAGATION 

7.1 Abstract 

In the last years, increasing attention was given to the study of wave propagation 
phenomena in structures, because of their huge potential for structural characterization 
and damage detection. The principal reason was the capability of a wave to travel through 
a structure with great speed and so to supply information on damage presence, location, 
and severity, and complete an inspection in few seconds. These characteristics constitute 
a rather large enhancement of current ultrasonic inspections, which are quite time 
consuming because require meticulous through-the thickness C-scans over large areas of 
the structure. 

Therefore, a second damage detection technique capable of exploiting wave 
propagation phenomena (P, S, Rayleigh and guided wave velocities) was developed. The 
proposed damage detection was devised to identify discrepancies, due to damage 
presence, in the dynamic behaviour of the structure. The uncorrelations are generated by 
waves reflected back to the sensor locations by the flaw surfaces. The peculiarity of the 
presented approach is the use of a time frequency coherence function for the 
identification of the arrivals of guided waves reflected back to the sensors by the damage 
surfaces. 

The damage detection methodology developed was divided in three steps. In the first 
step, the presence of the damage on the structure was assessed. In the second step, the 
arrival time of the reflected wave (or echo) was estimated using the continuous wavelet 
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transform. Then, the detection algorithm was able, through a ray-tracing algorithm, to 
estimate the location of damage. 

Further work is needed to establish the damage severity by relating the magnitude of 
the changes of the time frequency coherence to reflection and attenuation coefficients of 
each guided wave used and on the selection of the best range of frequency according to 
the type of damage to be identified. 

7.2 Why wave propagation? 

Damage detection techniques based on FE model or analytical model capable of 
reproducing dynamic responses of structure generally need large computational time to 
locate faults and estimate their severity. Moreover, the construction and the validation of 
the structure models, although necessary only for the undamaged state, need a remarkable 
experience and effort. Additionally, because two structures (e. g. two airplanes or two 
cars) coming out from the same assembling line, according to the same specifics, may 
present different dynamic features (different designs, different mass locations etc... ), 
which reproduction might lead to the generation and validation of two different FE 
models. 

Therefore, despite of the reliability and the resolution in detecting damages, model 
based techniques for massive and repetitive structures (rail track, pipelines) are quite time 
consuming because of the high mesh density required to detect the smallest damage 
demanded by safety regulations. Consequently, in many cases where a real time 
investigation is requested those methods are not applicable. 

Conversely, MU techniques are the best solution for global monitoring conditions of 
large civil structures such as bridges and buildings, where occurring damages might 
affect relatively low frequencies (Figure 50), but do not constitute an immediate threat 
neither to the structure health nor to its users, because of the structure typology and the 
nature of operative loads (e. g. low frequency). 

However, when there is a need to monitor localized damage the global methods are 
not applicable. In this case, critical damage sizes cause appreciable changes in structure 
dynamic responses only at high frequencies. For this task, wave propagation techniques 
resulted suitable, since are able to detect very small damages by modulating the scanning 
frequency and provide real-time detections in few seconds with relative cheap equipment, 

Hence, to exploit the new enhancements in UT technology, the author developed a 
second damage detection technique based on wave propagation. Its working principle is 
based on the propagation of a perturbation (wave) through the structure under 
investigation (see §7.9.1). If damage is present the wave is partially reflected (echoes are 
generated) towards the sensor locations. The measure of the Time of Flight (ToF or echo 
arrival time, which is the time that a wave needs to travel from its source to impinge on 
the damage surface and to be reflected back to the sensor location - see §7.9.2) enables a 
ray-tracing algorithm to locate the damage (see §7.9.3). The analysis of the echo 
magnitude of the damage echoes gives an estimate of the extension of the structure fault. 
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Figure 50-Civil structure 11341: (a) severe damage; (b) comparison between damaged (FRF_1) 
and undamaged (FRF_R) FRF. 

At the aim to clear out any issue related to the methodology developed and the wave 
propagation phenomena, in this chapter the wave propagation theory (`7.3) is presented 
with its existing applications (§7.4). Then, an accurate analysis on the signal analysis 
techniques (§7.5-7.6) in the time-frequency space was carried out for damage detection 
purposes. Finally, the developed damage detection methodology is illustrated (§7.9). 

7.3 Wave propagation theory 

The complex phenomenon of wave propagation can be described in an infinite media 
by the Navier's differential equat ions [135]: 
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where: 
" u, v and w are the particle displacements in the x, y and z directions. 
" fX, fy and fZ represent the component of the body force in the x, y and z directions. 
" ý, µ are the Lame's constants. 
"p material density. 

The vector equivalent form of eq. (7.1) is: 
(A +p)vv. u+V2u+pf+pü (7.2) 

Performing the operation of divergence' on eq. (7.1), in absence of body forces, and 
rearranging it, results that: 

äe vA_ 
12 

(7.3) 

where: 

(A' 2 + 2P º (7.4) ii ,AA= Vui c, _ 
P 

In the equatiön, (7.3ý, the 4ve equation can be easily recognised (equation 7.5, for a 
perturbation 4 propagating with a speed' c) and, I hence, it is possible to state that the 
volume change (dilatational disturbance) propagate at. speed 

v20 =2 
ao 

(7.5) 

---c & 

Appling the curl operator (Vx) to equation (7.2) and taking into account that VxV4= 
results: 

v2w =2 01t(j) CZ =p (7.6) 

with c» =2Vxu the displacement rotation vector. 

Once again, the wave equation is obtained (eq. 7.5) but, in this case, rules the 
rotational or distortional disturbance, propagating with a velocity c2. 

In other words, two basic types of wave, dilatational and distortional, can propagate in 
infinite media with specific characteristic speeds, cl and c2. 

A variety of terminologies exists for the two wave types. Dilatational waves are also 
called irrotational and primary (P) waves. The rotational waves are also named equi- 
voluminal, distortional and secondary (S) waves. In seismology the P and S waves can be 
named also `push' and ̀ shake' waves. A last definition for the P and S waves can be 
understood assuming the wave propagation front plane and normal to the propagating 
direction (Figure 51), in this case appears immediate why the P waves are termed 
longitudinal waves and the S waves, shear waves. 

When an elastic wave encounters a boundary between two media, its energy is divided 
between the reflected and the refracted wave. The same laws such as the Fermat's 
principle and the Snell's law drive the phenomenon not differently from the analogue 
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problems in acoustics or optics. To differ from the acoustic and optic phenomena is the 
mode conversion associated with the incident P waves on a free surface. For example, the 
impinging P wave is reflected with an angle different from the incident since, at the same 
time, a shear wave called SV wave is generated [135] (Figure 52). 
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Figure 52 - Conversion mode of an impinging P wave. 

Another aspect, associated with the presence of free boundaries, is the existence of 
additional wave types. Those waves are named surface waves at the aim to differentiate 
them from the P and S waves defined as body waves. 

The surface waves are connected with particle movements close to the free boundaries 

of a medium surface. Rayleigh was the first to notice the presence of a particular surface 
wave named after him. A main characteristic of this type of waves is the rapid decrease 

of their magnitude with depth, which makes them almost imperceptible at depths larger 
than the double of their wavelength. These waves are characteristic of seismic 
phenomena, where are defined as ground roll waves due to the particle motion confined 
in the vertical plane containing the direction of propagation and retrogrades elliptically 
(Figure 53). The propagation speed of such waves is close to that of the S waves (cR/c2 

(0.87+1.12v)/(1+ v) [24,135]). 
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A second type of surface wave, Love's waves named after its discoverer, travels by a 
transverse and horizontal motion of the particles (Figure 53). These waves are similar to 
S waves and occur when the S waves speed increase with the depth (layered media). 
Moreover, their propagation speed depends on the frequency and approaches the shear 
wave speed in the substrate material for frequencies tending to zero. 

Figure 53 - Surface waves 11361 

An example of distribution of displacements and energy in dilatational, shear and 
surface waves for a harmonic normal load on a half-space medium with v =1/4 is shown 
in Figure 54 [135]. It gives a general idea on the energy ratio between the different 
perturbation transmission mechanisms (Figure 54). 

Figure 54 - Displacement and energy distribution due to harmonic loads 11351. 

Another wave type extensively used for damage detection goals is the Lamb wave, 
which is an elastic perturbation propagating in thin plates of finite thickness with free 
surfaces. The particle motion occurs both in the wave propagation direction and through 
the plane of the plate (Figure 55). 
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For Lamb waves the velocity of sound depends not only on the material elastic 
constants, but also on the plate thickness and on the frequency [137-138]. 

a) 

b) , 

Figure 55- Lowest order symmetric (a) and asymmetric (b) Lamb waves in a plate 11371 

A further phenomenon connected to the propagation of waves with close frequencies 
is the Group Velocity (GV) concept. The first observation of the GV phenomena goes 
back to Rayleigh, who remarked that when a group of waves advance into still water, the 
velocity of the group is less than that of any of its individual wave; these waves appear to 
advance through the group and dying away as they approach its interior limit [139]. 

The GV concept can be easily analytically explained by considering two propagating 
harmonic waves of equal amplitude, but with slightly different frequency cri and cot: 

y= Acos(y, x+a), t)+ Acos(yzx+w2t) (7.7) 

where: 

"y is the wavenumber 
2; r Y 

"? is the wave length 
Substituting the cosine double angle formulae in equation (7.7) and then rearranging, 

eq. (7.7) can be rewritten as: 

y=2Acos(j(72-Yi)--(t»2-cvl)t)cos(2C72+Yl)x-2(W2+cv, ýt) (7.8) 

Since the frequencies are slightly different also the wavenumbers are slightly different. 
Therefore, assuming: 

ear=w2-w1 Ar= '2-r1 (7.9) 

o=2(a +0)z) r=2 (1+r2) (7.10) 

and defining as average phase velocity c, the ratio co/y, equation (7.8) can be rewritten as: 

y= 2A cosi 2 
Ayx -! Aaxl cos(yx - OX) (7.11) 

J 
Equation (7.11) describes (see Figure 56) a high frequency wave (co second term of eq. 

7.11) propagating with a (phase) velocity c modulated by a low frequency wave (A(o first 
term of eq. 7.11) propagating with a velocity cg: 
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Figure 56-Wave group formed by two waves with close frequency. 

(7.12) 

The velocity cg is called group velocity. 
In the past, the application of the wave propagation concepts through Acoustic 

Emissions (AE) and Ultrasonic Testing (UT) was limited by the high cost and fragility of 
acquisition devices that confined their use in non-harsh environment. 

Nowadays, the technology progress wiped out those limitations supplying cheaper and 
more efficient acquisition systems fitted by sensors capable of withstanding harsh 
environments, giving a new boost to wave propagation studies and applications as next 
paragraph explained. 

7.4 Wave propagation applications 

The wave propagation phenomena have been applied over the years in the most 
different fields, like Acoustic Emission (AE), Ultrasonic testing (UT), Seismic 
Applications (SA), reservoir exploration, and so on. Some of the most common 
application (AE, UT and SA) are discussed in the following sections. 

7.4.1 Acoustic Emission 

Acoustic Emissions are high frequency, transient sound waves (P-waves) emitted 
when rapid stress redistributions occur in a material. This is why most of the time the AE 
recording requires constant loading of the specimen, even though its magnitude may also 
vary (i. e. cyclic loads, general loading condition). The stress redistributions are normally 
caused by generation of structural changes within the material. The emission analysis 
characterizes the signals according to intensity and frequency content, and, also, is 
entailed to locate the release mechanisms by comparing the time signals [140]. 

An advanced AE technique requires the recording of the acoustic emission activity 
and its waveforms during the loading of a specimen. An example is given by the analysis 
of the damaged zone behaviour in fibre reinforced concrete [141], where the radiation 
pattern of acoustic emission sources and the seismic moment as well as the type and 
orientation of the cracks have been determined using moment tensor inversion methods 
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based on a complex arrival time picking algorithm (based on statistic evidences) to 
discriminate between noise and echoes. 

A different localisation approach was used for the analysis of waves due to acoustic 
bursts propagating in composite laminates [142]. A Time-Frequency Representation 
(TFR) of dispersive plate waves was used, proving that peaks of the TFR magnitude 
evaluated using Gabor wavelets are related to the echo arrival time of Lamb waves. 
Moreover, a triangulation method provides accurate results of damage location in 
anisotropic laminates, as well. 

A contrasting damage detection with those presented above [143] consisted in a 
localisation algorithm that minimises the run-time differences between experimental and 
theoretical signal travel time (p-waves). The theoretical wave propagation path was 
assumed straight and the p-wave velocity was evaluated by ultrasound pulse 
measurements. 

AE are also used to characterise material fatigue behaviour when classical fracture 
mechanics approaches fail as for micro-cracks generated inside materials, before visible 
failure. In this case, brand new algorithms have been used to manipulate the data strongly 
affected by noise. Those algorithms were based on Floating threshold, spatial filtering, 
linear guard sensors and wavelets transform [144,145]. 

For low-velocity impact damages on laminated composite [146], AE proved to be very 
effective due to its capability of detecting defects hidden inside the composite structures. 
However, conventional AE analysis methods in time or frequency resulted unsuitable, 
because different Lamb's wave types and damage severities are undistinguishable in 
acoustic emissions generated by impact loads. In this case a profitable way to analyze the 
signal resulted to be its decomposition by wavelet transform in the time-frequency space. 

7.4.2 Ultrasonic testing 

Ultrasonic testing (UT) is one of the most widely used NDT techniques for 
discontinuity detection and material characterization in many engineering fields. 
Advantages of UT compared to other metal tests techniques are higher penetration, 
higher sensitivity and greater accuracy. A major drawback of UT is the extensive 
technical expertise required to UT inspectors [147]. UT consists in an ultrasonic pulse 
that propagates in the structures tested, which behaviour is acquired by apposite sensors, 
deciphered and correlated to discontinuities or other indications on the specimen. 

UT has been used as non-invasive method for thin thickness measurements of multi- 
layer structures [148]. In this case, A-scan approach (§1.5.2) in concert with wavelets 
tools showed their reliability for the detection of partially overlapped echoes in a noisy 
environment as the ophthalmic and microelectronic technologic field can be. 

For detection of damage in rails [149], elastic guided waves propagating through the 
rail were used. The detection has been made possible by exploiting the energy 
propagating from the train wheel in contact with the rail. Essentially, the detection 
technique is based on the following two concepts. If there is not damage between two 
sensors the signals received by both sensors are approximately the same. On the other 
hand, if a defect occurs between the two sensors, the output at the nearest sensors to the 
coming train would increase in magnitude significantly being the result of the sum of the 
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impinging elastic wave energy and the elastic wave energy reflected from the broken rail. 
On the other hand, the output of the second sensor is reduced. 

For a better comprehension of the wave propagation phenomenology within rails in 
presence of vertical crack, experimental data [150] were compared to numerical data 
evaluated using the Elastodynamic Finite Integration Technique (EFIT) [151]. This 
comparison helped to clear up the complex evolution of the front wave propagation 
leading to a correct interpretation of the acquired signals. 

Ultrasonic flaw detection has been observed in many other studies where the 
structures investigated were plate or plate-like. The approaches used can be resumed in 
two main branches. The first concerns classic ultrasonic damage detection methods 
consisting in locating the damage and estimating its characteristics using echo arrival 
times and group velocity. The application range goes from the detection of disbond in 
adhesive joints [152] to corrosion detection [153]. 

The second class of methods [154-158] uses time-frequency approaches to screen the 
experimental data. Those procedures involve the use of Short Time Fourier Transform 
(STFT), pseudo Wigner-Ville distribution and Wavelet Transform (WT) in both forms, 
discrete and continue with an improved resolution in the signal representation, in the 
detection of damage presence, location and size estimation. 

7.4.3 Seismic application and Reservoir exploration 

Wave propagation phenomena are at the heart of seismology, helping the scientists to 
locate earthquake epicentres and being a useful tool for geophysical investigations. A 

very profitable application of geophysical outcomes is reservoir exploration, which 
exploits wave propagation phenomena to locate oilfields. Both seismic and reservoir 
explorations work on half space media. This hypothesis reduces to the minimum the 
problem to screen among reflected waves by boundaries and those reflected by other 
surface of discontinuity (target). The main concerns for such applications are the 
characterisation of the Earth, which is thought to be subdivided into a finite number of 
layers of effectively uniform acoustic impedance [159], assumption valid for low 
frequency range. 

On these bases, the Earthquakes source is found by the evaluation of the time 
difference between the arrival of the P and S waves at the same station [160,1611. 

7.5 Time-Frequency Representation 

In the above overview, a global picture of the application fields for wave propagating 
phenomena has been given, with particular emphasis on all the aspects connected to 
localisation and exploration of discontinuities within structure boundaries. The different 
techniques, used to analyse AE and UT signals, were stressed, at the aim to give a first 

glimpse of the variety of approaches developed. 
The first techniques used to analyse ultrasonic signals were developed in either the 

time or frequency domain. Unfortunately, their performances decrease consistently in 
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presence of echo overlap, attenuation phenomena at high frequencies and critical 
sampling [148]. 

Those limitations were overcome by the introduction of Time Frequency 
Representations (TFR), which adoption increased the accuracy of the measures, reduced 
the attenuation phenomena and allowed to screen between overlapped echoes. 

Between the several TFRs existing [127] only two of them have been analysed, the 
Short Time Fourier Transformation (STFT) and the Continuous Wavelet Transformation 
(CWT), which are reviewed in the following sections. 

7.5.1 Short Time Fourier Transformation 

STFT is the most standard approach to analyse a time signal s(t), in the time-frequency 
space. This splits the time domain signal into many windows termed short time windows, 
and then, makes the Fourier transform of each segment. The whole operation can be 
synthesised as [127]: 

STFT(t, w)= fs(t')w(t'- Jwt dt' (7.7) 

The STFT differs from the Fourier transform only by the presence of the window 
function w(t). 

Alternatively, the STFT can be interpreted from eq. (7.7) as the projection of the 
signal s(t) onto a set of bases w *(t- r)exp(jw t) parameterised in r and w (* stands for 
complex conjugated), which are, respectively, the time and circular frequency. Since, 
those bases last a finite extent in time, the signal frequencies can be monitored as a 
function of time. 

The definition of the STFT can be given also in terms of frequency [127]: 

STFT(t, u w) 
2ý 

e-1°" Js(cd)W(co'-cv)e-1°''`da (7.8) 

where S(w) and W(a) are the Fourier transform of s(t) and w(t). Observing the 
expressions (7.7) and (7.8), the following observations can be made: 
" Phenomena lasting shorter than the time window duration tend to be smeared out. 
" The width of the frequency window W(w) limits the resolution in the frequency 

domain. 
" The time and frequency domain resolution is inversely correlated by the uncertainty 

principle [162] 
" The resolution across the entire time-frequency plane is fixed by the windows width 

(see Figure 57). 

Time 

Figure 57-STFT resolution. 
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7.5.2 Continuous Wavelet Transform 

A natural evolution of the STFT are the wavelets [126], which linearly decompose an 
arbitrary signal s(t) by projecting it on functions that are simply dilations and translations 
of a parent (or mother) wavelet g(t) via the convolution of the signal and the 
scaled/shifted parent wavelet [126]: 

CWT(a, t)= isr)g* (l1 t 
aZJIdz 

(7.9) 

where a is the dilation parameter and ris the translation parameter. 
Analysing eq. (7.9) is clear that the wavelets basis functions have variable width 

according to a and r (see Figure 8). 

Cn 

Time 

Figure 58 - CWT Resolution. 

More information about the wavelet transform can be found in section 4.7.2. 
In the next paragraph, the motivations for the choice of the CWT have been illustrated 

through consideration regarding resolution and noise issues. 

7.6 Choice of the TFR 

The time frequency representation choice was based on two comparison criteria: the 
resolution and the sensitivity to random noise. 

7.6.1 Resolution 

The resolution of the TFR is critical to differentiate different echoes when these are 
very close. 

Because both the TFRS under analysis use particular window functions, a comparison 
can be done only in terms of Root Mean Square (RMS) of their duration and bandwidth. 

The RMS duration can be evaluated as [148]: 

At= 
12 j(t-t. )Zlw(ty dt (7.12) 

IIWI12 -. 
where: 
" ts is the temporal centre of the window function: 
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tý = 
12 1tIn(t2dt 

(7.13) 

HwI12 is the Euclidean norm of the time window w(t) evaluated as: 

(1 wll2 = ]iw(t2dt (7.14) 

Similarly operating in the frequency domain, the RMS bandwidth can be obtained 
[148]: 

OJ'= 
W2 j(j- p)2ýW(jýýdj (7.15) 

where: 

I. _2f fltiV(f)2 df (7.16) 

00 ý1 wII2 = 
ýW(f 

12df (7.17) 

Together the duration and the bandwidth RMS measure the time-frequency 
localisation (resolution) of the TFRs. 

In eq. (7.7) is possible to identify w(t'-T)eý2iß (w=2nf) as a time-shifted and modulated 
version of the window function w(t). 

By analysing w(t'-T)e j2sa, it is possible to prove for any time-frequency point (fo, ro) 
that its time centre is t. '= t. +To and its RMS duration At'= At. Therefore, the time 
localisation interval is given by [t" +To - At, t" +to + At] with a time resolution of 2 At. 
Similarly, for the frequency domain the centre frequency of w(t'-t)e j2"n is f"'=f. +fo with 
RMS bandwidth Af= Af. Accordingly, the frequency resolution is 2Af. Then, the time- 
frequency resolution for any point (fo, -ro) is a rectangle whose width is the time 
resolution 2 At and height is the frequency resolution 2 Af, with area 4AtAf (fig. 34-a). 
Moreover, the possibility of having high resolution in both the domains, time and 
frequency, is limited by the uncertainty principle, which bound the rectangle area to be 
4AtAf Zl/n [148]. 

In contrast with the constant resolution of the STFT is the already mentioned multi- 
resolution of the CWT. As matter of the fact, the time localisation (see eq. 7.8) is given 
by [a (t" +ro - At), a I(t" +To + At)] for a time resolution of 2a'At. In an analogous 
manner, the frequency resolution can be estimated equal to 2aAt. Hence, the time- 
frequency resolution for any time-frequency point is a rectangle of width 2a lAt and of 
length 2aAt with a constant area along the time-frequency domain of 4AtAf, as the STFT. 
However, the time resolution increases with the frequency, while the frequency 
resolution decreases to keep up the constant area (Figure 59-b). 
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Figure 59-Comparison between the STFT (a) and wavelet (b) transformation resolution. 

Concluding, The Wavelet Transform (WT) allows the screening of the echo start times 
with more resolution if measured at high frequencies. 

7.6.2 Noise sensitivity 

The noise sensitivity of any TFR is of great importance because significant noise 
sensitivity could lead to faulted measurements. For classic TFRs such as STFT, the noise 
tends to be uniformly distributed over the time-frequency domain [148]. 

Conversely, the noise effect on the WT is concentrated into the high frequencies [148]. 
In this way, it is possible to measure the echo start times (instant in which the echo 
arrives at the sensor location) from a region of the time-frequency plane where the Signal 
Noise Ratio (SNR- §4.2) is acceptable. 

Hence, choosing the CWT is possible to enhance the time resolution with consistent 
improvements in the localisation of the echo start time, and at the same time to reduce the 
sensitivity to the noise of the time-frequency analysis. 

In order to have enough elements for the interpretation of the TFRs in case of echo 
presence, their behaviour for the most common scattering mechanisms is described in the 
next paragraph. 

7.7 Interpretation of the TFRs 

A correct interpretation of the TFRs can lead the user to a deeper understanding of the 
wave propagation phenomenon. At this aim the most common scattering mechanism 
were analysed [127]. 

Scattering of structure surfaces or edges [164-166], (Figure 60-a) appears as a discrete 
time event, identified on the time-frequency plane as a vertical line, since it occurs at a 
particular instant but for the whole frequency range. 

When in the TFR images a horizontal line is observed [164,166] (Figure 60-b), the 
scattering event observed is a resonance of the structure, since the scattering mechanism 
can be observed over all the time of acquisition but becomes prominent only at 
determined frequencies. 
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Figure 60- Most common scattering mechanisms 11271. 

Dispersive phenomena are identified on the time-frequency plane by slanted lines 
(Figure 60-c and -d). For material dispersion 11671 the curve has a positive slope (Figure 
60-c), while if the slope is negative, the scattering mechanism is related to waveguide 
structures' (Figure 60-d) [164-166,168]. 

In the next paragraph, the choice of the parent wavelet between the countless existing 
was discussed. 

7.8 Parent wavelet selection 

The number of parent wavelets (or mother wavelet) present in literature are countless 
and their application the most various. For example, in ultrasonic NDF of composite 
material [154] the Coifinan wavelet was used for multiscale characterisation of pitting 
corrosion [169], while for crack damage detection on composite panels 1170], the 
Daubechies family was exploited. However, most of the times to analyse time signal 
coming from structures, the complex Morlet wavelet [154,126,171-1731 was used, 
because of its particularity of giving magnitude and phase information, very useful to 
visualise possible discontinuities. Moreover, this wavelet becomes very attractive for 
harmonic analysis, due to its analogies with the Fourier transforms expressed by its 

equation [174]: 

g(t)= e '" (cos(w�t)+isin(a)�t)) (7.18) 

A Morlet wavelet is a Gaussian-windowed Fourier transform, with a central frequency 
f0=wo/21t, but differently from the Morlet wavelet illustrated in chapter 4, the width of the 
Gauss' curve (the wavelet frequency band) y is also parameterised. As for chapter 4 

For waveguide structure is meant a structure that guides stress waves along its length Typical 

waveguide structures are pipes, rods, rails and etc... 
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wavelet, by maximising the eq. (7.18) in the frequency domain (eq. 7.20, [174]) a unique 
relation between the dilation parameter a and frequency f is obtained: 

f= a 
fo 

(7.19) 

G(af) = e-"=r('f -to) (7.20) 

Hence, because of these unique features the complex Morlet wavelet was chosen as 
parent wavelet. 

7.9 Damage Detection Methodology 

The damage detection methodology developed was split in three steps. In the first step 
the presence of the damage on the structure was assessed. In the second step the 
extraction arrival time of the reflected wave (or echo) was estimated, and in the third step 
the damage location through a simplified Ray-Tracing algorithm was detected. 

7.9.1 Damage presence detection 

As described in section 7.7, structural changes (e. g. cracks, plasticization and 
corrosion) appear in the TFR as either vertical lines or slanted lines. A similar behaviour 
is expected from perturbation waves reflected back by the structure boundaries. This 
explains why conventional UT needs skilled inspectors to discriminate the reflected 
waves due to structural changes from those due to structure boundaries. Therefore, at the 
aim to simplify the interpretation of the ultrasonic signals a brand new approach was 
developed. This was based on the idea that damage introduces, in the wave propagation 
phenomenon of the undamaged structure, an uncorrelated time signal due to the presence 
of waves reflected by the defect surface. Hence, in order to highlight the time discrepancy 
between the damaged and undamaged signal a Coherence Function Based Algorithm 
(CFBA) was used. The method was structured into two parts. The first involved the 
evaluation of a time-frequency coherence function, while the second phase identifies the 
presence of damages by discriminating between the time-frequency coherence changes 
due to noise and damage reflected wave arrivals. 

In the first phase of the CFBA, the Time Frequency Coherence (TFC) function, 
between the undamaged s�(t) and the damaged sd(t) signals, is evaluated as the ratio of the 
wavelet cross-spectrum Sud and the product of the wavelet auto-spectra of the two time 
signals (S,,,,, Sdd) [163]: 

TFCt)= 
(Sua(f, t)12 

(7.21) 
SMY ( 

, `)sdd 
(f, 

`) 

where the power spectra S,,,,, Sad and Sd are given by: 
I 

Sy (f, t) =fw, * (f, z» (f, z)iz (7.22) 
0 

144 



with i, j ={u, d}. 
The integration time window [0, t] in eq. (7.22) was selected in the attempt to reduce 

the noise effects, which should be mitigated on a long time range. Unfortunately, this 
process, together with the noise, averages out, also, the changes in the coherence due to 
the arrival of the waves reflected by the damage surfaces. Therefore, a shorter time 

windows [t-At, t+At] was also used to evaluate the power spectra: 
n �I 

S11(f, t)= f iv (f, r)w, (f. T )JT (7.23) 
Al 

In both cases, the time discrepancies caused by noise appear as peaks randomly 
distributed in contrast with those due to defect reflected wave arrivals, which are 
characterised by sudden changes of the coherence along a wide frequency range. For the 
first time window chosen, the coherence change will extend in time and present rapid 
variation in coincidence of the arrivals of the wave reflected by the damage surface (P, S, 
Rayleigh wave, group velocity, see Figure 61-a). For the second time window considered 
[t-At, t+At] the sudden coherence changes decrease shortly after to zero (see Figure 61-b). 
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Figure 61 - Time-frequency coherence changes due to damage reflected waves 

Once, the damage presence is certain by recognising the behaviour described above, it 
is possible to proceed to the extraction of the echo start time as next section illustrates. 

7.9.2 Echo Start Time Extraction Algorithm (ESTE) 

The detection of the arrival times of the echoes is very important, because, the 
precision of the damage locations is strongly dependent on its correct estimation. At this 
extent the Echo Start Time Extraction (ESTE) algorithm was developed. This consists in 

a two stage process. In the first stage, a pass-band noise filter reduces the noise effects 
and, then, the echo start time is identified by the evaluation of maxima lines. 

The pass-band noise filter effectiveness depends on two factors, the CWT tendency to 
concentrate the noise into high frequencies and the poor SNR at low frequencies due to 
the high frequency content of the signal discrepancy generated by the damage 

occurrence. In this way, two frequencies (f,, f2) are identified, which values rely on the 
SNR level respectively at low and high frequencies. 

At this point, the echo start time (echo arrival time) could be extracted by simply 
identifying, at each frequency, either the times at which the coherence has the most rapid 
change (for a time window [O, t]) or the time of coherence local maxima (for the second 

145 



time window used). In both case the results will appear as a series of lines almost parallel 
to the frequency axis (Figure 62, see black lines). Unfortunately, the noise presence 
makes very difficult the extraction of the ridges and in many cases ends up in winding 
lines (red line in Figure 62). Therefore, in order to minimise the noise effect on the time 
of flight extraction, the time frequency coherence was derived with respect to time. This 
highlights the wave arrivals as local maxima lines and reduces the winding behaviour 
showed in Figure 62. Furthermore, a least square polynomial interpolation of the maxima 
lines identified can be used to improve the localisation of the wave arrivals. 

Noise effect 
S wave 
P wave wI d 

LL 
Rayleigh wave 

Group Velocity 
Time 

Figure 62 - Echo-start times 

Finally, the echo start time (ttarget) is identified as function of the frequencies through a 
polynomial interpolation of the maxima lines of the time derivative of the time frequency 
coherence function relative to the first incoming P, S wave, Rayleigh wave or group 
velocities. Then, the localisation of the damage becomes possible as described in the next 
two sections. 

7.9.3 Ray-Tracing Detection algorithm, theoretical background and set-up 
considerations 

Many laws or principles rule wave propagation within media, such as: the Huygen's 
principle, the Fermat's principle and the Snell laws regulating the reflection and 
refraction phenomena [ 135]. 

For the Huygen's principle [135] each point on a wavefront can be considered as a 
generation point for succeeding spherical waves. This means that, assuming the 
perturbation source so small to be reduced to a point, the wavefront generated are 
spherical with a radius equal to the product between the wave travelling speed 
(considered to be constant) and the travelling time. Moreover, for the principle of the 
least time (Fermat's), waves travel the fastest possible path between two points. 
Therefore, in uniform media, waves travel in space in straight lines, which can be easily 
proved for P wave propagation by use of the Eikonal equation [ 173]. 

The P wave can be assumed as a pressure disturbance propagating in a isotropic 
medium (7.24): 

P(i, t) = Po (x)f[t 
-T 

(i)] (7.24) 

where: 
" T(i) represents the propagating wavefront. 
" po(. ) is the initial wavefield. 

"i is a 3D location. 
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"f is an arbitrary smooth function. 
The scalar (acoustic) equation in 3D, for medium with constant density, reads: 

V2p(x, t)= 
c 8sZ 

°` (7.25) 

Inserting eq. (7.24) into eq. (7.25) is obtained: 

f, o 
(VT)2-71 -f'(2Dpo"VT+p0V2T)+fV2p=0 (7.26) 

To satisfy eq. (7.26) for every function f, its three terms must vanish separately, 
resulting in the following three equations: 

(VT)2 
-Z=0 (7.27) 

C2 

2Vpo "VT+p0V2T=0 (7.28) 

V2p=0 (7.29) 

The problem so represented is over determined, three equation for two unknowns the 
scalar functions T(1) and po(i). However, in high frequency applications the terms in f 

of eq. (7.26) can be neglected, living the eikonal equation (7.27) and the transport 
equation (7.28). 

In contrast with eq. (7.27), which depends on the entire wavefield po (i), the eikonal 
equation does not contain such term and describes only the kinematical properties of the 
propagation process, without giving any information about wavefield magnitudes. 

In a homogeneous medium (the pressure perturbation speed is constant), so as the 
solution of the eikonal equation coincides with the Huygens' wave representation (7.30) 
with concentric spherical wavefronts centred in the source point zo . 

T(z)=to+Ix Z 
°) (7.30) 

c, 
This means that the wave propagates along straight lines from the source point zo to a 

generic point 5 on the spherical wave front (see eq. 7.30 term Ii-xo) ). 

For media with boundaries, the wave propagation phenomenon is still governed by the 
same principles and laws, but for complex domain like rails, the wave travel path is not 
necessarily straight. In some cases, a further complication in the set-up of the defect 
localisation process rises from the impossibility to have the sensor location coincident 
with the excitation area as for rails, where the excitation is provided by the train through 
the rail rolling surface. This means that a different location for the sensors must be 
chosen. 

For this selection, two factors must be taken into consideration. The first is related to 
the damage to be identified, for example, rolling contact fatigue damages on rails. In 
other words, defects bounded on the railhead, which is a simple connected domain. The 
second factor is the sensitivity to structural changes of the sensor location, whose max 
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value is located on the most flexible part of the structure, i. e. the rail web (since structural 
flexibility is inversely proportional to the structure thickness [175]). 

Therefore a solution of compromise can be placing the sensor on the railhead but 
opposite to its rolling surface. This implies that the wave path is composed by two 
straight lines, the impinging line (from the excitation point up to the defect surface) and 
the reflected line ending in the sensor place (see Figure 63). 

Damage 

Figure 63 - Wave echo path. 

The sensor number is determined by analysing the localisation problem from a 
mathematical point of view. Defining the domain S2(x, y, z)c 9e (the structure) and 
df2(x, y, z) its surface, the probable damage position zo is univocally identified by its 

three coordinates (unknowns). Therefore, three independent equations must be written in 
the three unknowns. In a 3D domain, a point is univocally located as the vertex of a 
tetrahedron (Figure 64), if and only if the locations of the other three vertices and the 
length of its edges are known. 
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Figure 64 - Tetrahedron of localisation. 

Hence, considering a tetrahedron having as vertices: zD 
, the excitation point x., and 

two sensor locations, z, and i, 
, the edge lengths between zH 

,, 
z, 

, 
z, and 1D are 

unknown. The only known parameters are the wave path lengths from iE,, to the two 

sensors (z, and x, ). Hence, only two independent equations can be identified (7.31), 

while for a well-posed problem three equations are needed. 
e, + e2 = P, = tiarge: 1 e (7.31) 
el +e3 = Q2 

- ttarg 
ei 2C 

where c is the speed of the waves (P, S, Rayleigh wave and group velocity) used to 
extract the ttarget. 

Each one of the equations (7.31) defines the locus of the points [176] rc 3t3 described 
by the vertex zD of the triangle XExc x", XD (xExc z, xD) whose distances e, and e2 (e3) 

from the two fixed points iExc and x, (or z,, the foci) gives a constant sum equal to the 
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wave path length (C={fi, Q2}) from z,.., to the first (second) sensor. Therefore. F is the 

surface of a revolution ellipsoid (Figure 65) along the i, 
. 
z_) direction. The 

ellipsoid equation in the canonical Cartesian coordinate system . XCY,. Z,., with the axis Y, 
parallel to the direction of wave propagation Z and its origin (x,,, y,,, z�) coincident with 
the mid point of the tetrahedron side zh_rý i (iE,, i, ), is 

X; 
+y; += (7.32) 

a- b` c` 
with the semi-axes lengths 

a=2b=c=- sin 99= acosý (7.33) 

and i={ 1,2}. 

Figure 65 - Ellipsoid of the probable damage locations. 

The simultaneous satisfaction of equations (7.31) results in an ellipse intersection of 
the two ellipsoids described by the equation (7.32). This confirms that a third equation is 

needed. Two possible solutions were considered: 
1. If a third point (sensor) is selected i, and, consequently, a third ellipsoid is defined, 

the equation system, constituted by either the three ellipsoid equations (7.33) in the 

global coordinate system or, equivalently, in the form of the equations (7.31), admits 
a unique solution if only if its Hessian is a positive definite matrix. Therefore, the 
locations of the sensors must be adjusted in order to fulfil this requirement for every 

Xn E)(X, Y, Z). 

a, x2 +b, y2 +c,: ` +2f y: +2g, rx+2h, xy+2p, x+2q, y+2r, _+d, =0 

a, x` +b, y2 +c,: 2 +2f y_+2g1_x+2h, xy+2p-, x+2q, y+2r,: +d, =0 (7.33) Ja, 

x` +b3y' +c, _` +2f, 3y_+2g, x+2h3xy+2p, x+2q, y+2rz=+d, =0 

2. If damages are located only on the surface or next to it, the structure surface equation 
can be used as the third independent equation: 

dQ(x, y,:: ) =0 (7.34) 
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It is clear that the result of the geometric intersections, in most of the cases, yields two 
points. However, only one point will be in the direction of propagation. Therefore, this 
point will identify the damage location. 

For structures that behave as waveguides (e. g. rails, aircraft spars and stringers), an 
approximated solution can be obtained using only one sensor (one ellipsoid). This means 
that only the structure cross section location of the damaged area, normal to the wave 
propagation direction, can be computed. 

The single sensor approach is considered as an appropriate solution for damage 
detection in waveguide structures. This reduces to the minimum the number of sensors 
and, therefore, the installation and the related maintenance expenses. 

The distance between two sensors deployed along the rail depends on the attenuation 
that the magnitude of the wave perturbations undergoes during the propagation 
phenomenon, the size of the minimum damage to identify, the range of frequencies 
investigated and the sensitivity of sensors and the acquisition devices. 

However, recent studies proved that some group velocity could propagate up to 2134m 
[177]. Therefore, it is not impossible to believe that sensors can be spaced every 300-600 
meters. 

7.9.4 Ray-Tracing Detection algorithm 

The RTD algorithm locates the probable position of the damage by minimising the 
difference between the arrival times measured (tget) and the numeric wave travel time 
(Figure 63). For simplicity, in this section a single sensor was considered. However, the 
extension of the RDT algorithm to 2 or 3 sensors is straightforward. 

Since, the trarget is a function of the frequency, either a single frequency or a range of 
frequencies can be used to evaluate the damage location. In the last case, a least square 
optimisation algorithm can be used. Here, for simplicity a single frequency was used. The 
main difference is that, in the case of a single frequency, twgct is a scalar instead of a 
vector (a coefficient for each frequency used) when a range of frequencies is used. 

The wave travel time (7.35) is computed measuring, and summing up the Euclidean 
distances d(z,, z2) between the probable damage position zD and, respectively, the 
excitation location x and the sensor position zs'u, and then dividing for the wave 
speed c. 

t(zDd(xD, 
xEzc)+d(xD, xs,,, 

s) (7.35) 
C 

The minimisation of the Wave Travel Time Difference (WTTD, (7.35)) is carried out 
by an optimisation algorithm based on the Quasi-Newton method [75]. 

WTTD(D)=It:, 
rg<<-t(iD1 

(7.36) 

The optimisation process formulates, at each iteration, a quadratic model problem 
(7.37) through curvature information. 

min x"DýD +e'ýxD +b (7.37) 
so 2 
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where H is the Hessian matrix of WTTD, e and b are respectively a constant vector and a 
constant. The optimal solution of the quadratic model problem occurs when its partial 
derivatives of zD tend to zero: 

VW7TD(iD)=HID+e=0 (7.38) 

Therefore, the optimal solution (the most probable damage position) was evaluated by: 
XD =- -le (7.39) 

The Hessian matrix evaluation in the Quasi-Newton approach is performed by using 
the observed behaviour of WTTD and its gradient, in contrast with the pure Newton-type 
method, which calculates the Hessian matrix numerically involving a large amount of 
computation. In this case, the Hessian matrix has been approximated by use of the BFGS 
formula [75]. 

After the twget is evaluated, the damage localisation with the developed damage 
detection algorithm can be evaluated. 

7.10 Conclusions 

While convectional ultrasonic inspection [149,177] uses ultrasonic beams propagating 
through the structure thickness, the proposed damage detection approach (Wave 
Propagation Based Damage Detection (WPBDD) algorithm) exploits the wave 
propagation phenomena (P, S, Rayleigh waves and wave group velocities [135]) by 
identifying the discrepancies, due to damage presence, in the dynamic behaviour of the 
structure using a time-frequency coherence function. 

The purpose of this function is to identify any possible uncorrelation (discrepancy) 
present between two time histories. The first time history is used as reference and must be 
acquired when the structure is in pristine conditions, while the second time signal is used 
to monitor the health state of structures, acquiring it every time a trigger condition (based 
on a minimum level of excitation, signal shape, noise conditions and so on) is satisfied. 

Physically, the discrepancies are generated by waves (P, S, Rayleigh waves and wave 
group velocities) reflected back to the sensor locations by the flaw surfaces, which in its 
absence would not exist (as confirmed in §8.4.2.1 for wave propagation in rails). Because 
the coherence function is defined in the time-frequency space, the arrivals of the 
perturbation waves, generated by the damage presence, are function of the frequency 
(§8.4.2.1). By calculating the arrival time of the waves interacting with the defect 
surfaces, the detection algorithm is able, through a ray-tracing algorithm, to estimate the 
location of damage. 

This methodology is also capable of identifying multi-site damages by analysing the 
signatures of their reflected waves in the time frequency representation of the coherence 
function, where different damages will appear as different uncorrelated bursts as that 
described in Figure 61. However, further developments aimed at the automatic 
recognition of these bursts from the ESTE algorithm have to be carried out. 

Differently from similar techniques, the main advantages of the proposed 
methodology is that there is no need to the control the excitation force nor an expert 
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ultrasonic testing inspector to discriminate between boundary and damage reflected 
waves [147,149,137,177-179]. 

Moreover, since a vibration wave can propagate within a medium on large distances 

with a very little amplitude loss, a single sensor can inspect large portion of the structures 
in few instants (as showed in §8.4.2.3), in contrast with conventional ultrasonic 
techniques, which to inspect the same area need a number of scans, using very expensive 
devices named B and C scan. 

The present methodology was numerically validated on the detection of rolling contact 
fatigue defects occurring on rail structures. The results are presented and discussed in 
chapter 8. 
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CHAPTER 8: WAVE PROPAGATION ON 
RAILS 

8.1 Abstract 

The capability of the proposed Wave Propagation Based Damage Detection 
(WPBDD) technique to establish the presence and location of damage was tested on a rail 
structure. The rolling contact fatigue defects were selected, because resulted the most 
severe between those occurring on rail according to a brief review on the subject. 

The damage detection was preceded by an analysis of the wave propagation 
phenomena within a rail, with or without damage. The analysis outcomes pointed out that 
a detection of the damage presence would not be possible by a simple comparison 
between the damaged and undamaged time histories, since no difference could be 
spotted. Moreover, it was observed that the Time Frequency Coherence (TFC - §7.9.1) 
function (devised by the author) was capable of highlighting the damage presence and by 
its maxima lines using the Echo Start Time Extraction (ESTE - §7.9.2) algorithm to 
estimate the time of flight of the damage reflected wave. 

Then, a numerical investigation of two single damages was carried out. The damage 
was introduced on the railhead surface to simulate rolling contact fatigue defects. The 
results showed that the proposed methodology can be successfully used in localising the 
damage location, however, as expected, the localisation is strongly affected by the 
frequency range used. The results suggested that the separation and the characterisation 
of single modes are crucial for the identification of different types of rail defects. Further 
work is needed to establish the damage severity by relating the magnitude of the changes 
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of the time frequency coherence to reflection and attenuation coefficients of each wave 
group velocity used and on the selection of the best range of frequency according to the 
type of damage to be identified. 

8.2 Rail defects 

Since the earliest days of railroading, maintenance was a main concern. However, 
nowadays, maintenance issues are becoming overwhelming because of the increase of 
operating loads, traffic, and high-speed trains. Therefore, today, maintenance means 
prevention of catastrophic rail failure to avert loss of rolling material as well as of lives. 
The figures involved are staggering, only in the EU the cost related to rail failure is 
around E2 billion per year [194]. The number of derailments in the United States for the 
2001 was 290 according to Federal Railroad Administration for a total cost of E 97 
million [194]. However, these estimates are only approximations of the real data, since 
national railways are reluctant to ascribe specific causes to accidents. Nonetheless, the 
stakes are so huge that the International Union of Railways (UIC) made of the Rail 
Defect Management (RDM) its fist World Joint Research Project [195]. RDM is the 
process that controls the formation and the propagation of defects on the rails through 
regular inspection and the implementation of prescribed actions when these are found. 

Rail defects have been classified in many ways. By classifying rail defects based on 
their origins [194], three broad families are usually identified: 
" Rail manufacturing defects. 
" Improper use or handling rail defects. 
" Rail wear and fatigue. 

Rail manufacturing defects are generally due to inclusions of non-metallic origin or 
wrong local mixing of the rail steel components that, under operative loads, generate 
local concentration of stresses, which trigger the rail failure process [196]. A convenient 
classification of this class of rail defects is based on the direction of propagation of the 
flaws under operative loads. Two types of damages are classified [197-198]: 
o Transverse defects: any progressive fracture that occurs in the head of rails with a 

transverse direction (Figure 66). This type of defect account for the 29% of train 
derailments in the U. S. A. between 1992 and 1995 [198] (the total number of 
derailments in this period was 554 for a cost of $ 70 million). 

o Longitudinal defects: any internal progressive fracture that propagates longitudinally 
in the rails. There are two longitudinal defects, the vertical split heads, and the 
horizontal split head (Figure 67). According to the Federal Railroad Administration 
this type of damage is the cause of the 43% of derailments between the 1992 and 
1995 [198]. 

Defects deriving from improper use or handling of the rails are generally due to 
spinning of the train wheels on the rails or sudden train brakes. An example of this type 
of damage is the wheelburn defect showed in Figure 68. 

The last class of defects is due to wearing mechanisms of the rolling surface and/or to 
fatigue. In this flaw typology, three defects are the most frequent: 
o Corrugation. 
o Rolling Contact Fatigue (RCF) damage. 
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o Bolt-hole cracks. 

Figure 66 - Large transverse fracture 11941. Figure 67 - Horizontal split head 11981. 

Figure 68 - Wheelburn defect 11941. 

Corrugation is an event strictly correlated to the wearing of the railhead, generated by 
a wavelength-fixing mechanism related to train speed, distance between the sleepers 
[199], friction [200] and so on. Six types of corrugation can be identified [201]: heavy 
haul corrugation, light rail corrugation, corrugation on resiliently booted sleepers, contact 
fatigue corrugation in curves, rutting and roaring rails or short-pitch corrugation. 

The corrugation does not compromise rolling safety, but has an adverse effect on track 
elements and rolling stocks by increasing noise emissions, loading and reducing their 
fatigue life [202]. An example of corrugated profiles of a rail is given in Figure 69, where 
the magnitude of the corrugation phenomenon (1 mm) can be extrapolated and the relation 
between the corrugation severity and the sleepers distance is proved. 
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Figure 69 - Comparison of corrugation profiles for normally spaced (no sleepers) sleepers and for 
half spaced sleepers (interm. sleepers) 11991. 

In this last damage typology, the RCF damage is the most severe from the point of 
view of the structure integrity [194,203,204]. The fatigue crack initiates on or very close 
to the rail rolling surface, and it is not related to any material defect [203]. Its occurrence 
is increasing on high speed passenger lines, mixed and heavy haul railways and can lead 
to: 
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I. Expensive rail grinding in the attempt to remove it. 
2. Premature removal of the rails. 
3. Complete rail failure. 

The rolling contact fatigue damage on rails can be divided in headchecks (Figure 70), 

squats (Figure 71) and spalling (Figure 72). 

RCF damages incidence can be reduced by lubricating the rolling surfaces, although, 
fluid entrapment in the metal is one of the most common causes for speeding up the 
surface initiated crack growth [194]. 

Figure 70 - Distributed spalling and headchecks 
12041. 

Traffic Direction 
Figure 71 - Longitudinal/vertical section 

through a squat 12031. 

Figure 72 - Severe localised spalling 12041. 

Bolt-hole cracks account for about the 50% of the rail defects in joined tracks [205]. 
These cracks originate on the closest bolt-hole surface to the rail end and propagate with 
an angle +/-45 degrees from the vertical until the web-railhead junction (Figure 73). 

Fretting fatigue of the bolt shank against the hole surface is believed to be the 
principal cause of this typology of crack. 

8.3 Inspection techniques 

The first type of inspection ever used was the visual inspection. A sands mirror 
inspector was capable to inspect one mile of rail per day. Unfortunately, many external 
and internal defects were overlooked in this way. 
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Since 1923 with the invention of the rail flaw detector car, based on the induction 
method developed by Herring in 1877, it has been the most common way to inspect 
railroads [197]. 

In the 1960s, the induction detector was integrated with ultrasonic sensors, becoming 
standard for inspection cars [206]. 

The induction technique exploits electromagnetic phenomena. Basically, the rail 
becomes part of a circuit, where an ampere generator through brushes, in contact with the 
rail surface, injects high currents, which in presence of a defect are distorted. This 
distortion of the current flux in the rail generates discrepancies, in the associated 
magnetic field, detected by a special designed group of sensors placed on the inspection 
car [206]. 

Recently, a non-contact induction technique based on eddy currents was developed 
[207]. This method does not employ brushes to close the circuit with the rail, but uses, 
instead, a magnetic core to induce eddy currents in the rail, which losses are correlated to 
the damage presence. 

However, although this technology allows using bogies of a standard railway car or 
coach at the standard speed of the line, only damages on the surface, or close to it, can be 
monitored. This is a common problem of induction techniques, which are not capable of 
penetrating in depth the railhead. 

This is why, as mentioned previously, in the 1960s ultrasonic inspection [194,198, 
205-209] was introduced and used together with or in alternative at the induction 
inspection. Ultrasonic techniques scan railhead through ultrasonic beams and detect the 
return of reflected or scattered energy using ultrasonic transducers. The amplitude of the 
reflections and their arrival times indicate the presence, the location and the severity of 
the damage [206]. Although, ultrasonic testing is capable of inspecting the whole railhead 
[208], it has several drawbacks such as- 
" Limited ultrasonic inspection car speeds [ 194]. These are generally much slower than 

the line speed, compelling the inspection operation to be carried out outside the 
commercial track periods, in order to avoid disruption of train services. Typical 
operational speeds are between the 40-70 km/h, although, a new generation of 
ultrasonic devices can work up to 100 km/h. Unfortunately, these speeds are 
theoretical, because if a damage is detected the inspection crew, generally, checks 
immediately the nature and the severity of the damage, reducing the inspection speed 
to an average of 15 km/h. 

o Shallow crack shadowing [194,198]. Small shallow cracks can shadow much more 
severe cracks by reflecting the ultrasonic beams, preventing so the detection of deeper 
defects (Figure 74). 

Figure 74 - Shallow crack shadowing 
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o False defect detection [198]. Current data reports that from 70 to 80% of the defect 
detections reveal to be false during the hand test verification. This contributes to a 
further slowing down of the inspection operations. 

In the last decade other inspection techniques were developed and investigated for rail 
inspection application. Some of them are reported below: 
oA photothermal method [210]. This consists in a laser beam modulated at certain 

frequencies that hits the investigated surface and being diffused in thermal-waves, 
which are captured by a thermal detector. Because of the heavy dumped nature of the 
thermal-waves, this technique is suitable only for detecting superficial flaws. 

o Corrugation detection techniques based on either image processing through Gabor 
filtering [211] or Barkhaunes-noise correlation [212]. 

o Elastic guided waves propagating through the rail. The technique exploits the 
capability of some guided wave modes to travel for great distance, e. g. 2130m, 
allowing also the possibility to check for the damage throughout the rail cross section 
[149,177]. 

o The wave propagation approach is also exploited by the G-scan rail testing instrument 
developed by Imperial College in a joint project with National Rail [218]. This G- 
scan employs a set of independent ultrasonic transmitter/receiver sensors placed along 
the rail cross section through a clamp mechanism which setting need about 30 sec and 
other 10 to remove it. Each transmitter/receiver sensor excites and acquires the 
structure response (A-scan -§1.5.2), which is processed and reflection coefficient 
maps are extracted from and compared with those of the undamaged structure, any 
difference identifies damage. This technique has been tailored to inspect alumino- 
thermic welds. 

o The resonant method [217] based on the magnitude loss of a resonance frequency 
excited by a transmitter and acquired by a receiver located on opposite side with 
respect to the rail and as much as possible parallel to the damage orientation. 

o Acoustic Emission (AE). The technique has been applied on a scaled test rig. The 
results did not show the hoped AE activity of the surface damages, although changes 
in the vibration activity of the test rig due to seeded surface damages were recorded 
[213]. 

8.4 Validation of the Wave Propagation Based Damage Detection algorithm 

In order to test the developed Wave Propagation Based Damage Detection (WPBDD) 
algorithm (chapter 6), numerical simulations of wave propagation phenomena on a rail 
sample, in pristine and damaged conditions, were carried out. 

The damages were introduced on the railhead surface to simulate rolling contact 
fatigue defects (the most severe from the structure integrity point of view). Two single 
damages were considered. 

8.4.1 Rail FE model 

In this study, a particular rail was under investigation the 113A rail section (provided 
by CoRUS GROUP, see Figure 75). The rail material stress-strain curve (Grade 220 rail 
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steel) is shown in Figure 76. The density was 7850 kg/m3 and the Poisson modulus was 
0.33. 

The test sample was 650mm long (typical distance between two sleepers), whose foot 
was constrained at both its ends for 10mm (half width of a sleeper). A FE model of the 
test case structure using the commercial FE code ANSYS was built. 
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Figure 76 - Stress-strain curve for Grade 220 Rail Steel (Coaus 
GROUP). 

To capture correctly the wave propagation and avoid space aliasing, the mesh size was 
based on an approach defined in [214], used for finite difference analysis and method of 
characteristics that leads to an appropriate design of the mesh density and to the 
computation of the integration time step. 

To describe with a sufficient resolution the phenomenon under investigation, it is 
necessary to define the size of the smallest characteristic of interest, termed critical 
wavelength (Lw). In the case studied, Lw was assumed equal to the size of the smallest 
damage to be detected along the wave propagation direction, along the rail axis. 
According to CoRUS GROUP a typical (critical) rolling contact fatigue defect is 15mm 
long, 5mm large and 2mm deep. In line with the critical damage size, the transient 
analysis was carried out using a sampling time t; (integration time - eq. 8.1 [214]) of 
1.14µs and finite element length (g) of 7.5mm (half of the critical damage length [214]). 

t' VP 

with Vp P wave speed (§7.3) 

(8.1) 

According to Cook [215] and Bathe [214] the maximum frequency is related to the P 
wave speed Vp and the FE length g (see eq. 8.2). However, taking into account numerical 
errors and the approximation of the equation (8.2) a safe factor (fs) was considered. 

, 
mom = 

2V, Is 
_ 

2.6560 0.3 

g 2; c 0.0075 2; c 
_ 83500Hz (8.2) 

Since any signal (e. g. train excitation) can be simulated as a train (series) of pulses 
with different amplitude distributed in time, the train derived excitation on the rail can be 
considered as a series of pulses. Hence, in order to reduce the computational time, only a 
single pulse was considered (a step pulse lasting 1.14µs) and applied on the railhead 
(Figure 77). Two single site damaged scenarios were (Figure 77) introduced at the middle 
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and at 3/4 of the rail length from the excitation point. This type of damage was simulated 
by deleting two finite elements at the coordinates displayed in Table 16 and Table 17. 
The damage size for both the damage cases was identical with a volume of 150 mm; and 
a weight of 1.2 grams against a global weight of 36.6 kg of the rail portion investigated. 

Only one sensor was used (§7.9.2) and placed opposed to both the rail-wheel contact 
surface and to the rail side where the damages were introduced (Figure 77). 

Damage coordinates 
x 

mm 
y 

mm 
z 

[mm] 

min 19.642 154.61 315.44 

max 25.117 157.58 330.56 

4(maý-min) 5.475 297 15.12 

Table 16- First damaged scenario 
coordinates 

Damage coordinates 
x 

mm 
Y 

mm 
Z 

mm 

Min 19.642 154.61 150.94 

Max 25.117 157.58 165.06 

0(max-min) 5.475 2.97 15.12 

Table 17- Second damaged scenario 
Figure 77 - Set-up configuration. coordinates 

The ANSYS' transient solver used, for the analysis described above, was an implicit 
solver using the Newmark approach. Moreover, a structural damping was added through 
a logarithm decay parameter (0.05 - ANSYS default value) [79]. 

8.4.2 Results 

The numerical data obtained by the FE analysis in form of displacements were 
converted into accelerations through a numeric derivation according to the finite 
differences approach [2241. The data analysis was targeted to the surface of the rail, since 
is the only accessible rail part. Therefore, only the surface displacements were saved by 
the ANSYS process and, then, uploaded by MATLAB scripts, which made possible the 
following analysis and the damage localisation. It must be pointed out that the only 
intervention of the user was the selection of the group velocity speed to use for the 
detection of the damage locations. 
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8.4.2.1 Analysis of the propagation phenomenon 

The presence of structure boundaries alters the shape of the propagation wave fonts. 
However, according to Huygen's principle, their shapes tend to he spherical like as it can 
be observed in Figure 78, where the displacements where pictured using a colour scale 
from blue to red according to their magnitude. 

The damage presence introduces only visible changes in the rail dynamic response 
next to the damage location as pictured in Figure 79-a and b. The damage occurrence can 
be highlighted by calculating the difference between the dynamic response of the 
damaged and the undamaged configuration as shown in Figure 79-c. Using this approach, 
the propagation of the perturbation introduced by the damage presence is magnified 
(Figure 80), and shows similarities to the impulsive propagation path showed in Figure 
78. The intensity of the discrepancy due to the damage introduction increases with time 
because of the arrival of wave group velocities, with higher energy content. Moreover, 
the changes introduced by the damage presence propagate with larger magnitudes 
downstream the damage location rather than upstream (Figure 80). 

Tune" 1 4572e-006 TW- 1.02,005 Ti- 1 4572w05 

161 

TYna. 2 33150-M I .: '68 -5T. - 1 U". 11, 

Figure 78 - Wave propagation due to impulsive excitation. 



(c) 

Figure 79 - Damage effect on the wave propagation. 
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To detect the damage presence, the undamaged and damaged time histories in the 
time-frequency space were analysed. Because of the small damage introduced and the 
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Figure 80 - Propagation of the perturbation introduced by the damage presence. 



impulsive excitation provided, there were not visible changes between 'l'ime-Frequency 
Representations (TFRs) of the undamaged and damaged time signals (Figure 81-a, h). 
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Figure 81 -TFR: (a) undamaged acceleration signal; (b) damaged acceleration signal (first 
damaged case) (c) Differences between the CWTs of the damaged and the undamaged time signals. 

By analysing the difference between the damaged and undamaged TFR (Figure 81-c), 
the wave echoes due to the damage presence appeared shifted with respect to those 
showed in Figure 81-a. A similar behaviour to that recorded in Figure 81-b was given by 
the Time-Frequency Coherence (TFC - §7.9.1) function of the undamaged and damaged 
time signals for both the time windows investigated ([0, t], [t-it, t+Ot]) as shown in 
Figure 82. 

The wave propagation arrival times can be highlighted by evaluating the time 
derivative of the time-frequency coherence function. As shown in Figure 83, the arrival 
of three high energy wave group velocities was very clear. A further proof of this was 
obtained by comparing the time derivative of the time-frequency coherence function and 
the time history of the damage perturbation, evaluated as the difference between the time 
histories of the damaged and the undamaged rail (Figure 84, the coloured lines in this 
picture are the maxima lines identified). 
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Figure 83 - Time derivative of the time-frequency coherence. 

A first group of guided waves identified by the maxima line labelled 1, then, a second 
group with smaller amplitude referenced by the maxima line 2, were clearly identified 
(Figure 84). Finally, a large group of waves was present (maxima lines from 3 to 8), but 
its shapes did not resemble a unique group of waves, since the space travelled was very 
short. Because of this uncertainty in the identification of the wave group velocities only 
the first wave group was used for the damage identification. 
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Figure 84 - Maxima lines extraction from the time derivative of the time-frequency coherence. 

8.4.2.2 Wave group velocity evaluation 

The estimation of the wave group velocities was carried out by modifying a joint time- 
frequency approach [216]. Instead of using the Gabor wavelet, a Mo riet wavelet was 
adopted. The main difference between the two wavelets lies in the first term of the 
following equation (see eq. 7.18): 

r= 

g(t)= e ''2 (cos(aw,, t)+isin(w,, t)) (8.3) 
yý7' 

In order to satisfy a requirement for the Morlet wavelet (y(ou2» 1) [ 174], the two 
parameters, y and fo, were assumed equal to 0.25 and 10, for a y(2irf�)2=987, well above 
1. 

The wave group velocities were estimated as the ratio of the distance between two 
sections (50mm, the first section distant 325 mm from the excitation source and the 
second section located 50mm from the fist in the wave propagation direction) and the 
time At needed to a selected wave group velocity to travel it. The time At was evaluated 
as the difference between the two maxima lines identifying the arrival times of the 
selected group velocity at the sections selected (Figure 85-Figure 86). 
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Figure 85 - First section. 

By both the CWT representations showed above, it is clear that only the first group 
velocity is clearly identifiable. It was also possible to identify the shape of the wave 
propagation mode corresponding to the first maxima line of Figure 85-Figure 86 (see 
Figure 87). The shape of the propagation mode identified is clearly connected to the 
excitation source as suggested by the large compression region at the middle of the 
headrail top. 
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Figure 86 - Second section. 
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Figure 87- Shape of the wave propagation mode identified by the maxima line I at 82.125 kHz. 

The speed of the wave group velocity was plotted against the frequency in Figure 88. 
The wave group velocity showed a non dissipative behaviour with the increase of the 
frequency as for the group velocities showed in [216]. Unfortunately, a direct comparison 
with the values found in literature [216] could not be made, since the maximum 
frequency at which the group velocity evaluated in literature (8000Hz) is well below the 
minimum frequency investigated in this work. 
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Figure 88 - Wave group velocity extracted. 
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In Figure 88, although the top frequency is well above the maximum meaningful 
frequency (83.5 kHz) evaluated in equation 19, the group velocity behaviour resembles 
the physical conduct of studies on experimental and numerically derived wave group 
velocities [ 179,216]. 

8.4.2.3 Damage identification 

Because the acquisition system configuration was constituted by only one sensor, only 
the cross section was localised (§7.9.2). For the first damage scenario investigated, the 
first group velocity was identified by the maxima line labelled I (Figure 84). Therefore, 
using the time points of the maxima line I as twrge1, the damage location was detected as a 
function of the frequency as shown in Figure 89. 
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Figure 89 - First damage scenario. 

The damage was precisely localised for a range of frequency that goes from 82 to 92 
kHz. In contrast, for smaller frequency the damage was localised with a variable error 
smaller than 20mm. The main reason for such behaviour is caused by the different spatial 
resolutions of the damage detection algorithm presented. This is related to the wavelength 
of the impinging wave on the damage surface, this goes from about 60mm at 70 kHz to 
40mm at 90 kHz. Therefore, the damage localisation below 82 kHz is in accordance with 
those given at higher frequencies. The damage location in Figure 89 varies in steps 
because a discrete optimisation algorithm, able to identify as damage location only nodes 
of the rail FE model, was used. 

In the second damaged scenario investigated, the discrepancy introduced by damage 
presence has, in the time derivative of the time-frequency coherence function for the first 
group velocity (Figure 90), a shorter frequency range and smaller amplitude compared to 
that introduced by the first damage scenario investigated (Figure 84). Such amplitude and 
frequency loss is related to the attenuation phenomenon due to the natural damping of the 
material. The reduced amplitude of the local maxima might be the reason for an 
erroneous selection of the group velocity maxima line, since at high frequencies the 
maxima can become comparable to numerical errors generated by the FE code and the 
numerical derivation carried out to convert displacements into accelerations. 
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Figure 90 - Time derivative of the time-frequency coherence function for the second damage 
investigated. 

This concern is confirmed by the behaviour of the identification of the damage 
location with the frequency showed in Figure 91. The error in the identification of the 
damage location increases with the frequency, although it is in any case smaller than the 
spatial resolution (smaller than 40mm), evaluated before. 
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Figure 91 - Second damage scenario localisation. 

In this chapter, a numerical investigation of damage detection of rolling contact 
fatigue damages on rail, using the Wave Propagation Based Damage Detection 
(WPBDD) technique was presented. This technique exploited wave propagation 
phenomena (P, S, Rayleigh waves and wave group velocities [135]) propagating through 
the structure in contrast with convectional ultrasonic inspections [194,198,205-209] 
(§152), which use ultrasonic beams propagating through the structure thickness. 
Therefore, because a vibration wave can propagate within a medium on large distances 
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with a very little amplitude loss, a single sensor can inspect large portion of structures in 
few instants, with higher resolution than convectional UT. 

Current state of the art, such as B, C scan and resonant methods (§8.3), to be really 
effective need to rotate sensors in order to detect damages with different orientation 
(Figure 92). In contrast the proposed wave propagation approach, can inspect large 

portion of the structure investigated, without shadowing effect (48.3) or sensor rotations, 
since the propagation mode interest the whole structure cross section (e. g. Figure 87) and 
is capable of fully penetrating alumino-thermic welds [218]. 

ýFT R7 

70 
r Knf.! tr 

CI 
p` 

ý ., i". "'`r ". MiW.:.. wlr-.. J f 
< 

EU ,.. roM. Nýyrý%-4. ý+ýý. ýwh W crv., rar.: `re. tucr. c". 
7v 
6tii ` 

. 
i 

a 5f1 rvýn.. a>c ý'"ýr. 1 (rc. J4 . T. 5D fU vJt Atl iii - 
+ 

S: { 

ý0 
E 

iQ 391 t, IKll' ; 43 cn-msýaýnc ficy7rrr.. r 
"aý7 rnv+kW'. ++ a 

ý r } 
2) 

3 q, 
i 1 

d 20 
tU NU oll t C'1 

4 Y 7i ý 70 ! 
V 'r'! +r'ýýkn ý11Ný"ýý/L 

d t" l 1 ö, 
ý P . Y'/, ' "r "1ýti: '"1ý'ýýýr7 

0 
s 

.. __.. .. --- - 
, U'_PLCI 

J"; 3t 15 
c 7s 

Praýuincy! MHzi 
1 ,5 

-- 
Froquwncy ; MHz) 

Fvq. xn, yjtAHz) 
lb- 

Figure 92 - Resonance frequen cy approach (B-scan) 1 2171. 

Wave propagation phenomena are also exploited by the G-scan rail testing instruments 
[218] (§8.3). This technique, as any other present in literature, needs a controlled 
excitation. As shown, this drawback can be solved by using the proposed WPBDD 
method, which evaluates the time-frequency coherence function (Coherence Function 
Based Algorithm - CFBA - §7.9.1), in order to highlight the discrepancies between 
undamaged and damaged time histories generated by different load. The CFBA uses rail 
dynamic responses excited by coming trains, which acquisition can be triggered 
according to several factors such as minimum level of excitation, signal shape, noise 
conditions and so on. In this way, the damage detection can be carried out in operative 
condition without interfering with the normal operative life of the rail network. 

Moreover, for conventional and state of the art UT (e. g. A-scan, G-scan and etc..., 
§8.3), the damage presence detection and severity quantification is based on the loss of 
edge echoes (Figure 93-a and b) or of reflection coefficients dependent on the echoes 
energy loss. Further, the damage location identification is based on the recognition of 
wave groups reflected by the damage surface (Figure 93-b) and the measure of the Time 
of Flight (ToF). Analyzing Figure 93, it is clear that the energy loss based detection 
criterion to identify the presence of damage is not reliable if the damage is located near 
the edge gate (the structure backwall) in contrast with the reflection coefficient based 
approach (G-scan), which presents asymmetries in the reflection maps of the wave 
modes. However, all the above mentioned techniques are not capable of locating or 
detecting the damage if the defect reflected waves (notch, Figure 93-c) have amplitude 
not comparable to the backwall reflection. These drawbacks were resolved, in the 
WPBDD method, by exploiting the Time-Frequency Coherence (TFC) function property 
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of highlighting the uncorrelation between the damaged and the undamared time history. 
As a result, only experimental noise and waves reflected by the damage surliºce (§7 9. I- 
7.9.2) appear in the time-frequency representation as proved in section 842I (Figure 
83-Figure 84). Moreover, the noise contribution is easily filterable out, since \%avelets 
tend to relegate it at high frequencies (S7.6.2). Consequently, the echoes as those showed 
in Figure 93-c can be detected, as proved for the numerical damage detection, where the 
difference between the damaged and the undamaged time history might induce the ti 
inspector to overlook the reflected wave presence (Figure 79, Figure 81 ) 
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Figure 93-Guided wave damage detection methodology: (a) A-scan for an undamaged SH68 
transmission beam 11781; (b) A-scan for a damaged 51168 transmission beam 11781; (c) A-scan for a 

damaged pipe having a notch 2.7 mm deep extended over the 6.7% of the circumference l2I91. 

Further, the above mentioned property of the TFC function enables the CFI3A (§7 9) 1) 
to identify and locate damages, so near to the excitation location that its echoes (reflected 
waves) are hidden in the excitation main bang, in contrast with G-scan approach [218] 

and similar techniques [221-222] that cannot discriminate between the main hang and the 
damage echoes (Figure 93). 

In addition, all the methodologies reported in literature (§1.5.1-1.5.2,7.4,8.3) need an 
expert user able to discriminate between reflected waves of structure features (e. g. welds, 
elbow and etc... ) and those reflected by damages (e. g. see Figure 94). This stringent 
requirement is not necessary for the WPBDD method, since reflected waves of structure 
features are presented in the undamaged and, therefore, if damage is not present, no 
uncorrelation is detected by the CFBA (§7.9.1). Consequently, WPBDD method is also 
capable of detecting damages occurring on these structural discontinuities (e. g. joints, 
welds, cross section changes and etc... ) that otherwise would need an accurate analysis of 
the reflected signal. 
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Figure 94 - Water filled pipeline [220]: (a) pipeline schematic; (b) A-scan obtained by launching a 
guided wave to the positive side of the sensor; (c) A-scan obtained by launching a guided wave to the 

negative side of the sensor 

As for the other wave propagation damage detection methods presented in literature 
[218,221-222], the WPBDD damage localisation (§7.9.2) consisted in the measure of the 
ToF of the damage reflected wave and in a priori knowledge of the wave speed behaviour 
within the structure (§8.4.2.2). The time of flight was evaluated using maxima lines, 
which reduce the noise effect, since are evaluated on the largest values of the damage 
reflected wave amplitudes (§7.9.2) [157]. In contrast with common techniques that use 
threshold based algorithm [223], leading to a large scattering of the ToF. 

The WPBDD damage location is provided by the Ray Tracing Detection (RTD - 
§7.9.3-7.9.4) algorithm, which uses, in wave guide structure as the rail, only one sensor 
to identify the damaged rail cross section (§7.9.3). The RTD architecture is based on the 
concept that the loci of the damage are described by an ellipsoid surface, whose foci are 
the source and the sensor locations, assumed not coincident, since the first is assumed to 
be on the rolling contact surface. This configuration is similar to that used in 
conventional UT, the only difference lies in the fact that the transmission and the 
reflection angle are known, since the transmitter and the receiver are able to operate at 
just a fix angle, generally, 45 or 70 degrees. 

In the particular case that the source and the sensor locations are coincident the 
ellipsoid surface becomes a spherical surface and the RTD algorithm becomes identical 
to many others described in literature [218-221]. 

For damage severity estimation, various methods are available like quantification of 
the energy loss of the end echo [178], amplitude of the reflection coefficient map changes 
[218], difference between the energy of incident field (power produced by the 
transmitter) and the energy acquired by the receiver according to Auld's formula [221], 
loss of the resonant amplitude frequency [217] and etc... Accordingly with these 
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techniques, the WPBDD method could be fitted with algorithms capable of evaluating the 
damage severity. An immediate estimate can be given by measuring the amplitude of the 
time frequency coherence function maxima lines at a reference frequency, the larger the 
amplitude the larger the damage severity. Further analysis can be carried out to establish 
a correlation between the damage severity and the magnitudes of maxima lines. 

Moreover, the time frequency representation can be source of further information 
related to the damage size, since its dimensions are somehow related to the smallest 
frequency at which an uncorrelation caused by damage presence is identified. 
Supplementary studies have to be performed to corroborate this relationship. 

8.6 Conclusion 

This chapter presents a numerical investigation on a partial rail of the wave 
propagation based fault detection technique illustrated in chapter 7. The proposed method 
is based on the idea that the damage introduces, in the wave propagation, an uncorrelated 
time signal due to the presence of waves reflected by the defect surface. 

The damage detection methodology developed was split in three steps. In the first step 
the presence of the damage on the structure was assessed. The time discrepancy between 
the damaged and undamaged signal was calculated by using a Coherence Function Based 
Algorithm (CFBA). In the second step the extraction arrival time of the reflected wave 
(or echo) was estimated using the continuous wavelet transform. Then, the detection 
algorithm was able, through a ray-tracing algorithm, to estimate the location of damage. 

Numerical investigations of two single damages were studied. The damage was 
introduced on the railhead surface to simulate rolling contact fatigue defects. The results 
showed that the proposed methodology can successfully localise the damage location, 
however, as expected, the localisation is strongly affected by the frequency range used. 
The results also showed that the separation and the characterisation of single modes will 
be crucial for the identification of different types of rail defects. Further work is needed 
to establish damage severity by relating the magnitude of the changes of the time 
frequency coherence to the reflection and the attenuation coefficients of each wave group 
velocity used and on the selection of the best range of frequency according to the type of 
damage to be identified. 

Additionally, the independence of the damage localisation, above presented, to the 
magnitude of the excitation makes possible the use of the structure excitation provided by 
a passing train. It is clear that in such event, the nature of the excitation is slightly 
different from the point shape here simulated and, therefore, the type of the wave 
propagation mode excited will be different. Consequently, also the group velocity 
generated by the train transit will be different. 

The author is aware of the fact that an extensive numerical and experimental campaign 
focused on the identification and the recording of the wave group velocity properties and 
behaviour, with more typologies of damages, is needed. However, the positive results 
presented show that the approach is promising and a good margin of improvement can be 
achieved on longer samples, where the wave group velocities with larger energy contents 
are sufficiently separated from each other. 
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The separation and the characterisation of single modes will be crucial for the 
identification of different types of rail defects. The damage severity can be also assessed 
by relating the magnitude of the changes of the time frequency coherence to the reflection 
and the attenuation coefficients of each wave group velocity used. 

Further studies should be carried out on the selection of the best range of frequency to 
use according to the type of damage to be identified. These investigations will be 
dominated by two main contrasting factors, the spatial resolution and the attenuation 
phenomenon. Both increase with the frequency. Consequently, if high spatial resolutions 
are required, shorter portion of rail can be scanned and more sensors will be necessary. 
Therefore, it is clear that a compromise between these two opposite driving requirements 
must be found. 
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CHAPTER 9: CONCLUSIONS 

9.1 Introduction 

The high complexity and costs of conventional health monitoring systems, combined 
with high operational reliability and safety requirements of structural systems, have 
brought to an increasing interest in new approaches for structural health monitoring and 
damage analysis from both industrial and academic world. Classic non-destructive 
damage analysis techniques (NDT) already used in many industrial fields satisfy only 
part of the requirements of an ideal NDT. Commonly the main disadvantages of these 
approaches are: 
" Applicability to small objects. 
" Need for accessibility of the monitored components. 
" Need for disassembling the structural system. 

On the contrary new requirements for NDT include: 

" Integration of the system within the structure. 

" Possibility of monitoring the structure during in-use conditions. 
" Low complexity of data analysis algorithms. 
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Availability of structural dynamic analysis systems, characterised by extraordinary 
performances of sensors (sensibility, operative frequency bandwidth), signal analysers 
(number of channels, sampling frequencies) and actuators (forces, operative frequency 
bandwidths) employed in high-tech research fields, allows today to develop more 
effective and reliable NDE techniques for monitoring structural health. 

However, many researchers do not exploit the opportunity of an integrated design 
(NDT method + sensors + signal processing) of monitoring devices and often forget the 
final target of damage detection, the development of a fully functional SHM device. Too 
often, researchers developed methodologies (§6.6) employing an impracticable number 
of sensors, with very small noise pollution, with respect to structure operative conditions, 
applied on numerical models incapable of reproducing correctly the structure dynamic 
behaviour, because of stringent hypothesis, limited number of DoFs and etc... Therefore, 
in this research, a global view on the SHM was adopted, leading to damage detection 
processes dealing with all the phases of the SHM device design, such as data type 
selection, optimal sensor placement, signal processing and damage detection. Moreover, 
the differences between the several typologies of structures (civil, mechanical and 
aeronautical), in terms of load amplitude and frequencies, crack growth rate and etc..., 
and numerical considerations, such as memory and time consumption, made impossible 
the development of a unique damage detection methodology. Hence, two different 
techniques, dealing with stationary and transient structure dynamic responses, were 
developed. The first (the GLDDO method), exploiting stationary structure dynamic 
response properties, was conceived to detect global changes on those structures were 
real-time damage detection is not needed (bridges, buildings), since even severe damages 
do not constitute an immediate threat neither to the structure health nor to its users, 
because of the structure typology and the nature of operative loads. 

On the contrary, aircraft or mechanical structures, due to the high frequency content of 
the operational loads, can be subjected to fast growing defects, and therefore there is the 
need of using local damage detection. At this aim a wave propagation based damage 
detection methodology (the WPBDD method) was developed. 

9.2 Global-Local Damage Detection Optimization approach 

The GLDDO approach was developed by modifying existing Model Updating 
methodologies. The enhancements carried out on MU methodology for damage detection 
purposes were aimed at memory and computational time reduction, noise withstanding 
increase, elimination of experimental and numerical data coupling (e. g. use of MSF), 
simple interpretation of the detection results in terms of location and severity, 
clarification of the data selection process, smooth convergence of the updating 
convergence and reduced expert user intervention. 

The reduction of the memory and time consumption were achieved by introducing a 
global-local approach, which redistributed the FE model updating on two steps and 
reduced the number of updating parameters. Issues as noise withstanding increase, 
elimination of experimental and numerical data coupling were solved by adopting, as 
residue functions, a manipulation of correlation functions such as MAC, COMAC and 
FRAC. These new RFs considered damages as sources of discrepancies in the stationary 
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structure dynamic response properties and evaluated as such, also, modal property swap. 
The simple interpretation of the detection results in terms of location and severity was 
obtained using as updating parameters design-type parameters like FE thickness, elastic 
modules and etc... The development of the data selection process involving the data type, 
target mode shape and optimal sensor selection brought a further insight on the 
importance of such activity on the damage detection process as was extensively proved in 
§6.2-6.6. 

The smooth convergence of the updating convergence was due to concurring factors 
such as the Global-Local approach, which made well conditioned sensitivity matrices, the 
adoption of improved minimization algorithms (e. g. SAM, LLSO and LSO), the 
introduction of correlation based residue functions, which reduced the noise pollution in 
the minimization process, the optimal sensor placements, target mode shape selection and 
etc... 

Expert users' intervention was confined in the set-up phase, where the structure FE 
model has to be built and the accuracy level and the data type have to be selected (only 
once per each structure). The remaining phases of the detection process were automated: 
the modal extraction and the error localization process. The error localization process is 
sorted out by the global-local process, which automatically identifies the most damaged 
areas (first step) and, then, increases the updating parameters only in these. 

The error localization process automation is a considerable improvement with respect 
to the methods reported in literature, where some author stated [53] that there was no 
substituted to engineer skills for a correct error localization. 

As results of these improvements: 
" Time savings ranging from 30 to 90% were achieved. 
" No convergence problems were recorded using the residue functions developed by 

the author in contrast with the MODE RF found in literature. 

" Increased accuracy was obtained. Since the most common RF present in literature 
(MODE RF), the only time that accurately predicted the damage locations, 
overestimated of 100% the introduced damage severities. Comparison with literature 
results (using the MUE factor, §6.6) showed the extreme enhancement provided by 
the developed technique. 

" No guessing on the optimal sensor placement. 
" Reduction of noise influence on acquired data through OSP and TMSS. 
" Smaller defects can be detected. The GLDDO approach can commit the maximum 

theoretical number of updating parameters twice, thanks to the global-local approach 
using the same experimental data of literature reported techniques. 

Moreover, the GLDDO approach was tested in polluted virtual environments showing 
the capability of detecting single-site damages and multi-site damages. 

Finally, the extreme sensitivity to damage showed by the COMAC_MAC and 
FRACm RFs minimized using SAM algorithm with a sensor network designed by the 
EFI OSP techniques employing target mode shape selected by the MMF approach, made 
of the GLDDO approach an ideal SHM solution for large civil structure, where the 
extraction of low frequency mode shapes can be easily carried out even with ambient 
excitation. 
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9.3 Wave Propagation Based Damage Detection algorithm 

As previously mentioned, for local damage detections, a second approach based on 
wave propagation was developed. Differently from conventional ultrasonic inspections 
that employ ultrasonic beam propagating through the structure thickness, the WPBDD 
algorithm developed by the author exploits waves propagating through the structure, 
making inspections faster and economically affordable, because there is no need of raster 
scanning, since a network of sensors can be built in on structures and, detect changes in 
wave propagation phenomena due to damage presence. In this way, the probability of 
detection is also increased, since UT problems like shadowing effects and damage 
orientation do not constitute a source of concern, because wave propagation phenomena 
like Lamb, guided waves interest the whole structure cross section. 

Furthermore, some WPBDD algorithm features, such as no need of controlled 
excitation, no boundary reflected waves, no main bang shadowing of the damage 
reflected waves, damage detection in structural discontinuities (e. g. lap joints, structure 
bends) and no need of expert users, constitute novelties in the world of the state of art of 
wave propagation inspection methodologies. All these novelties can be referred to the 
introduction of the time-frequency coherence function (Coherence Function Based 
Algorithm - CFBA - §7.9.1), which highlights the discrepancies between undamaged and 
damaged time histories generated by different load amplitudes as far as their shape is the 
same. So, wave propagation sources can be operational loads, which activate the SHM 
device any time an amplitude threshold is overcome. Moreover, since the CFBA 
highlights only the discrepancies, between a reference (undamaged structure) and a 
monitoring signal, and then, averaging and filtering out noise contributions through 
numerical and physical considerations, the CFBA output presents only damage reflected 
wave arrivals. Therefore, no boundary and main bang shadowing is possible. 
Furthermore, the absence of boundary reflected waves allows also the detection of 
defects hidden within structure boundaries. 

As global results of these features, the application of the WPBDD algorithm on real 
structures becomes very simple, since it does not need any expert user capable of 
discriminate between damage and boundary echoes. Furthermore, the sensitivity of the 
methodology to damage presence is very high, because numerical polluted investigations 
carried out on a rail provided reliable damage detection and localisation of very small 
rolling contact fatigue defects. 

9.3 Future Works 

In the last two chapters, several improvements or further investigations were proposed 
for both the methodologies developed. However, both methodologies need to be 
experimentally validated. 

In particular the GLDDO approach will be object of an extensive experimental 
campaign aimed at the identification of changes in the dynamic responses of the 
Nottingham Bridge, where the GPS network designed by the author will be upgraded by 
a new generation of GPSs with an improved sampling frequency of 100Hz, allowing the 
extraction of at least the first 10 mode shapes. 
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Moreover, numerical investigations need to be carried out in order to test the residue 
functions proposed in §6.7 in order to improve the accuracy of the GLDDO approach 
using FRF data. 

For the WPBDD algorithm the experimental validation need to involve also 
anisotropic structures as composite structures, at this aim the ray tracing algorithm need 
to support a wave propagation speed changing with propagation directions. Moreover, the 
WPBDD algorithm needs to be fitted with a severity estimation system that can be based 
on the amplitude and the frequency extension of the discrepancy measured by the CFBA. 
Finally accurate studies on the attenuation phenomena of the propagating perturbation are 
essential for a correct deployment of sensors. 

9.4 Publication activities 

The Ph. D. research was supported by an intensive publication campaign aimed at 
validate through publications on refereed journal papers and presentations in front 
audiences of world expects in sensor networks, signal processing and damage detection. 
In this way useful information on the progress made and on the subject to analyse was 
gathered. Therefore, the OSP investigations on the Nottingham suspension bridge were 
target of a journal and a conference paper: 
1. M. Meo, G. Zumpano, On the optimal sensor placement techniques for a bridge 

structure, in press on Engineering structures, 2005. 
2. M. Meo, G. Zumpano, Optimal Sensor Placement on a large scale civil structure, 

Smart Structures and Materials 2004, SPIE, San Diego - California. 
The same line was followed for the modal extraction investigations operated on the 

Nottingham suspension bridge, where the experimental acquisition was carried out by 
Nottingham University for a EPSRC's funded project (A Remote Bridge Health 
Monitoring System Using Computational Simulation and GPS Sensor Data): 
3. M. Meo ,G 

Zumpano, Xiaolin Meng, Gethin Roberts, Emily Cosser, Alan Dodson, 
Measurements of dynamic properties of a medium span suspension bridge by 
using the wavelet transforms, in press on Mechanical Systems and Signal 
Processing, 2005. 

4. M. Meo, G. Zumpano, X. Meng, G. Roberts, E. Cosser, A. Dodson, Identification of 
Nottingham Wilford Bridge modal parameters using wavelet transforms, Smart 
Structures and Materials 2004, SPIE, San Diego - California. 

The Global-Local Damage Detection Optimisation was also object of two 
publications, one conference and one journal paper (under reviewing): 
5. M. Meo, G. Zumpano, Damage Assessment on Plate-Like Structures Using a 

Global-Local Optimisation Approach, submitted to Optimization and Engineering, 
2005. 

6. G. Zumpano, M. Meo, Corrosion Damage Identification on Plate by Optimisation 
Algorithm. In: Proc. of the First European Workshop - Structural Health 
Monitoring, pp. 137-144,2002. 

Other two papers (one conference, one journal) were published on rail damage 
detection using the Wave Propagation Based Damage Detection algorithm: 
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7. G. Zumpano, M. Meo, A new damage detection technique based on wave 
propagation for rails, in press on International Journal of Solids and Structures, 
2005. 

8. G. Zumpano, M. Meo, A New Damage Detection Technique for Rails base on 
Wave Propagation, Smart Structures and Materials 2004, SPIE, San Diego - 
California. 

Moreover, the know how matured on the wave propagations was applied on impact 
localisations on composite plates using an upgraded version of the ray tracing algorithm 
here presented that took into account the change of wave propagation speed with the 
direction. On the subject two publications were made: 
9. M. Meo, G Zumpano, Impact Identification on a Sandwich Plate from Wave 

Propagation Responses submitted to Composite Structures Journal, 2005. 
10. M. Meo, G Zumpano, M Piggott and G Marengo, Identification of the impact 

location of a sandwich plate from wave propagation responses, ICCST/5 
Conference, February 1-3,2005 - Sharjah, United Arab Emirates. 

Furthermore, the wave propagation expertise was additionally exploited for the 
development of a non classical non linear wave propagation code (in FORTRAN) within 
the European founded project AeroNEWS, which was object of two publications: 
11. M. Meo, G. Zumpano, U. Polimeno, Numerical investigation of wave propagation 

phenomena in composite beams using a hysteretic damage model, ICCM-15, 
Durban, South Africa, 24 June - 01 July 2005. 

12. M. Meo, G. Zumpano, Corrosion identification on aluminium plate-like structure 
by monitoring the wave propagation phenomena, First World Conference on 
Corrosion in the Military, Sorrento - Italy, 6-8 June 2005. 

Finally, the combined signal processing and wave propagation skills, expanded during 
this research, were exploited for Nonlinear Elastic Wave Spectroscopy (NEWS) for 
AeroNEWS experimental activities on composite plate-like structures. These activities 
were object of two AeroNEWS reports and 5 conference papers: 
13. M. Meo, G. Zumpano, Nonlinear Elastic Wave Spectroscopy identification of 

Impact Damage on a sandwich plate, submitted to Composite Structures Journal, 
2005. 

14. M. Meo, G. Zumpano, Impact Damage monitoring in a sandwich panel through 
nonlinear elastic wave spectroscopy, 12`h International Congress on Sound 
Vibration, ICSV12, Lisbon - Portugal, 11-14 July 2005. 

15. G. Zumpano, M. Meo, Damage detection in an aircraft foam sandwich panel 
using nonlinear elastic wave spectroscopy, 2"d ECCOMAS Thematic Conference on 
Smart Structures and Materials, Lisbon, Portugal, July 18-21,2005. 

16. M. Meo, G. Zumpano, Identification of impact damage on a sandwich plate 
through non linear elastic wave spectroscopy (NEWS) using wavelet analysis, 
ICCM-15, Durban, South Africa, 24 June - 01 July 2005 

17. M. Meo and G. Zumpano, Impact damage identification on sandwich plates 
through non linear elastic wave spectroscopy, ICCST/5 Conference, February 1-3, 
2005 - Sharjah, United Arab Emirates. 

18. M. Meo, G. Zumpano, et al. AERONEWS -6 month report, EU 6`h Framework 
Program, Aeronautic and Space, September 2004. 
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19. M. Meo, G. Zumpano, et al. AERONEWS - 1" year report, EU 6`h Framework 
Program, Aeronautic and Space, March 2005. 

Therefore, it is clear that the work developed all over the Ph. D. program was object of 
constant critical review of world experts in the studied sectors. Moreover, the tools 
developed and expertise acquired resulted to be useful devices for investigations carried 
out in other fields like novel FE codes, impact localization and NEWS. 
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APPENDIX A: CANTILEVER BEAM 

A. 1 Introduction 

To compare the efficiency and the reliability of the OSP techniques illustrated in 
chapter 3 for structural HM, three criteria were used. The first criterion was based on the 
measure of the mean square error between the undamaged FE model and cubic spline 
interpolated mode shapes. The second analyses the effects of the damage locations on the 
optimal sensor placements selected by the different methodologies investigated. The last 
criterion placed sensor in locations in such a way that they provide reliable and sensitive 
information on the potential damage to the structural system. In other words, the OSP 
methodologies explored were used for a damage detection analysis and the results were 
compared, in order to identify which technique provided the best information to the 
Damage Detection (DD) algorithm used. 

A comprehensive comparative analysis would involve the exploration of the OSP 
criteria, above mentioned, over a bunch of different types of structures using different 
target mode shape selection criteria and different residue functions. Unfortunately, such 
analysis was not carried out due to the significant run-time. Therefore, several reductions 
on the initial plan were carried out: 
" The type of structure analyzed was a cantilever beam (see Figure A. 1). 

" As target mode shape selection method, the minimum modal frequency criterion was 
used, resulting in the selection of the first 10 mode shapes of the cantilever beam. 

" The number of sensor was fixed to 10. 
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" The DI) residue function used was the COMAC_MAC_ReF minimised by the Large- 
Scale Optimisation (LSO) algorithm. This DD approach was selected because was 
believed to be the fastest between those developed. 

Although the above restrictions, the comparison analysis showed efficiency in 
providing information on damage presence of the OSP methods studied. This allowed a 
first screening of the OSP techniques that, successively, were compared using real 
(suspended bridge, APPENDIX B) and/or more complex structures (plate like structures, 
APPENDIX C). 

005m 

Y 

14 - 

Figure A. I- Beam geometry and section properties 

The FE mode shapes, necessary for this analysis, have been evaluated using a 90 finite 
elements model of the beam, built using the commercial FE code ANSYS. 

A. 2 Mode shape matching 

The mode shape matching criterion assesses the capability of each OSP technique to 
capture the dynamic response of a structure by measuring the Mean Square Error (MSE) 
between the FE model mode shape (FE) and the mode shape obtained by a cubic spline 
interpolation (CS) of the displacements measured at the sensor locations selected. The 
MSE of each vibration mode i'h was normalised to its standard deviation 6; to evaluate the 
Total MSE (TMSE, eq. A. 1) given by the following expression: 
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The use of 6; ensured that the contribution of every mode shapes has the same weight 
in the MSE computation. 

A. 2.1 Statistic OSP techniques 

As mentioned above, the statistic OSP methods were divided into two different sub- 
classes, the Fisher information matrix and the variance based techniques. 

As expected, the first sub-class presented well-spaced sensor locations (see Figure A. 
2, EFI and KEM) than those selected by the variance based techniques (Figure A. 3). 
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The reasons of these differences lay on the design principles of the two approaches, 
the Fisher based techniques maximise simultaneously the independence and the strength 
of the signals acquired, while the later maximise only the signal strength. This is why the 
identified sensor locations are concentrated near the beam free edge. This last 
characteristic can be observed, although with less intensity, for the EFI-DPR technique 
(Figure A. 3), since the DPR correction to the EFI algorithm privileges high energy 
locations, undermining the independence of the acquired signals. 

The Gr2 technique presented a set of well-spaced sensor locations due to its selection 
algorithm that does not pick up locations with the largest weighted variance distribution 

vector coefficients (as the Grl ), but those corresponding to local maxima (Figure A. 4). 

Optimal sensor placement methods coo arson 

KEM 
cY 

EFI-DPR 
M 

EFI 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Sensor Position 

Figure A. 2- Comparison of the sensor locations selected from Fisher information matrix based 
OSP techniques. 
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Figure A. 3- Comparison of the sensor locations selected from variance based OSP techniques. 
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Figure A. 4 -Weighted Variance Distribution - Gr2 
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The contributions of the ten target mode shapes to the MSE, displayed in Figure A. 5, 
clearly indicate that the most important was the 10`h, except for the EFI where the 1" 
MoS contribution was the largest. Moreover, the EFI method had the best matching of the 
target mode shapes selected (smallest value of MSE), after it, the KEM and Gr2 had 
values slightly larger. 

MSE against Optimal sensor placement methods 

w v 
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-ý'-- 3rd MoS 
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--- Total MSE 

Figure A. 5- MSE comparison among the statistic OSP methods studied. 

A. 2.2 Energetic OSP techniques 

Apart from EVP, CNM and NODP method, energy based OSP (Figure A. 6) 
techniques concentrated sensor locations near the beam free edge, where the 
displacement energy has its maximum. 

Optimal sensor placement methods comparison 

GRM 

CNM 

NODP 

DPR 

r=vp 

Figure A. 6- Comparison of the sensor locations selected from energy based OSP techniques. 

Observing the sensor distributions estimated, the MSE values indicated a good match 
between the mode shapes and their interpolations if the sensors were placed by the NODP 
method (see Total MSE in Figure A. 7). 

Moreover, by the contributions to the MSE (1St, 2nd and 10th MoS, in fig. 9) of the 
single mode shapes is possible to see as the I0`h mode shape had the largest contribution 
to MSE, as expected. 
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Figure A. 7- MSE comparison among the energetic OSP methods studied. 

A. 2.3 Control theory based OSP techniques 

Control Theory Based (CTB) OSP techniques presented several possible combinations 
of sensor positions (Figure A. 8). Specifically, the independent elastic energy 
maximisation technique (Gm4) gave a better sensor distribution over the beam than the 
other CTB methods. In contrast with all the other techniques studied, privileged the 
positions in proximity of the clamped edge of the beam (Figure A. 1). Moreover, it must 
be observed (Figure A. 8) that the elastic energy maximisation (Gin 1) and the system 
energy maximisation (Gm3) technique selected the same locations showing that the 
elastic energy contribution is far larger than the kinetic energy one. 

Optimal sensor placement methods comparison 

GCN 

GDM 

Gm5 

Gm4 

Gm3 

Gm2 

Gml 

Figure A. 8- Comparison of the sensor locations selected from control theory based OSP 
techniques. 

Analysing the MSE (Figure A. 9), it can be observed that the contribution of the 10th 
mode shape to the mean square error resulted to be, once again, the largest, since had the 
most complex shape. 

The global MSE (Total MSE in Figure A. 9) showed that the best matching occurred 
using the sensor locations selected by the kinetic energy maximisation approach (Gm2), 
although the differences with the other Grammian trace algorithm were not very large. 
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Figure A. 9- MSE comparison among the CTB OSP methods studied. 

A. 3 Damage location effects on OSP techniques 

At the aim to establish if the selection of the optimal sensor locations, using the 
techniques investigated above, was altered by damage location and severity, the target 
mode shapes and the other data required (mass and stiffness matrices) were evaluated for 
10 damaged configurations of the beam with 4 different damage severities. The damaged 
configurations investigated were obtained decreasing the thickness of one element per 
time, starting from the 91h element, and selecting one every 9. This means that in the first 
damaged configuration, the damaged element is the 9`h, in the second is the 18`h and so on 
up to the 10`h configuration with the 90'x' element damaged. For each damaged 
configuration four scenarios were analysed, obtained by decreasing the undamaged 
element thickness respectively of 5%, 10%, 15%, and 20%. 

A. 3.1 Statistic OSP techniques 

As observed by the results of the first comparison criterion the two sub-classes of the 
statistic OSP techniques tend to behave differently. The Fisher information matrix based 
methods were affected by both the location and the severity of the defect introduced, 
although, the EFI (Figure A. 10) and KEM (Figure A. I I) sensor locations presented 
small variations compared to those of the EFI-DPR technique. 
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Figure A. 10- EFI: Effect of damage location and severity. 

If for KEM (Figure A. 11) and EFI-DPR (Figure A. 12) method no particular remarks 
can be made except for the increase of changes recorded with the defect severity, for the 
EFI (Figure A. 10) can be observed also that the nearest sensor position to the defect 
location, for the undamaged configuration, shifted closing the gap between them. This 
phenomenon had become clearer with the increase of the damage severity. 
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Figure A. 11- KEM: Effect of damage location and severity. 

In contrast with the sensitivity to the damage presence showed by the Fisher 
information matrix techniques, the variance based methods resulted completely 
insensitive as, for instance, the PCA sensor locations in two of the four evaluated damage 
severity scenarios studied (Figure A. 13, the least and the most severe, 5% and 20%). 
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Figure A. 12 - EFI-DPR (EFA): Effect of damage location and severity. 
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A. 3.2 Energetic OSP techniques 

As for the statistic OSP, two main behaviours were recorded for the energetic OSP 
techniques. The first was characterised by a completely independence by damage location 
and severity, proper of those techniques that concentrate the locations selected at the 
beam free end, like the DPR and MIS method (see for example the DPR performance in 
Figure A. 14). 

senses Door --- --- -- 
sensor Doalllon 

Figure A. 14 - DPR: Effect of damage location and severity. 

The second type of performances reported a certain influence of the sensor locations, 
selected by the remaining OSP techniques, on the damage location and severity, although 
some methods did not show any dependence on damage locations for low defect severity 
like the EVP (Figure A. 15) and the NODP (Figure A. 16) method. 

A completely different behaviour to those seen previously was given by the Guyan 
reduction method (GRM), which algorithm resulted independent from damage severity 
and showed a peculiar selection of the sensor locations in presence of damage. The GRM 
shifted 6 sensor positions from their original place in the undamaged scenario on the 
damaged location (Figure A. 17). 

At last, the condition number method turned out to be dependent on both damage 
variables (Figure A. 18), although no apparent dependence law was possible to retrieve 
from the results. 
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Figure A. 16 - NODP (NOP): Effect of damage location and severity. 
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Figure A. 15- EVP: Effect of damage location and severity. 
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Figure A. 18 - CNM: Effect of damage location and severity. 

A. 3.3 Control theory based OSP techniques 

The CTB OSP techniques presented a similar behaviour to that observed in the 
previous two cases. 

In particular the Grammian trace criteria highlighted two different behaviours. The 
first was observed for the Gm4 (Figure A. 19) criterion, which was characterised by 
dependence of the sensor locations on damage location and severity, even tough no clear 
relation was definable. 
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Figure A. 19- Gm4: Effect of damage location and severity. 

All the other criteria presented a clear influence of the damage location and severity 
which main characteristic was the concentration of the sensor location around the damage 
location with the increase of its severity (see for example Gml results, Figure A. 20). 

Figure A. 20 - Gm 1: Effect of damage location and severity. 

For the Grammian determinant maximisation (GDM) criterion only the damage 
location slightly affected the sensor placements (Figure A. 21) 
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Figure A. 21 - GDM: Effect of damage location and severity. 

The last CBT criterion (GCN) investigated did not show any variation to the damage 
location and severity (Figure A. 22), confirming the imperturbability to damage presence 
of those OSP techniques that concentrate the sensor positions on high energy structure 
sectors. 
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Figure A. 22 - GCN: Effect of damage location and severity. 

A. 4 Damage detection comparison criterion 

The damage detection comparison criterion was based on the capability of the OSP to 
provide the necessary information for correct damage detection. The OSP techniques 
were calculate by using data relative to the undamaged structure. 

The damage detection was carried out by using the Global-Local Damage Detection 
Optimisation (GLDDO) approach and by employing the COMAC MAC residue function 
(see chapter 2). The beam structure was divided into 9 macro-sections of 10 consecutive 
finite elements each, starting from the clamped beam edge to the free one. The 
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identification of the damaged macro-section constituted the first step of the GLDDO 
method. Then, damaged elements were detected by using as design variables the 
thickness of the damaged macro-section elements and the thicknesses of the remaining 
macro-sections. The residue function minimisation was accomplished by coupling the 
MATLAB optimisation toolbox with the ANSYS beam FE model. 

Three randomly chosen damaged configurations were investigated between those 
previously studied (Figure A. 23). Moreover only the 10% damage severity scenario was 
considered. Finally, in order to simulate the error that affects experimentally extracted 
modal properties, the modal properties of the damaged configurations, estimated using 
ANSYS, were polluted with a Gaussian distributed noise, having a variance of 10%. 

Damaged configurations considered 
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Figure A. 23 - Damaged configuration investigated 

The aim of this last comparison analysis was to establish the efficiency and reliability 
of the DD methodology and to identify the OSP technique capable of providing the 
largest amount of information to the DD algorithm. 

The damage detection results, reported in Table A. 1-Table A. 3, showed as the Fisher 
Information Matrix (FIM) methods (Table A. 1) provided the most effective set of sensor 
locations from a point of view of damage detection. Two (EFI and KEM) out of three 
FIM techniques were able to locate the correct damaged macro-section, although only the 
KEM was able to detect correctly every damaged location. 

Statistic Sub-Class Fisher Inf. Mat. Methods Variance based Methods 
OSP 

Method EFI EFI-DPR KEM PCA MIS VrM GrI Gr2 
Techniques 

Next 
tiext ' 

Next Next Next 
. text. 1lacro- 

Localised Element 
Element (10) 

YES Element Element Element 
. VO section 

ö 10 (10) (10) (10) El. 11) 

Severity % 5.22 2.94 3.87 3.5 3.5 3.5 1.65 1.05 

Error % 47.8 70.6 61.3 65 65 65 83.5 89.5 

Localised YES YES YES YES YES YES YES YES 

U Severity % 4.95 4.76 4.42 3.25 3.25 3.25 5.5 4.25 
Z4 

Error % 50.5 52.4 55.8 67.5 67.5 67.5 45 57.5 

Localised YES NO YES NO NO NO NO NO 
Z, 

Ä ?, 
ý 

Severity % 5.79 0.96 8.75 0.4 0.4 0.4 0.35 0.3 

Error % 42.1 90.4 12.5 96 96 96 96.5 97 

Table A. 1- Statistic OSP techniques: damage detection results. 
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The variance based OSP techniques (Table A. 1) failed to identify the defect location 
of the third damaged configuration investigated, despite of the fact that the sensor 
locations selected by them were mostly concentrated on the damaged position. 

Between the energetic OSP techniques (Table A. 2), only the EVP method was 
capable of identifying correctly all damaged macro-sections, even though, for the first 
damaged scenario explored, the most damaged element resulted to be the element number 

t` 10, next to the real one (9). 

Energetic OSP 
Methods Method EVP DPR NODP CNM GRM 

Next Next Next Macro- Next Macro- 

° 
Localised 

, 
Element Element section section NO 

10 (10) l. 11) i. 11) j ~w Severity % 1.21 3.52 0.81 1.39 1.42 

on 
Error % 87.9 64.8 91.9 86.1 85.8 

ö b Localised YES YES Next element (64) 
Previous Element 

62 YES 
V w Severity % 5.21 3.25 4.25 3.9 5.65 

Error % 47.9 67.5 57.5 61 43.5 

CO 
Localised YES NO YES NO NO 

A V 0% Severity % 4.49 0.4 5.5 1.65 4.12 
Error % 55.1 96 45 83.5 58.8 

Table A. 2- Energetic OSP techniques: damage detection results. 

CTB OSP Sub-Class Grammian Trace Matriv Methods 
Techni ques Method Gml Gm2 Gm3 Gm4 GmS 

GDM GCN 

Localised 
Next 

Element YES 
Next 

Element NO YES 
Macro- 
section 

Previous 

(10) (10) 17 dement (8) 
C ° w Severity % 4.72 4.36 4.72 1.62 5.99 0.8 2.42 

Error % 52.8 54.4 52.8 83.8 40.1 92 75.8 
Next Next 

Localised YES YES YES Element Element YES YES 
V 9 `0 (64) (64) 

ýv w Severity % 4.22 4.41 4.22 4.95 4.75 1.78 1.56 
Error % 57.8 55.9 57.8 50.5 52.5 82.2 84.4 

Ä 
Q Localised NO NO NO NO NO NO NO 

Vey 
w Severity % 1.04 0.41 1.04 0.7 1.74 0.72 1.23 

Error % 89.6 95.9 89.6 93 82.6 92.8 87.7 

Table A. 3- Control Theory Based OSP techniques: damage detection results. 

Finally, none of the CTB OSP methods (Table A. 3) was able to provide enough 
information to the DD algorithm in order to detect the third damage location. However, 
only the kinetic energy maximisation criterion (Gm2) was able to detect correctly the 
remaining damage locations. 

Finally, although the damage location identification was carried out successfully using 
several sensor configurations, the damage severity was poorly predicted. Except for rare 
cases (for instance KEM for 3d damaged configuration, see Table A. 1), the error was 
over 50%. Moreover, the damage seemed being smeared around the damaged locations as 
can be seen by the element thickness distribution estimated using KEM optimal sensor 
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placements (Figure A. 24-Figure A. 26). Further analysis of these results were reported in 
§6.2.4 
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Figure A. 24 - KEM damage detection for the first fault investigated. 
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Figure A. 25- KEM damage identification, second damaged configuration. 
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Figure A. 26 - KEM damage identification, third damaged configuration. 
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APPENDIX B: THE NOTTINGHAM 
WILFORD BRIDGE 

B. 1 Introduction 

In this appendix, a second test case structure was studied. In particular, the capability 
of existing and developed OSP and modal extraction were investigated on a real 
structure, the Nottingham Wilford Bridge. 

This work was a part of a broader research project [180-181] aimed at undertaking the 
research necessary to set up a basic remote health monitoring system, using GPS sensors 
placed on an operational bridge, linked to a new finite element/optimisation based health 
assessment software. 

The project was organised in three phases. The first task aim was to locate the optimal 
sensor placements and was undertaken by Cranfield. The second phase consisted in the 
placements of the GPS sensors in the location indicated by Cranfield and the acquisition 
of the data necessary (Nottingham University) for the extraction of the bridge modal 
properties (third task - Cranfield University). 

For the OSP investigation task, six different optimal sensor placement techniques have 
been investigated, three based on the maximisation of the Fisher Information Matrix 
(FIM), one on the properties of the covariance matrix coefficients, and two on energetic 
approaches. Mode shape displacements were taken as the "measured" data set and two 
comparison criteria were employed. The first criterion was based on the mean square 
error between the FE model and the cubic spline interpolated mode shapes. The second 
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criterion measured the information content of each sensor location to investigate on the 
strength of the acquired signals and their ability to withstand noise pollution keeping 
intact the information relative to structure properties. 

The results showed that the Effective Independence Driving-Point Residue (EFI-DPR) 
method provides an effective method for optimal sensor placement to identify the 
vibration characteristics of the studied bridge. The Variance Method (VM) developed by 
the author resulted very close to the EFI-DPR technique, in terms of its capability to 
capture the vibration mode shape and signal strength. However, the VM presented a 
unique characteristic in the world of the OSP techniques, which is the indication of the 
Optimal Number of Sensors (ONS). 

The last phase of the project consisted in the application of the modal extraction 
methodologies investigated in chapter 4 to test the capabilities of the real-time kinematic 
(RTK) global positioning network system (GPS) to measure low frequency vibrations of 
a medium span suspension bridge. In particular, the identification of modal parameters, 
including natural frequencies, damping coefficients and mode shapes of a suspension 
bridge using ambient excitation loads, was carried out. 

B. 2 Bridge Structure 

The Nottingham Wilford suspension bridge (Figure B. 1) was chosen as a test bed 
because it experiences deflection in the decimetre range under normal environmental 
loading. 

The suspension bridge studied is a footbridge composed of two sets of suspension 
cables restrained by massive masonry anchorage. The span sidewalk is 3.65 m wide and 
68.58 m long, and it is composed of a steel deck covered by a floor of wooden slats. 

A suspension bridge is a complex structural system in which each member plays a 
different role. It is inherently a flexible structure and with some form of stiffness 
incorporated in the design. The stiffness is usually obtained with a properly designed 
cable system or with a stiffening truss. Stringers and floor beams transfer the weight of 
the deck to the suspenders and trusses and, then, to the suspension cables. Suspension 
cables then transfer the loads to the anchorage and the towers. 

Suspension rods pull down on the chain causing it to sag and to pull inwards at its 

ends. As the main span is loaded, the load causes the cables to pull on the support tower 

216 

rye. 

ý. 

Figure B. 1- Nottingham Suspension Bridge. 



and hence pull the other span up. The tension in the main cables and the consequent 
movement of the towers gives rise to uplift in the main span. 

In order to provide input data for the OSP methods a three-dimensional finite element 
model of the bridge was built. The construction of a finite element model, capable of 
accurately replicating the behaviour of the real world structure, was undertaken using the 
SAFESATM Method [225]. The three-dimensional finite clement model developed is 
shown in Figure B. 2. The vibration properties were calculated by performing a modal 
analysis using the finite element analysis code and pre/post processor system ANSYS. 
The reference frame has X axis across the bridge width, Y axis along the bridge span and 
Z axis orthogonal to the plane XY. 

The GPS sensors were used to measure the vibration properties of the bridge. Recent 
advances in GPS receiver technology and data-processing software have made GPS a 
much more cost-effective tool to monitor structural movements of large scale civil 
structures, such as bridges, tall buildings and offshore platforms. Experimental results 
highlighted GPS as a viable mean of measuring thermally induced displacements, 
shorter-term transient motion and long-term settlements of the foundations of large civil 
structures with an accuracy of the order of a few millimetres [180-181]. The Global 
Positioning System provided by Leica Corporation was capable of acquiring the real time 
absolute three-dimensional positions at the rate of 10 Hz. GPS dimensions and allocation 
requirements were such that the only suitable locations were the bridge handrails (Figure 
B. 3). The possibility of disturbances due to the handrail modal characteristics during the 
acquisition of bridge global mode shapes (less than 10 Hz), was checked out by 
comparing their respective frequencies. The modal analysis results confirmed that the 
handrail eigenfrequencies were by far higher than those of interest (larger than 60 Hz). 

The sampling theory (Nyquist theorem) states that the maximum measurable 
frequency has to be less than half of the GPS sampling rate (5 Hz). Therefore, according 
to the modal frequencies estimated with the FE analysis, the first 3 global modal 
properties (Table B. 1, Figure B. 4) were used as input data to find the optimal sensor 
locations. Hence, the OSP methodologies considered, in the next paragraph, employed 
only the first 3 mode shapes and the candidate sensor positions were those defined by the 
bridge handrails. The objective of the OSP selection was to identify the best locations of 
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Figure B. 2- Bridge Finite Element Model 



the available sensors (10 GPSs) in such a way to capture the dynamic response of the 
structure. 

r 

rý_I . 

.ý 

Figure B. 4- First three mode shape 

N. Fr . Hz 
1 1.44 
2 2.79 
3 4.66 
4 6.75 
5 8.9 

Table B. I- Modal frequencies calculated using FE model 

B. 3 Optimal Sensor Placements 

The problem being addressed is that of placing 10 sensors on a structure at locations 
which will allow the computational software to give the best fit to a set of 3 targeted 
mode shapes. Six OSP algorithms were investigated, the EFI, the EFI-DPR, the KE, the 
EVP, the NODP and the Variance method (VM). 
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The OSP techniques investigated (except for the VM) on the bridge were selected 
because they resulted to be the best performing on the cantilever beam as reported in 
APPENDIX A and in chapter 6. 

Instead, the VM was investigated, since a new sensor selection algorithm was 
employed that allowed to select well-spaced sensor on the structure and capable of 
indicating the optimal number of sensor to use (see section 3.5.6). 

The EFI sensor placement method (§3.5.1) was developed to maximise both the 
spatial independence and signal strength of the N targeted mode shapes by maximising 
the determinant of the associated Fisher Information Matrix. The results obtained from 
this OSP technique defined a fairly uniformly distributed sensor locations along the 
length of the beam as shown in Figure B. 5. 

AN 

Figure B. 5- EFI Sensor Location. 

A limitation of the EFI method is that sensor locations with low energy content can be 
selected with a consequent possible loss of information. The EFI-DPR (Driving-Point 
Residue - §3.6.2) method (§3.5.2) eliminates this problem by multiplying the candidate 
sensor contribution of the EFI by the corresponding Driving Point Residue (DPR) 
coefficient. This methodology concentrates sensor positions in the high energy content 
regions resulting in sensors quasi-uniformly spaced and symmetrically deployed as 
shown in Figure B. 6. 

Figure B. 6- EFI-DPR Sensor Selection 
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The Kinetic Energy Method (KEM - §3.5.3) sensor location procedure is similar to the 
EFI method. The main difference is that the KEM objective is to find a reduced 
configuration of sensor placements, which maximizes a measure of the kinetic energy of 
the structure rather than the determinant of the FIM. 

Differently from Heo et al. [93], the FE model used for the bridge is very accurate and 
the candidate sensor locations are restricted to the bridge handrails. In order to calculate 
the mass matrix reflecting the global mass distribution of the bridge, a dynamic reduction 
of the bridge FE model was undertaken. This was accomplished using substructuring 
[79], which partitioned the FE model DoFs in master (m, retained DoFs) and slaves (s, 
removed DoFs). The mass and the stiffness matrices where partitioned in four 
submatrices as described below: 

K= 
Kmm K�. 

M=M. 
Mms 

Kam» K.,, M. Mss (B. 1) 
In accordance with Guyan [226] the reduced mass and stiffness matrices at the master 

DOFs where computed as follows: 
K= K�ým - K,,, Ku 'K. 

tm (B. 2) 
M= Mm,,, - KK,, ' M. 

S,,, - M,,,, K., ' K, 
� + K. K,,, Ks, ' Ms. 

T 
K. 'K.. (B. 3) 

Finally, considering as master DoFs of the bridge FE model those belonging to the 
bridge banisters, a reduced mass matrix was evaluated and, then, equation (B. 3) was used 
for the computation of the kinetic energy matrix (Kem - §3.5.3). 

The sensor locations identified by the KE method tend to be concentrated only on one 
side of the bridge handrails, as shown in Figure B. 7 in contrast with the EFI and the EFI- 
DPR that distributed an equal number of sensors on both sides of the bridge. 

Figure B. 7- KE method sensor selected 

The Eigenvalue Vector Product (EVP) is an energy based technique (§3.6.1) consisting in 
the evaluation of the vector EVP calculated using the equation (3.25) and the selection of 
the 10 sensor candidate locations with the largest EVP coefficients in order to prevent the 
choice of sensors placed on nodal lines of vibration modes and to maximise their 
vibration energy. 
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As it can be seen in Figure B. 8, the sensor distribution estimated by the EVP method is 
mainly concentrated in a small area of the bridge. It is clear that this method will not be 
able to capture accurately the bridge vibration mode shapes. 

Figure B. 8- EVP Sensor Selection 

The Non-Optimal Drive Point (NODP) (§3.6.3) is an energy based method and it is 
generally used to find the optimal excitation point. It is based on the concept that the 
amount of the vibration energy measured by the sensors is a function of the relative 
positions of the sensors and mode shape nodal lines. 
As shown in Figure B. 9, the NODP selection technique places the sensors asymmetrically 
and mainly located at bridge mid-span. 

Figure B. 9 - NODP Sensor Selection. 

The variance method (VM) is an evolution of the Most Informative Subset (MIS) 
technique (§3.5.5) according to physical and mathematical considerations on the 
coefficients of the covariance matrix [C] (§3.5.6). Differently from the selection criterion 
used in APPENDIX A that leads to a concentration of the sensor locations selected in few 
regions of the bridge handrails similar to those provided by the EVP technique, sensors 
were placed on the local maxima of the function Vr (§3.5.6 - equation 3.23) sorted in 
decreasing order. In this way, the sensor locations selected resulted scattered along the 
bridge handrail as reproduced in Figure B. 10. The sensor locations selected did not 
respect the bridge symmetry, since the covariance matrix coefficients are sensible to the 
signs of the mode shape displacements. Therefore, in some extent, the VM matches more 
closely the energy distribution along the structure due to mode shapes. 
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B. 4 OSP comparison 

In order to compare the capability of the different OSP techniques analysed to capture 
the vibration behaviour of the bridge two different criteria were used. Conceptually, a 
criterion of optimality should also be related to maximum damage information, i. e. sensor 
locations should be chosen in such a way that they produce reliable and sensitive 
information on the potential damages of the structural system. However, this aspect was 
not considered in this study, since no a priori information on damages occurring on the 
bridge was available. 

As mentioned in APPENDIX A, the first criterion assessed the capability of each OSP 
technique to capture the dynamic response of a structure by measuring the Mean Square 
Error (MSE) between the FE model mode shape (FE) and the mode shape obtained by a 
cubic spline interpolation (CS) of the displacement measured at the sensor locations 
selected. The MSE of each vibration mode i`h was normalised with respect to its standard 
deviation 6; and, then summed up at the aim to evaluate the Total MSE (TMSE, eq. B. 4) 
as showed by the following expression: 

1 
NV 

MSE6' '-1 
; _ý n (B. 4) 

A cubic spline interpolation was carried out, using a MATLAB coded function, 
separately for each handrail. The MSE criterion results were summarized in Table B. 2 
and showed in Figure B. 11. As expected the MSE of the EVP method was the highest 
due to the concentration of sensors only on the left banister of the bridge (Figure B. 8). In 
contrast, the MSE for the EFI-DPR method resulted slightly better than, respectively, VM 
and the EFI method and about 3 and 5 size order lower than the NODP and KE method, 
respectively. 

The comparison between the FE and the spline interpolated mode shapes using the 
EFI-DPR technique for all three vibration modes investigated was shown in Figure B. 12. 
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Mean Square Error 
OSP Mode Shape 
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Table B. 2- MSE comparison. 

EFL DPR EVP NODP KEM VrM 

Optimal Sensor Placement Methodologies 

t 1st " 2nd -6 3rd - TMSE 

Figure B. 11 - MSE comparison. 

(a) 

-3rd Mode shape 
-Spline Interpolation 

crv non ,.......,.. ý .......:...... 

-2nd Mode shape 
- Spline Interpolation 

EFI-DPR sensor locations 

tr 

(b) 

--ý^- i 
cri-vr rý ýcuavI IvýaaivII 

`w 

r 

4_i 
'x 

30 
(C) 

Figure B. 12 - EFI-DPR: (a) 12' mode shape; (b) 2 "d mode shape; (c) 3'" mode shape. 
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The second comparison criterion was based on the concept that the strength of the 
signals acquired associated with modal characteristics should be as high as possible in 
order to reduce the noise. In order to comply with this important aspect, the Fisher 
Information matrix (FIM) determinant behaviour was recorded during the sensor 
selection and displayed in terms of percentages of its initial value against the progressive 
number of the dropped candidate sensors (Figure B. 13 and Figure B. 14). The number of 
the initial possible locations was 2042. 
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Figure B. 13- Fisher Information matrix determinant. 
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Figure B. 14 -Zoom of the FIM determinant. 

This procedure allowed a dynamic comparison between the number of sensors 
employed and the signal strength. In Figure B. 13, the overall behaviour of the FIM 
determinant is shown. Since the number of available GPS sensors was 10, the area of 
interest was between 2042 and 2032 sensors. Therefore, in order to highlight the area of 
concern in Figure B. 13, a second diagram was plotted in logarithmic scale (Figure B. 
14). Two vertical lines were drawn; the first (the dash dot line) highlights the FIM 
determinant value using a network of sensor made of 10 GPS, while, the dotted line 
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represents a3 sensor monitoring network, which is the smallest number of sensor that can 
be used according to the FIM based techniques and KEM (§3.5), since the FIM would be 
singular for a smaller number of sensors. Therefore, beyond this line the FIM determinant 
was kept constant. Moreover, in this diagram, the VM is also reported, but only for a 
number of sensors installed smaller than the optimal sensor number (the number of local 
maxima of the Vr - §3.5.6 eq. 3.23 - function was 14). 

The diagram showed that the trend and the values of the signal strength of the EFI, 
EFI-DPR and NODP method were very close, while the signal strength of the EVP and 
KEM were very small. The VM underperformed the FIM and NODP techniques, even 
though it had the signal strength of the same order for 10 sensors installed. Decreasing 
the number of the sensors of the sensing network, the VM behaviour improves with 
respect to the FIM techniques and become better than the NODP method for a number of 
sensors smaller than 8. 

Finally, analyzing the results of both comparison criteria the EFI-DPR proved to be a 
better technique among those analyzed because of its: 

" Superior capability of capturing the dynamic response of the structure by 
reproducing, with the smallest MSE, the shapes of the bridge modal properties 
(Figure B. 11 and Table B. 2). 

" Symmetric distribution of the sensors on the bridge banisters, respecting the bridge 
symmetry (Figure B. 12). 

" Marginally smaller information content in the signals acquired by its sensors 
distribution than the EFI sensor network (Figure B. 14). 

"A better vibration energy content in the signals acquired than the EFI technique since 
the EFI-DPR selection procedure tended to select higher vibration energy sensor 
location (see §3.5.2). 

B. 5 Modal extraction 

According to the indication provided by the OSP investigation, a real-time kinematic 
(RTK) global positioning system (GPS) network was installed on the Nottingham 
Wilford Bridge. to provide long-term and real-time measurement of bridge deck 
movement. Consequently, the GPS sensors were placed on the bridge in accordance with 
EFI-DPR selected locations. The GPS acquired displacement responses of the bridge 
were used to identify its dynamic characteristics. The modal properties were extracted 
using a two-step methodology described in paragraph 4.4. In the first step, the random 
decrement method and the Cross-Correlation Function (CCF) based technique were used 
to transform random signals in free vibration responses. Secondly, a wavelets based 
technique was used to extract natural frequencies and to determine the mode shapes of 
the structure. However, because of electro-magnetic interferences affecting the GPS 
functioning, acquired data needed to be filtered out before the modal extraction process 
could take place. 
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11.5.1 Signal filtering 

As mentioned above, the bridge ambient vibrations were acquired using a network of 
GPS sensors installed on the bridge handrails in locations determined by an OSP 
technique (EFI-DPR). The number of the GPS sensor employed was 10 and the 
acquisition lasted for 24000 seconds with a sampling rate of 10Hz. In Figure B. 15, the 
GPS time signals of some of the sensors were reported. The loss of lock to the satellite 
signals and electromagnetic interferences on the GPS sensors generate sudden jumps in 
the time signals and low frequency noise called multipath. This noise was caused by 
indirect signal transmission from satellites to the antennas of GPS receivers. This was 
the major factor affecting positioning accuracy. To address this problem two different 
filtering techniques were used, adaptive filtering and wavelet filtering. 

Adaptive filtering techniques were employed to reduce the multipath signature [227]. 
Since satellite constellation repeat at a period of 23 hours and 56 minute, the multipath at 
specific location with relative fixed observation environment repeats at the same period. 
In Figure B. 16, the first row is the vertical mean movement at mid span of the Wilford 
Bridge and second row is the time series at the same location but collected on previous 
day. These two time series are input into the adaptive filter and the relative clean data are 
produced (row 3 in Figure B. 16). Multipaths were extracted and expressed in the fourth 
row. Included in row 3 are real bridge movements and thermal noise caused by the GPS 
receivers [227]. 
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Figure B. 15 - GPS sensor time signal. 

In the second procedure a pass-band filter [0.3,5] Hz, with a5 level Daubechies (db5) 
wavelet decomposition scheme, was employed [128] to get rid of this non zero mean 
noise, uncorrelated with the structure dynamic response. 
The portions of signals filtered out were plotted in Figure B. 17-a, while the remaining 
part is shown in Figure B. 17-b. In the filtered signals (filtered -b), there were still some 
sudden peaks due to in-service loading. The extraction of the modal properties using the 
two different filtering techniques produced the same results. Below the modal properties 
calculated by using the band-pass filtering techniques were presented. 
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Figure B. 16-Multipath and its mitigation (Nottingham l'niversit}") 
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Figure B. 17 - Wavelet filtering: (a) portion of the signals erased; (b) cleaned signals. 
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B. 5.2 Free-decays computation 

The free-decay evaluations were carried out according to the two procedures described 
in paragraph 4.5, The Random Decrement Technique (RDT) and the Cross-Correlation 
Function (CCF) based technique. For the RDT, a triggering value X() for the time segment 
selection was assumed equal to the signal variance (one standard deviation). For both the 
techniques investigated, the length of the signals was established to be 200 samples 
(20sec). The free-decays evaluated from both the methods employed resulted to be 
identical and showed a strongly damped behaviour (Figure B. 18-a). Consequently, in 
order to avoid noise problems, only the first 50 samples were taken into account for the 
extraction as well as for the Fast Fourier Transformation (FFT) evaluation showed in 
Figure B. 18-b. 
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Figure B. 18- RDT free-decays: (a) time histories; (b) FFT (the magnitude is in logarithmic scale) 
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By the FFT plots (Figure B. 18-b) is clear that not all the random noise was taken out 
by the RDT process, see for example sensor 12. Moreover, there was only one clearly 
identifiable peak around 2 Hz. All this could be due to short acquisition time. This 
concern is confirmed by the occurrence of isolated burst in the sensor time histories 
(Figure B. 18-b), which lead to a not fully satisfaction of the zero mean random 
distribution assumption for in-service loading §4.5). 

B. 5.3 Modal extraction 

As mentioned in the previous section, the modal extraction was carried out using only 
the first 50 samples of the free-decay evaluated in order to avoid possible noise pollution 
in the results. Two techniques were used to extract the modal properties of the bridge, the 
ERA (§4.6.1) and WME (§4.6.2) technique. Both the techniques extracted only one 
vibration mode, its frequency and modal damping were reported in Table B. 3. The 
results showed that the two techniques used provided very similar results in the 
estimation of the first natural frequency with a difference of 1%. The calculated mode 
shape is shown in Figure B. 19. 

Extraction 
Technique Frequency (H z Modal Damping 

ERA 1.74 0.025 
WME 1.72 0019 

Table B. 3- Modal properties. 

0 ,o 

(c) 

Figure B. 19 - First Mode Shape: (a) ERA; (b) WME; (c) FE model. 
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The results produced by the two techniques seemed to be consistent, although, for the 
mode shape evaluated using the ERA methodology Figure B. 19-a, the Modal Assurance 
Criterion (MAC) [73], evaluated using the FE model shape, Figure B. 19-c was 0.90 
against 0.75 for the shape extracted by the WME technique (Figure B. 19-a). 

Further discussion and analysis of the results were presented in §6.3-6.4. 
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APPENDIX C: DAMAGE DETECTION ON A 
PLATE: OSP, TMS AND MODEL UPDATING 

INVESTIGATIONS 

C. 1 Introduction 

In §6.2-6.3, the effects of different Optimal Sensor Placement (OSP) techniques on 
damage detection upon a cantilever beam and on modal extraction of a suspension bridge 
were discussed. These numerical and experimental investigations helped to size down the 
number of OSP methods in order to analyse the optimal combination between the Target 
Mode Shape Selection (TMSS) techniques, optimisation algorithms, and objective 
functions for damage detection on a plate-like structure using the Global-Local Damage 
Detection Optimised approach illustrated in chapter 2. This was made necessary by the 
large number of combinations possible due to the high number of parameters involved. 

Therefore, following the reduction of OSP techniques operated in appendices A and B, 
whose results were discussed in chapter 6, only 5 OSP methods (EFI, EFI-DPR, KEM, 
EVP and Gr2) were investigated on the plate like structure. 

As mentioned before, the investigation, here reported, involved the exploration of the 
combined effect of the TMSS selection techniques (illustrated in chapter 3), the Global- 
Local approach and the several optimisation algorithms (described in chapter 2) on the 
damage detection compared to sensitivity approach used in literature. 
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('. 2 Plate like structure 

The plate like structure used as test case for the damage detection investigations 

carried out in this appendix was a 30 by 20 cm rectangular aluminium plate constrained 
at the edges (Figure C. 1). A 2000 finite element model was built in the commercial FE 

code ANSYS and used for the evaluation of mode shapes and FRF needed by the damage 
detection techniques for their investigation. 

Figure C. I- Plate FF1 model. 

1 2 

4 5 6 

7 9 

Figure C. 2- Plate \lacro-Areas. 

Figure C. 3 -Macro-Area division. 
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The plate surface was reorganised in 9 macro-areas, which at their time were divided 
in 9 areas (see Figure C. 2-Figure C. 3). This partition in macro-areas and areas was used 
for the global-local approach and to identify univocally were the damage was introduced. 

Once the initial (undamaged) model was built, the plate was progressively damaged in 
a number (three) of damage scenarios. Damage was introduced numerically in the Fl: 
model by reducing of 20% the thickness of the elements included in the areas 7004,6008 
and 3004 (Figure C. 3). The dynamic properties of the plate structure were measured 
before and after each damaged scenario. Gaussian noise (10% standard deviation) was 
added to the numerical modal properties and FRF to simulate the real environment noisy 
effect on the damage detection procedure under investigation. 

C. 3 Noise effects on the MAC and COMAC functions 

A first estimate of the advantage derived by the adoption as objective function of' 
MAC and COMAC based functions was carried out by adding noise with zero mean and 
variance from 0% up to 16% to a set of 10 mode shapes evaluated using the plate FE 
model described in the previous paragraph. The results (Figure C. 4) proved that the 
MAC and the COMAC functions tended to downsize the effect of the noise, since they 
have a mean error smaller than the noise introduced exemplified in the plot by the 45 
degree line. 

I. 

ur 

z+o 

Figure C. 4- Noise effect: (a) MAC mean error (b) COMAC mean error. 

C. 4 Damage detection investigation configuration 

In order to perform a comprehensive investigation on the efficiency and reliability of 
the GLDDO approach, a series of tasks were carried out to compare the detection 

capability of the technique developed and to identify the most suitable objective function. 

The first task was targeted to the understanding of the efficiency and reliability of the 
global-local approach on the global one, common to most of the updating techniques 
existing in literature. 

A second task was tailored on the analysis of the combined effect of different TMSS 
techniques and of different OSP methods on the damage detection capability of the 
GLDDO approach. 
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A last task was designed to explore the efficiency of the developed DD methodology 
in comparison to a model updating technique very well known in literature. 

It has to be mentioned that only the subproblem approximation method was an internal 
feature of the ANSYS code, while the other optimization algorithms were implemented 
in MATLAB, so as ANSYS became a special function of the MATLAB scripts written 
by the author and executed when requested by the optimization processes. 

Before proceeding to a detailed description and result analysis of the tasks mentioned 
above, the results of the TMSS and the OSP investigation carried out on the plate were 
presented. 

C. 4.1 Target Mode Shape Selection 

As described in chapter 3, four TMSS techniques were identified and analyzed, 
Minimum Modal Frequency (MMF) criterion, the Root-Sum-Square displacement (RSS) 
method, the Modal Kinetic Energy (MKE) approach and the Maximum Strain Energy 
(MSE) criterion. Of this four techniques, only the first (MMF) and the last (MSE) 
criterion have been used in literature for damage detection purposes. Then, it is clear the 
reason why a fully enquire on the effect on the different TMSS techniques is necessary. 
In this way, the relations between the damage introduced with the mode shape selected 
and the selection principle used will be cleared out. Further, useful information and 
indication on the best way to characterize the damage (e. g. in terms of changes of kinetic 
energy, displacements or strain energy) can be drawn. 

The investigation was carried out by evaluating all ' mode shapes or FRF of the test 
case below 5000Hz. This cut-off frequency was chosen based on experimental evidences 
of a corrosion damage introduced on an identical plate to that investigated through an 
electrolytic process carried out by the author in collaboration with Naples University. The 
corrosion attack was concentrated on a region defined by the areas 7004 and 7005 and 
removed about the 15-20% 

_of the material in it. The comparison of the undamaged and 
the damaged experimental FRF showed (Figure C. 5) that their discrepancies were 
growing with the frequency. However, clear changes in the structure dynamic response 
were identifiable even at low frequencies. 

This remarks suggested that in order to identify this type of damage, the 5000 Hz 
threshold seemed to be a right compromise between the need to raise the frequency of the 
investigation in order to have large damaged/undamaged structure response changes and 
the rising computational time with the frequency increase. In this way 50 mode shapes 
were computed and used for TMSS investigation. The results showed (Table C. 1) that 
the RSS and the MKE yielded to the same target mode shapes, whose 8/10 were 
coincident to the MMF's. On the other hand, the MSE criterion selected high order mode 
shapes next to the cut-off frequency. 
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Figure C. 5-Corroded plate: comparison between the undamaged and the undamaged FRF 
acquired at the centre of the plate. 

MMF RSS MILE MSE 

I 1 I 35 

2 2 2 37 

3 3 3 41 

4 4 4 43 

5 5 5 44 

6 6 6 45 

7 7 7 47 

8 9 9 48 

9 12 12 49 

10 14 14 50 

Table C. 1 -TMSS investigation results. 

By observing the shapes of the modal properties selected by the TMSS techniques 
employed, the RSS/MKE and the MSE criteria tended to unselect those modes that had 
fewer domes than the modes nearby (e. g. modes 8,10 11 and 13 for the RSS and MKE 
criteria and mode 42 and 46 for the MSE method, see Figure C. 5). 

Then, the target mode shapes selected were used to feed the OSP MATLAB codes 
(written by the author) in order to identify the optimal locations for damage detection 
purposes. 
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C. 2- Plate mode shapes. 

C. 4.2 Optimal Sensor Placements 

Many researchers think that the optimal sensor placements for damage detection 
purposes should be carried out using damaged target mode shapes in order to maximize 
the damage information content identifiable by the sensor network. This idea is surely 
right if damages occurring on the structure under investigation are known a priori in 
terms of their types, locations and severities. In any other case, this approach cannot be 
pursued and the target mode shapes to use have to be evaluated for the structure in 
pristine conditions, as in the case here investigated. 

Therefore, following the selection of the target mode shapes (§C. 4.1) and the selection 
of the most reliable and efficient OSP techniques (appendix A and B, chapter 6), between 
those investigated in chapter 3, the optimal sensor locations were evaluated according to 
the criteria identified by EFI, EFI-DPR, KEM, EVP and Gm2 methods. 

The locations chosen by the EFI method were fairly spaced on the plate surface as 
well as the locations selected by the KEM and EVP methods, in contrast with the EFI- 
DPR and the Gm2, which concentrated the picked sensor positions either around the mid 
of the plate (EFI-DPR) or along two lines (Gm2). The optimal locations selected using 
MSE target mode shapes were deployed in proximity of the plate borders, except for 
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Figure C. 7- EFI-DPR sensor locations: (a) MMF; (b) RSS/MKE; (c) MSE. 

Figure C. 8-KEM sensor locations: (a) MMF; (b) RSS/MKE; (c) MSE. 

Figure C. 10 - Gm2 sensor locations. 
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C. 4.3 Global Vs Global-Local approach 

As mentioned before, the main feature of the damage detection methodology 
developed is the global-local approach, which divides the damage detection in two steps, 
working on smaller number of parameters, reducing the computational time and 
enhancing the convergence of the solution. Therefore, in this section the capability of 
identifying the damage in terms of its location and severity was analyzed using the 
GLDDO approach in comparison with the global solution. 

In order to draw the right conclusions both approaches were investigated with 
different objective functions and optimization algorithms. In order to save computational 
time and to limit the danger of not converging solutions (as for FRF based residue 
functions, §2.4.2.2), only the following objective function/optimization algorithm 
combinations were investigated: 
" The sensitivity (employing the Linear Least Square Optimisation (LLSO) algorithm, 

§2.8.1) and the Large Scale Optimisation (LSO, §2.8.3) approach were used to 
minimize COMAC and MAC based objective functions (§2.7.1), developed by the 
author, together with the most common residue function used in literature based on 
mode shapes changes §2.4.2.1. The solutions computed with the sensitivity approach 
were identified as COMAC, COMAC MAC, COMAC_MAC_FREQ and 
MODE SV (residue function present in literature), while those evaluated using the 
large scale optimization algorithm were labelled as COMAC NL, 
COMAC MAC NL, COMAC_MAC_FREQ_NL and MODE_NL (residue function 
present in literature). 

" The second algorithm (SVD) used to solve the linear system built up in the sensitivity 
approach (§2.8.1) was' employed only with two residue functions the 
COMAC_MAC ReF (since this was the residue function extensively tested on the 
cantilever beam, where did not showed any convergence problem §2.7.1) and the 
mode shape changes based residue function. The two solutions were named 
SVD_COMAC_MAC and SVD_MODE_SV. 

" The Subproblem Approximation Method (SAM, §2.8.2) was-used to minimize the 
FRAC based objective functions (developed by the author, §2.7.2), since SAM 
increases the probability of convergence of the solution in an area next to the global 
minimum of the residue function. ̀ For comparison reasons, the COMAC MAC 
residue function was also minimized and identified as COMAC_MAC_SAM. The 
FRAC based solution were labeled, respectively, FRACm_SAM, FRACr_SAM and 
FRACc SAM. 

Moreover, since a similar investigation performed over all the five OSP techniques 
and the three TMSS methods selected would have being too computationally expensive, 
only the EFI OSP method was used. This decision was corroborated by the fact that the 
EFI method was the only OSP technique to well perform both on the cantilever beam and 
on the suspension bridge (chapter 6). . 

Finally, according to the above reported specifications, the results of the Global Vs 
Global-Local approach were reported in table format (Table C. 3-Table C. 11), where two 
sections can be identified, one for each approach investigated. Both table sections had a 
first column where was specified if the damage location was identified. The error of the 
predicted severity in terms of the plate thickness was input in the second column (0% 
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perfect damage identification, 20% damage unidentified). In the third column of each 
section was reported the computational time needed for such prediction. In the fourth 
column of the Global section was also reported the mean error in percentage points of the 
plate thickness. 

Before analysing the results, it must be said that the sensitivity approach using the 
COMAC and MAC based residue functions could not be implemented for the Global 
approach, since the linear system generated by such approach would be under- 
determined, that is, its unknown number (columns) would be larger than its row number, 
therefore, a unique solutions would not be guaranteed. However, since the SVD solver 
was quicker than the linear least square optimization algorithm, this was used as proof of 
the impossibility of the sensitivity approach to deliver any solution for a problem so 
defined. 

Global-Local Global 
7004 EFI-MMF 

Identified Error 
% 

time 
min 

Identified Error 
(%) 

time 
min 

Mean error 
(%) 

COMAC NL N. A. (7001) 16.40 62 No 9.72 656 8.44 

COMAC MAC NL N. A. (7007) 15.64 75 No 5.92 571 8.46 

COMAC MAC FREQ_NL N. A. (7001) 16.40 91 Second peak of 2 14.88 574 0.24 

MODE_NL No 20.00 18 Yes 0.00 431 0.37 

COMAC No 20.00 17 Not Implcmentable 20.00 

COMAC MAC N. A. (7001) 17.87 11 Not Implemcntable 20.00 

COMAC MAC FREQ N. A. (7007) 13.93 29 Not Implementable 20.00 

MODE-SV No 20.00 21 No convergence 20.00 33 

SVD_COMAC MAC No 20.00 18 No convergence 20.00 65 

SVD_MODE_SV Next Macro area (4) 20.00 16 Yes -20.09 233 1.27 

COMAC MAC SAM Yes 7.52 183 Yes 7.70 285 3.52 

FRACm SAM Yes 4.02 552 Yes 4.52 1354 2.32 

FRACr SAM Yes 8.32 345 Yes 8.68 902 3.52 

FRACc SAM Yes 14.3 345 No 

Table C. 3- Damage detection using MMF target mode shape set: Global-Local/Global approach 
comparison (Damaged area 7004). 
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Global-Local Global 
6008 EFI - MMF 

Identified Error 
% 

time 
min 

IdenCdied Error 
ehe 

time 
min 

Mean error 
% 

COMAC_NL No 20.00 63 Yes 11.69 652 4.35 

COMAC MAC NL Yes 6.04 98 N. A. (6007) 10.29 567 7.10 

COMAC MAC_FREQ, NL Next Macroarea (9) 20.00 82 Second peak of 3 17.00 589 0.28 

MODE NL Macro-area 20.00 41 Third peak of 4 19.78 425 0.29 

COMAC No 20.00 17 Not Implementable 20.00 

COMAC MAC Next Macro-am (9) 20.00 18 Not Implementable 20.00 

COMAC MAC FREQ Next Macro-area (9) 19.54 22 Not Implementable 20.00 

MODE SV Macro-am 12.77 22 No convergence 20.00 33 

SVD_COMAC MAC Yes 0.35 13 No convergence 20.00 66 

SVD MODE SV Macro-area 9.54 17 Yes -1.13 228 1.21 

COMAC MAC SAM Yes 5.83 76 Yes 7.55 213 1.00 

FRACm SAM Yes 4.22 840 Yes 7.55 1882 1.03 

FRACr SAM Yes 5.81 180 Yes 5.68 598 1.25 

FRACc SAM Yes 5.04 120 Yes 5.25 498 1.38 

Table C. 4- Damage detection using MMF target mode shape set: Global-Local/Global approach 
comparison (Damaged area 6008). 

Global-Local Global 
3004EFI-MMF 

Identified Error 
% 

time 
min 

Identified Error 
(%) 

time 
min 

Mean error 

COMAC NL No 20.00 65 Yes 3.91 636 9.36 

COMAC MAC NL Next Maces area (6) 20.00 100 No 17.75 577 3.32 

COMAC MAC FREQ_NL No 20.00 91 Yes 1.98 568 0.09 

MODE NL Next Macro-area (6) 20.00 55 No 20.00 443 0.24 

COMAC N. A. (2006) 20.00 17 Not Implementable 20.00 

COMAC_MAC Next Macro area (6) 20.00 7 Not Implementable 20.00 

COMAC MAC FREQ No 20.00 30 Not Implementable 20.00 

MODE-SV No 20.00 21 No convergence 20.00 42 

SVD_COMAC MAC No 20.00 17 No convergence 20.00 66 

SVD_MODE_SV Next Macro_area (6) 20.00 17 Yes -1.69 230 0.98 

COMAC MAC SAM Yes 5.79 142 Yes 8.78 251 1.94 

FRACm SAM Yes 2.26 642 Yes 2.57 1702 2.05 

FRACr SAM Yes 5.01 352 Yes 4.57 868 3.95 

FRACc SAM Yes 1.67 451 No 19.15 652 9.45 

Table C. 5- Damage detection using MMF target mode shape set: Global-Local/Global approach 
comparison (Damaged area 3004). 
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GLOBAL-LOCAL GLOBAL 
7004 EFI - MICE 

Identified Error 
yo 

time 
min 

Identified Error 
(0/. ) 

time 
(min) 

Mean error 

COMAC NL Macro-area 17.34 40 No 9.72 656 8.44 

COMAC MAC NL N. A. (7007) 15.34 46 No 6 571 8.46 

COMAC MAC FREQ_NL N. A. (7007) 14.05 79 Second peak of 2 14.88 574 0.24 

MODE-NL N. A. (7001) 20.00 73 Yes 0.00 431 0.00 

COMAC Yes 14.83 35 Not Implementable 20.00 

COMAC MAC Yes 9.75 38 Not Implementable 20.00 

COMAC MAC FREQ Yes 8.17 41 Not Implementable 20.00 

MODE-SV No 20.00 7 No convergence 20.00 35 

SVD_COMAC MAC Next Macro_area (8) 20.00 38 No convergence 20.00 

SVD_MODE SV Yes 4.40 20 No 20.00 212 4.52 

COMAC MAC_SAM Yes 5.26 81 Yes 6.89 247 0.95 

FRACm_SAM Yes 3.54 793 Yes 6.84 1724 1.27 

FRACr_SAM Yes 5.57 194 Yes 6.04 607 1.67 

FRACc SAM Yes 4.97 107 Yes 5.98 478 1.09 

Table C. 6- Damage detection using MKE target mode shape set: Global-Local/Global approach 
comparison (Damaged area 7004). 

GLOBAL-LOCAL GLOBAL 
6008 EFI - MKE 

Identified 
Error 

% 
time 
min 

Identified 
Error 
(%) 

time 
min 

Mean error 

COMAC NL Next Macro-area (9) 20.00 71 Yes 12 652 4.35 

COMAC MAC NL Next Macro-area (9) 20.00 71 N. A. (6007) 10 567 7.10 

COMAC MAC FREQ_NL Next Macro_area (9) 20.00 74 Second peak of 3 17 589 0.28 

MODE NL Next Macro-area. (5) 20.00 36 Third peak of 4 20 425 0.29 

COMAC No 20.00 34 Not Implementable 20.00 

COMAC MAC Yes 1.07 35 Not Implementable 20.00 

COMAC MAC FREQ Next Macro-area (9) 20.00 39 Not Implementable 20.00 

MODE-SV Yes 2.72 22 No convergence 20 36 

SVD_COMAC MAC Next Macro-area (5) 20.00 38 No convergence 20 49 

SVD_MODE SV No 20.00 20 No convergence 20 53 

COMAC MAC SAM Yes 6.57 97 Yes 8.01 284 1.54 

FRACm SAM Yes 4.21 824 Yes 7.18 1823 1.47 

FRACr SAM Yes 5.24 206 Second peak of 3 9.21 729 4.33 

FRACc SAM No 18.54 193 No 17.97 494 3.87 

Table C. 7- Damage detection using MKE target mode shape set: Global-Local/Global approach 
comparison (Damaged area 6008). 
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GLOBAL-LOCAL GLOBAL 
3004 EFI - MICE 

Identified Error 
(%) 

time 
min 

Identified Error 
% 

time 
min 

Mean 
error 

COMAC NL No 20.00 69 Yes 3.91 636 9.36 
COMAC MAC NL Next Macro-area (6) 20.00 74 No 17.75 577 3.32 

COMAC MAC FREQNL No 20.00 82 Yes 1.98 568 0.09 
MODE NL No 20.00 74 No 20.00 443 0.24 

COMAC No 20.00 34 Not Implementable 20.00 
COMAC MAC No 20.00 40 Not Implementable 20.00 

COMAC MAC FREQ No 20.00 38 Not Implementable 20.00 
MODE-SV Next Macro-area (6) 20.00 7 No convergence 20.00 40 

SVD_COMAC MAC No 20.00 14 No convergence 20.00 64 
SVD MODE SV No 20.00 19 No convergence 20.00 73 

COMAC MAC SAM Yes 5.96 87 Yes 8.57 257 2.08 
FRACm SAM Yes 5.84 893 Yes 6.84 1742 2.54 
FRACr_SAM Yes 6.15 218 No 17.59 635 9.45 
FRACc SAM No 17.87 223 No 19.27 566 8.39 

Table C. 8- Damage detection using MKE target mode shape set: Global-Local/Global approach 
comparison (Damaged area 3004). 

GLOBAL-LOCAL GLOBAL 
7004 EFI - MSE 

Identified Error 
0/8) 

time 1 

min 
Identified Error 

(0/0) 
time 
(min) 

Mean error 
% 

COMAC NL Yes 6.28 96 N. A. (7007) 9.74 815 6.19 
COMAC MAC NL Yes 3.93 102 N. A. (7007) 15.40 592 1.71 

COMAC MAC FREQNL Yes 0.71 109 N. A. (7007) 11.73 574 4.69 
MODE NL No 20.00 95 No 20.00 43 0.25 

COMAC Yes 0.69 42 Not Implementable 20.00 
COMAC MAC Yes 0.50 47 Not Implementable 20.00 

COMAC MAC FREQ Yes 0.28 54 Not Implementable 20.00 
MODE SV No 20.00 44 No 20.00 34 0.52 

SVD COMAC MAC Yes 4.40 20 No convergence 20.00 
SVD_MODE_SV Yes 3.98 24 No convergence 21.00 

COMAC MAC SAM Yes 4.51 78 Yes 7.87 276 3.52 
FRACm SAM Yes 4.16 763 Yes 7.35 1821 3.05 
FRACr_SAM Yes 5.24 235 No 17.82 624 7.52 

FRACc SAM Yes 7.43 267 No 16.53 561 6.46 

Table C. 9- Damage detection using MSE target mode shape set: Global-Local/Global approach 
comparison (Damaged area 7004). 
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GLOBAL-LOCAL GLOBAL 
6008 EFI - MSE 

Identified Error 
. /. 

time 
min 

Identified Error 
% 

time 
min 

Mean error 
(%) 

COMAC NL Next Macro area (9) 20.00 96 N. A. (9002) 12 838 5.52 
COMAC MAC NL Yes 0.59 106 Yes 15 589 3.01 

COMAC MAC FREQ_NL Yes 0.22 103 Yes 13 576 4.84 
MODE_NL Next Macm_area (5) 20.00 95 No 20.00 56 0.38 

COMAC Yes 0.26 42 Not Implementable 20.00 

COMAC_MAC Yes 0.15 49 Not Implementable 20.00 

COMAC MAC FREQ Yes 0.10 54 Not Implementable 20.00 

MODE_SV No 20.00 52 No 20.00 34 0.58 

SVD_COMAC_MAC No 20.00 20 No convergence 20.00 

SVD_MODE SV No 20.00 20 No convergence 20.00 

COMAC MAC SAM Yes 5.24 92 Yes 8.61 316 4.57 

FRACm SAM Yes 3.72 751 Yes 6.37 1867 3.92 

FRACr SAM Yes 4.95 264 No 16.24 631 7.63 

FRACc SAM No 15.43 227 No 17.96 572 7.82 

Table C. 10 - Damage detection using MSE target mode shape set: Global-Local/Global approach 
comparison (Damaged area 6008). 

GLOBAL-LOCAL GLOBAL 
3004 EFI - MSE 

Identified Error 
ye 

time 
min 

Identified Error 
ye 

time 
min 

Mean error 

COMAC NL No 20.00 96 Second peak 10.06 814 6.00 

COMAC MAC NL Yes 2.32 106 No 13.45 588 3.05 

COMAC MAC_FREQNL Yes 0.59 100 No 9.02 579 6.27 

MODE-NL No 20.00 95 No 20.00 49 0.26 
COMAC Yes 0.30 43 Not Implementable 20.00 

COMAC MAC N. A. (2006) 20.00 53 Not Implementable 20.00 

COMAC MAC FREQ Yes 0.13 53 Not Implementable 20.00 

MODE-SV Next Macro-area (2) 20.00 52 No 20.00 38 0.36 

SVD_COMAC MAC No 20.00 19 No convergence 20.00 

SVD_MODE_SV 
COMAC MAC SAM 

FRACm_SAM 
FRACr_SAM 
FRACc SAM 

No 
Yes 
Yes 
Yes 
Yes 

20.00 
4.67 
3.54 
4.27 
6.14 

20 
73 

726 
254 
217 

No convergence 
Yes 
Yes 
No 
No 

20.00 
8.34 
7.57 
17.94 
17.41 

364 
1794 
735 
537 

4.67 
4.16 
9.57 
8.54 

Table C. 11 - Damage detection using MSE target mode shape set: Global-Local/Global approach 
comparison (Damaged area 3004). 

C. 4.3.1 Global Vs Global-Local approach: Results analysis. 

The tables (Table C. 3-Table C. 11), showed in the previous section, gave every 
information about the damage detection processes carried out in the investigation 
delineated in section C. 4.3. These data could be organized differently in order to 
highlight separately the detection of the presence, the location and the severity of the 
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damage introduced with the different residue functions, optimization algorithms and 
target mode shape sets employed. 

The first two features (the damage presence and location) can be evinced by grouping 
the "identified" columns of the above mentioned tables in a single table (Table C. 12). 
Except for the COMAC and MAC derived residue functions (Global approach) 
minimized using a sensitivity approach, all the detection processes performed pointed out 
the damage presence, though not all identification procedures were able to localize 
correctly the actual location of the introduced flaw. In order to guide the reader in a quick 
visualization of the information on the predicted location of the damage, the table cells 
were shaded according a defined colour scale. 

In accordance with this colour scale, a cell was shaded with yellow if and only if the 
absolute local maximum of the thickness changes, predicted by either the Global or the 
Global-Local approach, was localized correctly. A green shaded cell corresponded to the 
absolute local maximum of thickness changes predicted on an area next to the actual 
damaged. Then, an orange depicted cell meant that either the macro-area, where actually 
the damage was located, was identified or a local maximum of the predicted thickness 
changes identified the real location of the introduced defect. Following, a red cell 
indicated the identification of a macro area next to that actually containing the damage. 
Finally, the colour scale ends with a sky blue cell, which designated a completely faulted 
damage localization. 

Moreover, the table was divided in three sections, one for each target mode shape set 
used (MMF, MKE and MSE). Each section was partitioned in four parts, identifying the 
different optimization algorithm used, Large Scale Optimization (LSO) algorithm, Linear 
Least Square Optimisation algorithm (LLSO, sensitivity approach), SVD (sensitivity 
approach) and the Subproblem Approximation Method. 
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Following the above indications, it is clear that minimizing the residue functions using 
a large scale optimization algorithm provided a series of contrasting behaviours of the 
two investigated approaches (Global vs Global-Local) with the change of the target mode 
shape set employed. 

First, for a MMF selected set of target mode shapes, the best performance was 
recorded by the Global approach, which was able to give information on the location of 
the damage introduced for all the three cases studied (COMAC MAC FREQNL), even 
though in two cases out of three, the damage location was identified by the second peak 
of the thickness change distribution predicted. 

Only another prediction (COMAC_MAC NL for the Global-Local approach) was 
capable of supplying, in some extent, information on the damage location for all the 
damage configurations investigated. 

Changing the target mode shape set selected (MKE), a decrease of the number of 
completely faulted damage localization (number of blue cells) is observed, although the 
best performances were recorded at the same places as for the MMF predictions. 

A radical improvement into the damage localization was obtained by employing MSE 
target mode shapes. In this case 100% damage localization was scored by the Global- 
Local approach for two residue functions, the COMAC MAC NL and the 
COMAC MAC_FREQNL. The Global approach was not able to match these 
performances, even if it was able to provide information. on the three damage sites 
investigated (COMAC NL). In contrast with this tendency, the MODE NL (residue 
function used in literature) did not identify correctly any damage location with the Global 
approach. 

Then, analyzing the results of the residue function minimization carried out using a 
LLSO algorithm (sensitivity solution methodology), the completely failure of the Global 
approach blunted to the eyes. Not even the MODE SV residue 'function (used in 
literature with an identical minimization process) was able to provide any information on 
the defect site. 

Conversely, the Global-Local approach using the LLSO algorithm predicted correctly 
the location of the damages introduced for the MSE case and for all the residue functions 
developed by the author. 

In contrast with the results so far discussed, the SVD minimization (for the 
MODE_SV residue function used in literature with an identical minimization 
methodology) process provided a perfect localization of the damage sites for the Global 
approach using a MMF target mode shape set. 

At last, the SAM minimization of the COMAC MAC_SAM and the FRACm_SAM 
(author's residue functions) was able to identify correctly, the damage location 
independently from the target mode shape set and the approach (Global, Global-Local) 
used. The other two FRAC based residue function (FRACr and FRACc) were capable of 
identifying all the three damage sites investigated only for the MMF case. 

In order to complete the comparison between the Global and the Global-Local 
approach other two characteristics have to be analyzed, the damage severity and the run 
time of the damage detections. This could be readily obtained by plotting the errors of the 
estimated severities and the run times against the residue functions (Figure C. 11-Figure 
C. 12). 
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In terms of severity the best estimation (error smaller than 1%) was provided by the 
COMAC and MAC based residue functions (Global-Local) minimized by the I. I. SO 
algorithm (sensitivity methodology) for the MSE target mode shape set. A comparable 
estimate of the damage severity, but slightly larger, was supplied by the 
COMAC_MAC_FREQ_NL function (Global-Local). 
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Figure C. 11 - Severity prediction: (a) Global-Local; (b) Global. 

As mentioned before, for the Global approach only the SVD_MODE_SV function was 
capable of identifying correctly the damage locations, but overestimated its severity in all 
cases studied (Figure C. 11) from about 1% (for the areas 6008 and 3004) to 20% (the 
double of its real severity) for the area 7004. 

The severity estimated minimizing the residue functions investigated using the SAM 

was predicted with an error between the 3 and 5% for the Global-Local against the 5.7% 

of the Global approach. 
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Figure C. 12 - Run time: (a) Global-Local; (b) Global. 

By considering the last term of comparison (the run time, see Figure C. 12), the 
advantage of using a Global-Local approach (in case of a positive localization of the 
damage introduced) instead of the Global appeared clear, since the run times ranged from 
10min (sensitivity approach) to the 800min of the FRACm_SAM residue function 
(Global-Local) against 200min of the Global SVD_MODE_SV residue function and the 
1800min of the FRACm SAM residue function. 

Therefore, the time savings obtained ranged from about the 90% for large scale 
approach to the 50% of the SAM optimization (Figure C. 13). 
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Figure C. 13 - Global-Local Vs Global approach: Time savings. 

C. 4.4 OSP effects on the damage detection 

As mentioned in Chapter 2, the OSP is a central piece of a reliable and an efficient 
damage detection, since a clever choice of the sensor locations would lead to greater 
sensitivity to the structural changes and, therefore, a stronger noise withstanding. 

However, the choice of the best OSP techniques is not easy, because of the number of 
them, the number of parameters affecting the damage detection such as the type, the 
location, the severity of the damage, and the algorithms used for the damage 
identification. All these factors and their complex interactions led to the set-up of a broad 
investigation on the effect of different OSP techniques, on the choice of the residue 
function, of the minimisation algorithm and the set of target mode shapes to select. 

The study was limited to the sensitivity and the large scale minimisation approach, 
since the use of the SAM with the FRAC and COMAC functions was considered too 
much time consuming. Moreover, since the SVD_COMAC_MAC residue function did 
not sort out any valuable detection (Table C. 12) this was not considered for the OSP 
investigation. 

In order to have an organic point of view of the results, the OSP results were analysed 
first separately and, then, an overall analysis was carried out. 

C. 4.4.1 EFI results 

As pointed out in Chapter 3 (§3.5.1) the EFI technique places sensors on a structure 
maximising both the spatial independence and signal strength of N target mode shapes. 
Because three different sets of target mode shapes were investigated, one for each TMSS 
technique studied, the damage detection results were organized in three different tables 
(Table C. 13-Table C. 15), one for each sets. 

Moreover, in order to highlight the residue functions that provided correct information 
on the damage site, the relative table row was yellow shaded. 

In this way, it was immediate that MKE target mode shape selection technique did not 
provided sufficient information for most of the residue functions during the damage 
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detection process, only the COMAC_MAC_NL function was able to provide clues on the 
damage locations. In contrast, the MMF and the MSE target mode shape sets were 
capable of supplying an adequate amount of information to the residue functions, such 
that three (for the MMF case) and five (for the MSE case) of them were able to provide 
insight on the defect position. 

The best localization was provided by the residue functions using MSE target mode 
shapes (Table C. 15). In 14 cases out of 15 a perfect localization was achieved. 

7004 6008 3004 

MMF_EFI 
Identified 

Erro 
r 

time 
(min) Identified Error 

(%) 
time 
(min) Identified 

Error 
(%) 

time 
(min) 

COMAC NL N. A. (7001) 16.40 62 No 20.00 63 No 20.00 65 

COMAC_MAC_NL N. A. (7007) 15.64 75 Yes 6.04 98 N. M. A. (6) 20.00 100 
COMAC_MAC_FREQN 

L N. A. (7001) 16.40 91 N. M. A. (9) 20.00 82 No 20.00 91 

MODE NL No 20.00 18 Macro-area 20.00 41 N. M. A. (6) 20.00 55 

COMAC No 20.00 17 No 20.00 17 N. A. (2006) 20.00 17 

COMAC_MAC N. A. (7001) 17.87 11 N. M. 
-A, 

(9) 20.00 18 N. M. A. (6) 20.00 7 

COMAC_MAC FREQ N. A. (7007) 13.93 29 N. M. A. (9) 19.54 22 No 20.00 30 

MODE SV No 200) 21 Macro-area 12.77 22 No 20.00 21 

SVD MODE SV N. M. 
_A. 

(4) 20.00 16 Macro area 9.54 17 N. M. A. (6) 20.00 17 

Table C. 13- OSP investigation: EFI technique- MMF target mode shapes. 

7004 6008 3004 
MKE_EFI 

Identified 
Error 

oho 
time 
min 

Identified Error 
oho 

time 
min 

Identified Error 
(%) 

time 
min 

COMAC_NL Macro-area 17.34 40 N. M. 
_A. 

(9) 20.00 71 No 20.00 69 

COMAC_MAC_NL N. A. (7007) 15.34 46 N. M. 
_A. 

(9) 20.00 71 N. M. 
_A. 

(6) 20.00 74 

COMAC_MAC_FREQN 
L 

N. A. (7007) 14.05 79 N. M. A. (9) 20.00 74 No 20.00 82 

MODE_NL N. A. (7001) 20.00 73 N. M. 
_A. 

(5) 20.00 36 No 20.00 74 

COMAC Yes 14.83 35 No 20.00 34 No 20.00 34 

COMAC MAC Yes 9.75 38 Yes 1.07 35 No 20.00 40 

COMAC MAC FREQ Yes 8.17 41 N. M. 
_A. 

(9) 20.00 39 No 20.00 38 

MODE-SV No 20.00 7 Yes 2.72 22 N. M. A. (6) 20.00 7 

SVD MODE SV Yes 4.40 20 No 20.00 20 No 20.00 19 

Table C. 14 - OSP investigation: EFI technique - MKE target mode shapes. 
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7004 6008 3004 
MSE_EFI 

Identified 
Erro 
r% 

time 
min 

Identified Error 
oha 

Time 
min 

Identified Error 
(%) 

time 
min 

COMAC NL Yes 6.28 96 N. M. A. (9) 20.00 96 No 20.00 % 

COMAC_MAC_NL Yes 3.93 102 Yes 0.59 106 Yes 2.32 106 
COMAC_MAC_FREQ_N 

L 
Yes 0.71 109 Yes 0.22 103 Yes 0.59 100 

MODE NL No 20.00 95 N. M. A. (5) 20.00 95 No 20. (X) 

COMAC Yes 0.69 42 Yes 0.26 42 Yes 0.30 43 

COMAC MAC Yes 0.50 47 Yes 0.15 49 N. A. (2006) 20.00 53 

COMAC_MAC FREQ Yes 0.28 54 Yes 0.10 54 Yes 0.13 53 

MODE SV No 20.00 44 No 20.00 52 N. M. A. (2) 20.00 52 

SVD MODE SV Yes 4.40 20 No 20.00 20 No 20. (x) le 

Table C. 15 - OSP investigation: EFI technique - MSE target mode shapes. 

By plotting the error of the damage severity predicted of only the shaded cells (Figure 
C. 14), the enhancements in the severity prediction, due to the change of the target mode 
shape set employed during the damage detection process, could be observed. For 
example, the error of the COMAC_MAC_NL damage severity prediction decreased from 
15-20% range (MKE) to 1-4% range (MSE), via a 6-20% range for the MMF case. 
However, the best damage detection prediction was carried out by the sensitivity 
minimisation (LLSO algorithm). Three out of four residue functions had an error smaller 
than 1% for each damage location investigated. Among these three functions the 
COMAC - MSE resulted to be the quickest (Figure C. 15) among those capable of 
identifying correctly the damage in term of its severity and location. 
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Figure C. 14 - OSP investigation (EFI technique): Error in the severity predicted. 
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Figure C. 15 - OSP investigation (EFI technique): Run time. 

C. 4.4.2 EFI-DPR results 

The EFI-DPR technique was developed to avert the selection of low energy locations 
from the EFI algorithm, which would result in a loss of information for the damage 
detection process. 

The damage prediction carried out with the EFI-DPR designed sensor network (Table 
C. 16-Table C. 18) showed a loss of capability of the damage process to locate and 
estimate the damage thickness changes compared to that recorded using an EFI selected 
sensor network. 

7004_20 6008_20 3004_20 
MMF_EFI-DPR 

Identified 
Error 
(%) 

time 
min 

Identified Error 
(%) 

time 
min 

Identified 
Error 
(%) 

time 
min 

COMAC_NL N. A. (7001) 17.13 45 No 20.00 64 N. M. 
_A. 

(6) 20.00 72 

COMAC_MAC_NL Yes 15.30 76 Yes 7.71 78 N. M. A. (6) 20.00 81 

COMAC_MAC_FREQN 
L 

N. A. (7007) 13.22 81 N. M. A. (9) 
_ 

20.00 75 No 20.00 78 

MODE NL Not cony. Not cony. Not cony. 

COMAC N. M. 
_A. 

(4) 20.00 34 Yes 3.52 27 N. M. 
_A. 

(6) 20.00 23 

COMAC MAC No 20.00 41 N. M. 
_A. 

(5) 20.00 41 No 20.00 41 

COMAC MAC FREQ N. A. (7007) 12.29 40 N. M. 
_A. 

(9) 20.00 40 No 20.00 40 

MODE SV No 20.00 35 Macro-Area 10.99 35 No 20.00 37 

SVD MODE SV N. M. 
_A. 

(4) 20.00 18 Macro-Area 9.76 18 N. M. A. (6) 20.00 18 

Table C. 16 - OSP investigation: EFI-DPR technique - MMF target mode shapes. 
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7004_20 6008_20 3004_21) 
MKE_EFI-DPR 

Identified Error 
(%) 

time 
min 

Identified Error 
(%) 

time 
min 

Identified ed 
Error 
(%) 

time 
min 

COMAC NL No 20.00 74 No 20. (X) 67 N. M. A. (6) 20. (N) 74 

COMAC_MAC_NL N. A. (7007) 13.65 80 N. M. 
_A. 

(9) 200) 78 No 20. (N) 81 
COMAC_MAC_FREQ_N 

L 
N. A. (7007) 13.14 83 N. A. (9002) 200) 78 No 20.00 81 

MODE NL Macro-Area 20.00 74 Not cony. No 20. (8) 74 

COMAC N. A. (7007) 13.32 33 Yes 1.35 30 N. M. A. (6) 20.00 35 

COMAC MAC No 20.00 42 Yes 1.02 37 No 20.00 43 

COMAC_MAC FREQ Yes 10.28 42 N. A. (9002) 20.00 41 No 20.0O 42 

MODE-SV Yes 0.08 38 N. M. A. (5) 20.00 39 No 2(10) 16 

SVD MODE SV N. M. A. (4) 20.00 19 NO 20.00 19 No 20.00 I1) 

Table C. 17- OSP investigation: EFI-DPR technique - MKE target mode shapes 

7004_20 6008_20 3004_20 
MSE_EFI-DPR 

Identified 
Error 

% 
time 
min 

Identified Error 
(%) 

time 
min 

Identified Error 
(1/0) 

time 
(min) 

COMAC NL Ycs 3.50 108 N. M. A. (5) 20.00 109 No 2001 I08 

COMAC MAC_NL Yes 1.02 114 N. M. A. (5) 20.00 114 Yes 0.85 112 

COMAC_MAC_FREQ_N 
L 

Yes 1.35 84 Yes 0.09 89 Yes 0.76 95 

MODE NL No 20.00 103 N. M. A. (5) 20.00 98 No 20. (8) 97 

COMAC Yes 0.82 47 N. M. 
_A. 

(5) 20.00 51 N. M. A. (6) 20,00 52 

COMAC MAC N. M. A. (4) 20.00 58 N. M. A. (6) 20.00 58 No 200) 58 

COMAC MAC FREQ Yes 0.33 52 Yes 0.02 53 No 20. (x) 57 

MODE-SV No 20.00 51 N. M. A. (5) 20.00 55 Yes 0.06 55 

SVD MODE SV No 20.00 24 N. M. A. (5) 20.00 27 No 20.00 25 

Table C. 18 - OSP investigation: EFI-DPR technique - MSE target mode shapes. 

This was clearer for the MSE case, where only the COMAC_MAC_FREQ residue 
function minimised by a LLSO algorithm (sensitivity approach) was able to predict 
correctly the damage locations and their severity with an error smaller than 1.35% 
(Figure C. 16), although needed 90 minutes for each detection (Figure C. 17), the second 
largest between the detection process yellow shaded. 
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Figure C. 16 - OSP investigation (EFI-DPR technique): Error in the severity predicted. 
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Figure C. 17- OSP investigation (EFI-DPR technique): Run time. 

C. 4.4.3 KEM results 

The KEM OSP technique consisted in the maximisation of the kinetic energy acquired 
by the sensor network using the same selection algorithm of the EFI technique, which 
maximised the Fisher Information matrix determinant. 

Once all the detection results were assembled in tables (Table C. 19-Table C. 21), it 

was clear that the KEM sensor network was capable of supplying more detailed 
information for MMF selected target mode shape set than for MSE set. However, the best 
detection was supplied by the COMAC_MAC_FREQ residue function for a MSE target 
mode shape set, even though the damage detection process failed to identify the defect 
introduced on the area 6008, where a macro-area (the 9`h) next to the actual damaged (the 
6 ̀h) was identified (Table C. 21, Figure C. 18-Figure C. 19). 

7004 6008 3004 
MMF_KEM 

Identified 
Erro 
r% 

time 
min 

Identified Error 
(%) 

time 
min 

Identified 
Error 
(%) 

time 
mio 

COMAC NL Yes 15.60 60 N. A. (9002) 20.00 60 No 20.00 68.77 

COMAC_MAC_NL Yes 15.61 49 N. M. 
_A. 

(9) 20.00 72 N. M. A. (6) 20.00 69.55 

COMAC_MAC_FREQ_N 
L 

Yes 13.79 67 N. M. A. (9) 
- 

20.00 70 No 20.00 73.97 

MODE_NL No 20.00 68 Not cony. No 20.00 67.80 

COMAC N. A. (7001) 15.69 30 N. M. A. (9) 20.00 32 No 20.00 32.27 

COMAC_MAC N. M. 
_A. 

(4) 20.00 37 Yes 1.15 30 N. M. 
_A. 

(6) 20.00 37.17 

COMAC_MAC_FREQ Yes 9.37 36 N. M. 
_A. 

(9) 20.00 36 N. M. A. (6) 20.00 36.00 

MODE SV No 20.00 31 Yes 12.13 54 No 20.00 36.45 

SVD_MODE_SV N. M. 
_A. 

(4) 20.00 17 Macro-area 9.98 17 N. M. 
_A. 

(6) 20.00 17.28 

Table C. 19 - OSP investigation: KEM technique - MMF target mode shapes. 
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7(04_20 611(18 21) 3004_211 
MKE_KEM 

Identified Erro 
r% 

time 
min 

Identified ed 
Error 
(%) 

time 
min 

Idcntifcd Error 
, /o 

time 
min 

COMAC_NL No 20.18) 64 N. M. A. (9) 2018) 59 No 21) IN) oz ('ii 

COMAC_MAC_NL Yes 16.20 73 N. M. 
_A. 

(9) 2000 7)) No 20 (N) 72.45 
COMAC_MAC_FREQN 

L 
N. A. (7007) 12.63 74 N. M. A. (9) 200) 69 No 20 (N) 71 91 

MODE NL No 20. (x) 68 Not corn. No 200) 67.8)) 

COMAC Yes 12.15 32 No 200) 32 No 20. )8) 12 45 

COMAC MAC No 20.0) 38 Yes 1.10 31 No 20. (x) 37.68 

COMAC_MAC_FREQ Yes 10.29 37 N. A. (9(x)2) 2(1. (x) 38 No 20.18) 37.77 

MODE-SV Yes 0.32 36 N. M. A. (5) 20. (8) 36 No 200O 15 93 

SVD MODE SV N. M. A. (4) 20.00 17 No 20 (N) 18 No 20 lN) IM 22 

Table C. 20 - OSP investigation: KEM technique - MKE target mode shapes 

7004_20 6008_20 31N)4_20 
MSE_KEM 

Identified 
Error 

% 
time 
min 

Identified Error 
(%) 

time 
min 

Identified Error 
(%) 

time 
min 

COMAC NL N. A. (71X17) 7.35 78 No 20. (N) 78 No 20.00 79 OX 

COMAC MAC_NL Yes 4.90 85 No 015 69 No 0.37 84 72 

COMAC_MAC_FREQN 
L 

Yes 2.07 85 No 20. (X1 x5 Yes 0.48 55.65 

MODE NL No 20. (10 77 N. M. A. (5) 20. (8) 77 No 20. (X) 77.10 

COMAC Yes 0.96 32 N. M. A. (9) 2000 37 No 20.00 36.80 

COMAC MAC Macro Area 16.92 43 N. M. A. (9) 200) 43 No 2000 43 40 

COMAC_MAC FREQ Yes 0.09 42 N. M. 
_A. 

(9) 20.00 43 Yes 0.11 43.00 

MODE SV No 20. (8) 35 No 20(8) 40 No 20. (x) 40.05 

SVD MODE SV No 200) 19 No 20. (8) 19 No 200) 1920 

Table C. 21 - OSP investigation: KEM technique - MSE target mode shapes 
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Figure C. 18 - OSP investigation (KEM technique): Error in the severity predicted. 
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Figure C. 19 - OSP investigation (KEM technique): Run time. 

C. 4.4.4 EVP results 

The EVP sensor selection was designed in order to prevent the placement of sensors 
on nodal lines of a vibration mode and to maximise the vibration energy measured by the 
sensors. 

This selection philosophy proved to be quite inconsistent for the damage detection 
processes (Table C. 22-Table C. 24) using MMF and MKE target mode shape sets, since 
none of the residue functions investigated was capable of identifying correctly all the 
three damages investigated. On the other hand, the EVP sensor network was able to 
identify the damaged scenarios studied with the COMAC_MAC function using a MSE 
selected target mode shape set with a maximum error in the estimate of the severity of 
10% (Table C. 24). 

7004_20 6008_20 3004_20 

MMF_EVP 
Identified 

Erro 
r 

time 
(min) Identified Error 

(%) 
time 
(min) 

Identified 
Error 
(%) 

time 
(min) 

COMAC NL N. A. (7007) 16.76 44 N. A. (9002) 20.00 68 No 20.00 75 

COMAC_MAC_NL Yes 16.16 52 N. M. 
_A. 

(5) 20.00 84 No 20.00 61 

COMAC_MAC_FREQN 
L 

N. A. (7007) 13.22 84 N. M. A. (5) 
- 

20.00 82 No 20.00 61 

MODE NL No 20.00 86 N. M. A. (5) 20.00 89 No 20.00 65 

COMAC N. A. (7001) 15.71 33 No 20.00 35 No 20.00 35 

COMAC MAC N. A. (7001) 16.09 40 Yes 0.83 42 No 20.00 37 

COMAC MAC_FREQ Yes 9.39 41 N. M. A. (9) 20.00 41 No 20.00 41 

MODE-SV No 20.00 34 Second Pick 11.68 39 Yes 0.03 38 

SVD MODE SV No 20.00 24 Second Pick 9.63 27 N. M. A. (6) 20.00 25 

Table C. 22 - OSP investigation: EVP technique - MMF target mode shapes. 
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7004_20 6008_2() 3(H)4211 

MKE_EVP 
Identified 

Erro 
r 

time 
(min) 

Identified Error 
(%) 

time 
(min) 

Identified Error 
(%) 

time 
(min) 

COMAC NL N. A. (7007) 16.10 43 N. A. (9002) 20. (8) 6(i No 20.00 76 

COMAC_MAC_NL Yes 17.55 54 N. M. A. (5) 200) 84 No 20.00 59 
COMAC_MAC_FREQN 

L 
N. A. (7007) 12.88 86 N. M. A. (5) 

- 
200) 83 No 20.00 57 

MODE NL No 20.00 85 N. M. A. (5) 200) 83 No 20.011 65 

COMAC N. A. (7001) 15.71 33 No 200( 35 No 20(8( t5 

COMAC MAC N. A. (7001) 15.09 38 Yes 0.34 42 No 2018) 17 

COMAC MAC FREQ Yes 7.59 38 N. M. A. (9) 2000 42 No 20.011 41 

MODE SV No 20.00 34 Second Pick 10.53 41 Yes 0.03 46 

SVD MODE SV No 20.00 21 Second Pick 7 63 21 N. M. A. (6) 20.00 24 

Table C. 23 - OSP investigation: EVP technique - MIKE target mode shapes. 

7004_20 6008_20 3(K)4_20 
MSE_EVP 

Identified 
Error 
(%) 

time 
min 

Identified 
Error 

ego 
time 
min 

Identified 
Error 

% 
time 
min 

COMAC NL N. A. (7007) 17.04 40 N. A. (9002) 20. (x) 72 No 20. (x) 75 

COMAC_MAC_NL N. A. (7007) 15.54 61 N. M. 
_A. 

(9) 20. (X) 81 No 20.00 87 
COMAC_MAC_FREQ_N 

L 
Yes 15.98 89 N. M. A. (9) 20. (x) 81 No 20. (X) 89 

MODE-NL No 20.00 90 No 20.00 87 No 20 (8) 69 

COMAC N. A. (7(x)1) 160) 35 N. M. A. (9) 20. (8) 38 No 200) z8 

COMAC MAC Yes 10.28 43 Yes 1.07 40 Yes 0.53 46 

COMAC MAC FREQ Yes 8.84 44 N. M. A. (9) 20.00 45 No 20 (N) 45 

MODE SV Yes 0.49 39 N. M. A. (5) 20.00 41 N. A. (3001) 20.00 42 

SVD MODE SV N. M. A. (4) 20.00 20 No 20 (x1 20 No 200) 20 

Table C. 24 - OSP investigation: EVP technique - MSE target mode shapes. 

C. 4.4.5 Gm2 results 

The Gm2 was a control based OSP technique that exploited the concept of robust 
observability and Grammian aiming at the maximisation of the kinetic energy acquired 
by the sensors. 

This selective approach leaded to damage detections that failed to localise correctly 
damages with increasing rate with the increase of the order of the target mode shapes 
used (Table C. 25-Table C. 27). As matter of fact, the MMF set provided enough 
information to the damage detection process so that three residue functions were able to 
supply clues on the actual location of the damages studied. In contrast, the MSE selected 
target mode set did not provided any evidence of the location of the damage. 

257 



7004_20 6008_20 3004_20 
MMF_Gm2 

Identified Error 
% 

time 
min 

Identi Identified 
Error 

a/o 
time 
min 

Identified Identified 
Error 
(%) 

time 
min 

COMAC_NL N. A. (7007) 16.71 47 Yes 16.20 74 N. M. A. (6) 20.00 76 

COMAC_MAC_NL N. A. (7007) 16.40 42 N. M. A. (9) 20.00 85 No 20. (N) 85 

COMAC_MAC_FREQN 
L 

Yes 14.90 82 N. M. A. (9) 
- 

200) 85 No 20.00 83 

MODE NL No 20.00 87 No 20.00 86 No 20.0) 85 

COMAC N. A. (7001) 16.45 36 No 20.00 36 Yes -13.21 36 

COMAC_MAC N. A. (7001) 14.40 43 N. M. A. (9) 20.00 43 No 20.00 43 

COMAC_MAC FREQ Yes 10.55 43 N. M. A. (9) 20.00 42 N. M. A. (6) 20.00 42 

MODE-SV No 20.00 39 Second Pick 12.79 39 No 20. (x) 39 

SVD_MODE_SV N. M. A. (4) 20.00 19 Second Pick 8.23 19 N. M. A. (6) 20.00 19 

Table C. 25 - OSP investigation: Gm2 technique - MMF target mode shapes. 

7004_20 6008_20 3004_20 
MKE_Gm2 

Identified Error 
oho 

time 
min 

fied Identified 
oho 

time 
min 

fied Identified (%) 
time 
min 

COMAC NL No 20.00 75 Yes 14.30 80 N. M. A. (2) 20.00 113 

COMAC_MAC_NL Yes 16.46 86 Yes 9.83 87 No 20. (x) 87 

COMAC_MAC_FREQ_N 
L 

N. A. (7007) 15.47 90 N. M. A. (9) 
- 

20.00 90 No 20.00 87 

MODE NL No 20.00 79 No 20.00 79 No 20.00 85 

COMAC N. A. (7001) 19.98 20 Yes -0.68 38 No 20.00 23 

COMAC_MAC Yes 14.95 45 N. M. A. (9) 20.00 45 Yes -0.42 42 

COMAC_MAC_FREQ Yes 5.67 44 N. M. A. (9) 20.00 45 No 20.00 45 

MODE SV Yes 0.19 34 N. M. A. (5) 20.00 41 No 200) 41 

SVD MODE_SV N. M. A. (4) 20.00 20 No 20.00 20 No 20.00 20 

Table C. 26 - OSP investigation: Gm2 technique - MKE target mode shapes. 

7004_20 6008_20 3004_20 
MSE_Gm2 

Identified 
Error 
(%) 

time 
min 

Identified Error 
(%) 

time 
min 

Identified 
Error 
(%) 

time 
min 

COMAC_NL No 20.00 89 N. M. A. (5) 20.00 90 Yes 5.85 89 

COMAC_MAC_NL No 20.00 97 Yes 0.22 97 Yes 1.22 97 

COMAC_MAC_FREQ_N 
L 

No 20.00 97 No 20.00 91 Yes 19.99 97 

MODE NL No 20.00 92 No 20.00 95 No 20.00 89 

COMAC Yes 1.32 43 No 20.00 43 Yes 1.41 43 

COMAC MAC No 20.00 50 No 20.00 50 Yes 0.64 50 

COMAC MAC_FREQ No 20.00 50 No 20.00 50 Yes 0.57 50 

MODE-SV Yes 0.01 43 N. M. A. (5) 20.00 39 No 20.00 46 

SVD MODE SV No 20.00 22 Second Pick 11.19 22 No 20. (X) 22 

Table C. 27 - OSP investigation: Gm2 technique - MSE target mode shapes. 
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C. 4.4.6 Overall results analysis 

In the previous sections, OSP techniques were analysed in terms of their capability to 
supply information to the damage detection process to detect the presence, the location 
and estimate the severity of the damages introduced. 

This analysis led to the observation that the MSE selected target mode shapes 
improved considerably the damage detection performances for all the OSP techniques 
investigated, except for the kinetic energy based OSP methods (KEM and Gm2). This 
behaviour did not come unexpected. Since, the damage investigated entailed a loss of 
mass (corrosion) and the kinetic energy is proportional to the mass distribution, therefore 
a so based methodology (OSP or TMSS techniques) was linearly dependent on the 
structure thickness changes against a cubic dependence (see flexural rigidity §5.3) of 
methodologies based on only the structural response (e. g. mode shape displacements) and 
so dependent mainly on stiffness changes. This meant that for a 20% decrease of the FE 
thickness, there is a loss of the 20% in mass and so in kinetic energy, but also a stiffness 
reduction of 48.8%. 

By considering only those damage detection results that correctly located the three 
damages introduced (Table C. 28, Figure C. 20-Figure C. 21), further considerations can 
be done on the different damage detection processes implemented. 
1. Only the MSE target mode_shape set-was abler to- supply sufficient information for a 

correct localisation of the defects investigated (Table C. 28). 
2. The EFI sensor network resulted to be the best, since three residue functions 

(COMAC, COMAC MAC and COMAC MAC FREQ) were able to identify the 
damage locations studied using it (Table C. 28). 

3. The Large Scale Optimisation (LSO) resulted to be more time consuming than the 
LSSO (sensitivity approach), see Figure C. 21. This was owed to the linearization 
carried out into the building up of the sensitivity matrix determining a consistent 
time saving compared to the non linear approach pursued by the LSO algorithm in 
the construction of the trust region (§2.8). 

4. In terms of severity estimate (Figure C. 20), the three best performances were given 
by the COMAC_MAC_FREQ, minimised by, a LLSO algorithm using an EFI sensor 
network, followedby the COMAC residue functions using the same sensor network 
and minimisation, algorithm. At the third place, there was the 
COMAC MAC_FREQ, once again, but this time, minimised by the LSO algorithm. 

5. The COMAC MAC residue function recorded an increasing severity error passing 
from a LSO to a LLSO minimisation and, then, for changing the EFI sensor network 
with EVP's (Figure C. 20). 

6. An opposite behaviour to that recorded by the COMAC_MAC residue function was 
recorded by the COMAC MAC FREQ residue function (Figure C. 20), which 
severity error decreased by switching from a LSO to a LLSO minimisation. 
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7004 6008 3004 
TMSS OSP Residue Function Algorithm error time error time error time ýc ýc ýc 

min % min % min 
COMAC LLSO Yes 0.69 42 Yes 0.26 42 Yes 0.3 43 

LSO Yes 3.93 102 Yes 0.59 106 Yes 2.32 106 
COMAC_MAC 

EFI LLSO Yes 0.50 47 Yes 0.15 49 ' 
w' Z 

9.15 53 
f 8 

MSE LSO Yes 0.71 109 Yes 0.22 103 Yes 0.59 1(0 

COMAC MAC FREQ LLSO Yes 0.28 54 Yes 0.1 54 Yes 0.13 53 
CFI _ _ 
DPR LSO Yes 1.35 84 Yes 0.09 89 Yes 0.76 95 

EVP COMAC MAC LLSO Yes 10.28 43 Yes 1.07 40 Yes 0.53 46 

Table C. 28 - OSP investigation: Overall comparison 
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Figure C. 20 - OSP investigation: Overall severity error comparison 
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Figure C. 21 - OSP investigation: Overall run time comparison. 
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APPENDIX D: DIRECT APPROACH 
RESULTS 

D. 1 Introduction 

A central piece of the damage detection methods based on Model Updating (MU) 
technique explored in chapter 2, tested and discussed in appendices A, B and C, was the 
FE modelling of a real structure. However, the reduction of a continuous system (real 
structure) in a discrete system (structure FE model) constitutes a big drawback, because 
the FE model is able to represent only limited number of characteristics of the structures 
within a reasonable approximation. Therefore, a damage detection technique using a FE 
model is able to detect damages if and only if the structure response changes due to their 
presence affect the structure features reproduced by the FE model. This reason together 
with considerable run time, needed for the updating of the model to the damaged 
configuration, have brought to analyse alternative structure models, which can be 
described by analytical functions, giving a continuous representation of the structures. 

The existence of an analytical model for plate-like structures made possible the 
development of a direct approach for damage detection purposes as described in chapter 
5. A series of test were carried out in order to understand the reliability and efficiency of 
the direct damage detection method for plate-like structures. Three different damaged 
configurations, two single sites and one multi-site, were investigated using three different 
solvers for a linear algebraic system. 
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U. 2 Plate-like structure 

The direct damage detection approach for plate-like structures was tested on a plate 
identical to that used in the GLDDO approach investigations (Appendix C), a 30 by 20 
cm rectangular aluminium plate constrained at its edges. 

In order to reduce the number of unknowns and increasing the well-conditioning of the 
algebraic system, a global-local approach as described in chapter 2 (§2.6) was adopted. 
So, a plate partition as that described in paragraph C. 2 was made necessary for a correct 
identification of the damaged locations (Figure D. l - Figure D. 2) 

Therefore, the damage detection process was articulated in two steps as explained in 
section 2.5.2. 

47147 

2 

3 

2 

3 

Figure D. 1 - Macro-areas display Figure D. 2- Example about the macro area 
partition. 

Three damaged scenarios were introduced on the plate. The first two defects 
introduced were single site damages obtained by decreasing of 10% the undamaged 
elastic module of the forth area of the third macro-area (3004) and of the 8`'' area of the 
sixth macro-area (6008) (Figure D. 3). A further damage detection was performed on the 
3004 area with a reduced damage severity (5%) with the purpose to probe the 
methodology sensitivity. 

147 

2 

Eýj 
3 

Figure D. 3- Single-site damages. 
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The last defect introduced was a multi-site damage as displayed in Figure 1). 4. The 
damaged areas 1009,7005 and 3002 were faulted by decreasing their elastic modules, 
respectively, of 5%, 8% and 6%. 

2 

a3 
Figure D. 4 - Multi-site damage. 

Finally, the sensor locations were selected by the EFI method as Figure D. 5 shows. 
..................................................... ..................................................... ..................................................... ..................................................... ..................................................... ..................................................... ..................................................... ..................................................... : Q 40 

47 
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6 

Figure D. 5 - EFI's optimal sensor locations. 

D. 3 Damage detection results 

As described in chapter 5, for the solution estimate of the algebraic system derived by 
the direct approach, three different approaches were proposed and, therefore, investigated 
in terms of their capability to determine the presence, the location and the severity of the 
defects described in the damaged configurations illustrated in the previous paragraph. 

Consequently, the damage detection results were, first, analysed approach by approach 
(over-determined system, determined system, singular value decomposition) and, then, all 
together. 

D. 3.1 Over-determined system results 

For over-determined system is meant a system having a number of equations larger 
than its unknown number. In the case analysed, the maximum number of equations that 
could be written is given by the product of the sensor number times the excitation 
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location number times the number of excitation frequencies. Therefore, since the FRF 
was acquired in, alternatively, 9 sensors out of the 10 selected by the EFI technique and 
exciting in the remaining 10' sensor location, using 200 frequency points within the 0- 
5000 liz frequency range, the total number of equations writable was 9*10*200=18000. 

Once the system was built its solution was computed using the linear Least Square 
Optimisation (LSO) algorithm (§2.8.1), which offered the opportunity to fix the upper 
and lower end of the system unknowns (dj expressed in terms of Young modulus 
percentage points). Therefore, two solutions were evaluated with (0: 5 dj <-1) or without (- 

oc< d <+co) boundary conditions for the unknowns for each damage configuration 
investigated. Moreover, because of the large number of equations used, the run time 
turned to be significant (order of 10 min). Hence, the ODS was tested only for FRF data 

corrupted with a noise of 2% variance. 
The damage detection results for the single site cases (3004 -5 and 10% - and 6008) 

were organised in tables (Table D. I) with two separated sections, one for each damage 
detection step. 

The damage detection results showed that the single site damages investigated (Table 
D. 1) were all located correctly using the LSO unbounded solver, although the damaged 
introduced in the area 6008 was identified in the area nearby (6009). In contrast, the 
bounded version of the LSO solver was not capable of locating the macro-area for the 
damage introduced in area 6008 and presented at the second step, an estimation error on 
the damage severity larger than that evaluated by the LSO unbounded solver (Table D. 
I ). 

First Step 

Damage 5% of the area 3004 10% of the area 3004 10% of the area 6008 
Bounds No 0<DJ<1 No 0<DJ<I No 0<DJ<I 

Macro - Area identified Yes Yes Yes Yes Yes No 

Macro - Area Damage 1.52 0.85 3.07 1.76 1.42 0.23 

Second Step 
Damage 5% of the area 3004 10% of the area 3004 10% of the area 6008 

Bounds No 0<DJ<I No 0<DJ<I No O<DJ<I 
Area identified Yes Yes Yes Yes Area 9 Area 9 

Damage Error %j 053 1 93 0.60 1.09 281 141 

Table D. 1- ODS: Single site damage detection. 

An indication of the distribution of the elastic module changes, predicted by the 
unbounded LSO solver for damage introduced in area 3004, is given in Figure D. 6 and 
Figure D. 7 (the actual damaged location were depicted in sky blue). 
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Figure D. 6 - First step in the evaluation of the Figure D. 7 - Second step in the evaluation of 
damage on the area 3004 (10% damaged). the damage on the area 3004 (10%, damaged). 

For the assessment of the multi-site damage investigated, the ODS was able to identify 
correctly the damaged macro-areas only with the unbounded solution (Figure D. 8), since 
the bounded algorithm identified properly only two damaged macro-areas (the third and 
the seventh) out of three. 
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Figure D. 8 - First Step, ODS detection of a multi-site damage. 

In the second detection step (Figure D. 9-Figure D. 10), only the damage in the first 
macro-area was detected correctly (the 9`h) with an error of 1% for the bounded solution 
and 0.2% for the unbounded. While, in the macro-areas three and seven, the bounded 
LSO recognised, as most damaged areas, regions next to the real faulted (Figure D. 9- 
Figure D. 10). Moreover, the bounded LSO solution had the smallest mean error 0.8% 
against the 1.2% of the unbounded one. 

Concluding, the ODS approach showed that the unbounded solver was the best in 
detecting the single site damages inspected, although resulted less efficient than the LSO 
bounded solver in the second damage detection step of the multi-site damage. 
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Figure D. 9 - Multi-site damage scenario: bounded ODS solution. 
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Figure D. 10- Multi-site damage scenario: unbounded ODS solution. 

D. 3.2 Determined System results 

The Determined System (DS) approach offers the possibility to evaluate the structural 
changes using an "analytical" inversion, since its number of unknowns is equal to its 
equation number. The DS equations were selected among those of the ODS minimising 
the coefficient matrix [Xij] condition number (§5.6.3) and maximising the vibration 
energy acquired by the sensors. However, because the acquired FRFs might be heavily 
corrupted by noise, the inversion of the coefficient matrix could lead to unphysical 
results. Therefore, in order to increase the robustness of the DS approach, a least square 
optimisation algorithm that minimises the error between the experimental and the 
analytical FRFs was used as well. 

The efficiency of the technique was checked polluting the FRFs numerically estimated 
using a normal distributed noise with a variance from 2% to 50%, which means a Signal 
Noise Ratio, respectively, from 34 to 4dB. 
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As aforementioned, the LSO algorithm gives the possibility to calculate a solution 
using constraints or not. Therefore, even in this case, both the solutions together with the 
analytical one were evaluated and, then, compared to find out which was the best for the 
problem investigated. 

The damage detection results were grouped in three tables (Table D. 2-Table D. 4), 
one for each solver employed. In these tables, the influence of the noise on the damage 
detection was reported. 

As expected, the Analytical Inversion (AI) was strongly affected by noise, since a 2% 
variance made possible an explosion of the solution, with a predicted decrease of the 
elasticity module over 40% (area 3004 -10% damage case, Table D. 2). In return, in 
absence of noise, the Al solver gave the exact solution (Table D. 2). 

A similar behaviour was recorded by the Unbounded LSO (ULSO) solver, but with a 
larger error in the estimate of the damage severity (Table D. 3). In contrast, the Bounded 
LSO (BLSO) solver (Table D. 4) showed larger stability to the noise pollution and 
identified all the single site damages studied with a maximum error of the predicted 
severity of 5% (of the elastic module), even though for the damaged introduced in the 
area 6008, the next area, 6009, resulted to be the most damaged. 

AREA 3004 damaged of 10% AREA 3004 damaged of 10% AREA 6008 damaged of 10% 
Al 

First Step Second 
_step 

First Step Second 
_step 

First Step Second 
_step 

Noise 
M_A 
Ident. 

Damage 
% 

M_A 
[dent. 

Damage 
% 

M_A 
Ident. 

Damage 
% 

M_A 
Ident. 

Damage 
% 

M_A 
Ident. 

Damage 
IN 

M_A 
Ident. 

Damage 
% 

0% Yes 1.42 Yes 5.00 Yes 2.84 Yes 10.00 Yes 1.09 Yes 10.00 

2% Yes 1.54 Area 5 8.69 Yes 2.85 No 43.96 Yes 1.68 Area 9 5.10 

5% Yes 1.17 No 2.89 Yes 2.91 No 55.31 Yes 1.98 Area 9 19.34 

10% No 0.95 No 10.33 Yes 3.60 No 165.42 Yes 1.90 Area 9 15.82 

15% No 1.29 Area 5 33.60 Yes 3.73 No 12.42 Yes 1.68 Area 9 90.23 

20% No 0.00 No 0.00 No No 32.64 Yes 1.68 Area 9 81.12 

Table D. 2- DS approach: Analytic Inversion - Single site damage detection. 

AREA 3004 damaged of 10% AREA 3004 damaged of 10% AREA 6008 damaged of 10% 
ULSO 

First Step Second 
_step 

First Step Second 
_step 

First Step Second 
_step 

Noise 
M_A 
(dent 

Damage 
% 

M_A 
Ident. 

Damage 
I%1 

M_A 
Ident. 

Damage 
% 

M_A 
Ident. 

Damage 
1%1 

M_A 
(dent. 

Damage 
% 

M_A 
Ident. 

Damage 
"/ 

0% Yes 0.84 Yes 4.83 Yes 1.68 Yes 9.66 Yes 1.11 Area 9 7.56 

2% Yes 0.86 No 3.23 Yes 1.68 No 11.17 No 1.03 Area 9 8.51 

5% Yes 0.92 No 4.75 Yes 1.98 No 6.69 Yes 1.04 Area 9 2.24 

10% No 0.74 No 11.40 Yes 1.90 No 15.59 Yes 1.48 Area 9 14.53 

15% No 0.47 No 0.45 Yes 1.68 No 21.85 No 1.57 Area 9 23.53 

20% No 0.00 No 0.00 Yes 1.68 No 2.09 No 0.80 Area 9 13.04 

Table D. 3- DS approach: Unbounded LSO - Single site damage detection. 
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AREA 3004 damaged of 10% AREA 3004 damaged of 111% AREA 6008 damaged of 10'7 
BLSO 

First Step Second step First Step Second 
_step 

First Step Second 
_step 

Noise M_A 
[dent. 

Damage 
% 

M 
-A (dent. 

Damage 
% 

M_A 
[dent. 

Damage 
1%1 

M_A 
[dent. 

Damage 
% 

M_A 
(dent. 

Damage 
% 

M_A 
Idcnt. 

Damage 

0% Yes 094 Yes 3 51 Yes 2.97 Yes 6.47 Ycs 0.80 Area 9 6.41 

2% Yes I. 50 Yes 3.34 Yes 2.85 Yes 6.26 Yes 0.79 Area 9 6.09 

5"/. Yes 1.61 Yes 3.52 Yes 3.43 Yes 5.94 Yes 0.64 Area 9 6.42 

10% No 0 89 Atea 1 2.62 Yes 3.07 No 5.62 Yes 0.86 Area 9 6 43 

15% No 0.01 No 2 84 Yes 2.47 Yes 5.19 No 0.61 Area 9 6.16 

20% No II 01) No 0 00 Yes 2.47 Yes 6.34 No 0.74 Yes 5.98 

Table D. 4- DS approach: Bounded LSO - Single site damage detection. 

Finally, the multi-site damage detection results identified (damaged areas 1009,3002 
and 7005), in the first step, as damaged only two out of the three damaged macro-areas 
(the 3'h and 4 'h), leaving undetected the fault introduced in the first (Table D. 5). 

Multi Site Damage - First Step 

Soher Analhlical Inversion ISO Bounded ISO Unbounded 

Noise M 
-A 

Idcnt. M 
-A 

Dam M 
_A 

Idcnt. M 
-A 

Dam M 
-A 

Ident. M 
-A 

Dam 

0% No 3rd 7th No 3rd 7th No 3rd 7th 

2% No 3rd 7th No 3rd 7th No 3rd 7th 

5% No 3rd 7th No 3rd 7th No 3rd 7th 

10% No 3rd 7th No 3rd 7th No 3rd 7th 

15% No 7th No 7th No 7th 

Table D. 5- DS approach: Multi-site damage (first damage detection step). 

The second detection step confirmed the relationship between the noise and the 
solution quality and only the BLSO produced physical solutions as displayed in Figure D. 
11 for the 5% noise case investigated. 

By the results illustrated above, the DS approach presented a limited stability to the 
noise effects, since it was capable of proper identification of single damaged locations for 

noise variance smaller than 10%. Moreover, the DS approach did not detect all the 
damaged areas in the multi-site case inspected. Due to this issue this technique, 
nonetheless, its fastness (1-2 minutes) compared with the over-determined approach, 
cannot be taken into consideration for damage identification on structure where the 
likelihood of multi-site damages is high. 
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Figure D. 11 - DS BLSO: 2nd detection step for the multi-site damage scenario (5% noise 
variance) 

D. 3.3 Singular Value Decomposition approach results 

The aim of the introduction of the Singular Value Decomposition (SVD) was to 
increase the speed of the detection evaluation together with its efficiency. The efficiency 
enhancement was obtained by using all information available on the structure. Instead, 
the speed was improved (order of 2-3 minutes) by reducing the number of equations to 
the unknown number by the use of SVD. 

In this way, the damage identification produced was less affected by the noise than the 
case discusses previously, as can be seen by the results illustrated below. 

Three different cases were studied. The first case computed the system solution by 
inverting the coefficient matrix [Xij], while the second and the third used the LSO 
algorithm (bounded and unbounded version). 

The analytical inversion of the SVD algebraic system exhibited a particular weakness 
with the noise increase in the second step detection, where only the unpolluted FRFs 
leaded to a localisation and perfect severity estimate of the damages investigated (Table 
D. 6). In contrast, a stronger noise withstanding was obtained using the ULSO solver 
(Table D. 7), which provided a correct detection of the damages inspected as long as the 
noise variance was smaller than 10%. A further improvement in the detection of the 
damages investigated was obtained employing as solver the BLSO (Table D. 8), which 
compared to the ULSO had a larger error in the prediction of the damage severity, but 
endured data pollution up to 50% of variance. 
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AREA 3(N)4 damaged of 5% AREA 3004 damaged of 10% AREA 61N)8 damaged of 10% 
Al 

First Step Second step First Step Second step First Step Second step 

Noise 
MA 
(dent 

Damagc 
% 

MA 
Idenl 

Damage 
IN 

MA 
Idcnt. 

Damage 
°i° 

MA 
(dent 

Damage 
1%] 

MA 
Ident. 

Damage 
°i° 

MA 
Ident. 

Damage 
% 

0% Yes 1,46 Yes 5.00 Yes 2.93 Yes 10.00 Yes 1.65 Yes 10.00 

2% Yes 1.43 No 5.51 Yes 2.85 No 11.10 Yes 1.65 Yes 10.47 

5% Yes 1.48 No 4 87 Yes 2.88 No 10.36 Yes 1.64 No 11.26 

10% Yes I. 56 No 3.80 Yes 2.94 No 23.31 Yes 1.64 No 5.22 

15°/ Yes 1.49 No 5.20 Yes 3.13 No 28.62 Yes 1.72 No 24.19 

20% Yes 1.24 No 10.29 Yes 2.49 No 9.06 Yes 1,73 No 20.31 

30% Yes 1.53 Yes 2.70 Yes 1.43 

SII% Yes 1.24 Yes 3.92 Yes 1.29 

Table D. 6- SVD approach: Al - Single site damage detection. 

AREA 3004 damaged of 5% AREA 3004 damaged of 10% AREA 6008 damaged of 10% 
LISO 

First Step Second step First Step Second step First Step Second step 

Noia 
MA 
(dent 

Damage MA 
Went 

Damage 
°'° 

MA 
(dent 

Damage MA 
Went 

Damage 
% 

MA 
Went 

Damage 
% 

MA 
Idcnt. 

Damage 
% 

0"/. Yes 1.10 Yes 4.81 Yes 2 93 Yes 9.62 Yes 1.63 Yes 8.35 

2"/. Yes 1.38 Yes 4.78 Yes 2.85 Yes 9.46 Yes 1.62 Yes 8.28 

S"/. Yes 1.40 Yes 5.14 Yes 2.88 Yes 10.11 Yes 1.61 Area 9 8.17 

10"/. Yes 1.49 No 5.35 Yes 2.94 Yes 11.97 Yes 1.70 Yes 8.21 

15°/. Yes 1.49 No 3.91 Yes 3.13 No 9.70 Yes 1.70 Yes 12.36 

20"/. No 1 35 No 5.53 Yes 2.49 No 9.25 Yes 1.42 Area 9 9.30 

Yes 1.51 Yes 2.70 No 6.98 Yes 1.96 Yes 9.27 

511°/. Yes 1. I8 Yes 3.92 No 16.96 Yes 1.29 Area 9 2.49 

Table D. 7- SVD approach: ULSO - Single site damage detection. 

AREA 3004 damaged of 5% AREA 3004 damaged of 10% AREA 6008 damaged of 10% 

First Step Second step First Step Second step First Step Second step 

Noise 
MA 
Idcnt 

Damage 
% 

MA 
(dent 

Damage 
IN 

MA 
Iden 

Damage 
-% 

MA 
(dent. 

Damage 
% 

MA 
Ident. 

Damage 
% 

MA 
Idcnt. 

Damage 
% 

0% Yes 0.95 Yes 4.20 Yes 1.83 Yes 6.96 Yes 0.82 Area 9 7.22 

2% Yes 0.96 Yes 3.56 Yes 1.90 Yes 6.96 Yes 0.88 Area 9 7.28 

ä% Yes 0.95 Yes 4.44 Yes 1.76 Yes 6.93 Yes 0.87 Area 9 7.32 

10% Yes 0.99 Yes 4.14 Yes 1.82 Yes 8.90 Yes 0.68 Area 9 7.12 

15% Yes 0.98 Yes 3.45 Yes 1.88 Yes 6.36 Yes 0.57 Area 9 7.21 

20% Yes 0.98 Yes 4.50 Yes 1.92 Yes 6.79 Yes 0.55 Area 9 6.43 

30% Yes 1.02 Yes 3.38 Yes 1.71 Yes 5.54 Yes 0.63 Area 9 7.07 

SO"% . Yes 0.88 Yes 3.17 Yes 1.99 Yes 7.69 Yes 0.80 Yes 8.20 

Table D. 8- SVD approach: BLSO - Single site damage detection. 

The multi-site damage detection using the SVD approach had its best performances 

using the analytical and the ULSO solver, which identified correctly all the damaged 

macro-areas, in contradiction with the bounded LSO results, which identified only the 

third and the seventh macro-area (Table D. 9). 
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Multi-site damage 

Solver Analytical Inversion BISO ULSO 

Noise Went M. A Dam. 
Went. M. A. Dam ILCA t 

MA Dam 

0% Yes Ist 3rd 7th No 3rd 7th Yes ist 3rd 7th 

2% Yes Ist ? rd 7th No 3rd 7th Yes Ist 3rd 7th 

5% Yes Ist 3rd 7th No 3rd 7th Yes Ist 3rd 7th 

10% Yes Ist 3rd7th No ? rd 7th Yes Ist 3rd 7th 

15% Yes Ist 3rd 7th No ? rd 7th Yes Ist 3rd 7th 

20% Yes ist 3rd 7th No 3rd 7th Yes Ist 3rd 7th 

30% No 7th No 3rd 7th No 3rd 7th 

40% No 3rd 7th No 

50% No ? rd 7th No 

Table D. 9- SVD approach: Multi-site damage (first damage detection step). 

In the second detection step, the analytical (Figure D. 14) and the unbounded solution 
(Figure D. 13) were not able to give a reliable detection with corrupted experimental data. 
Fortunately, this tendency was confuted by the BLSO solutions that exhibited a correct 
detection up to 10% noise variance, even if the actual damaged areas were not always 
predicted as the most damaged (Figure D. 12, Figure D. 14). With the increase of the 
noise intensity, in some cases, the damage was located in areas next to the actual 
damaged (yellow, red and blue strips in Figure D. 12). 
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Figure D. 12 - SVD approach: BLSO solver - Second detection step for the multi-site damage 
scenario. 
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Figure D. 13 - SVD approach: ULSO solver - 2nd detection step for the multi-site damage scenario 
(2% noise variance). 
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Figure D. 14 - SVD approach: 2 °d damage detection, elastic module distributions. 

By the results discussed above, it can be stated that the damage evaluation over the 
damaged scenarios investigated using the SVD approach was successful if the first step 
detection was carried out using the Al solver and the second step detection was carried 
out using BLSO solver. In this way, both single-site (<50% noise variance) and multi-site 
(<10% noise variance) damages can be reliably and efficiently detected even if strongly 
polluted. 
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D. 3.4 Approach comparison 

From the results above presented, the main results of the direct approach in damage 
detection is the possibility to have an exact identification of the structure changes 
occurring on a structure, in absence of noise (DS and SVD approach using the Al solver). 
This result is almost impossible to obtain using structure FE model, since the inversion of 
the problem involving linearization and optimisation determines a certain amount of 
approximation. 

However, because a clean signal (FRFs) cannot be obtained in nature, an analysis of 
the influence of noise pollution on the damage detection capabilities of the direct 
approach was necessary. 

This investigation brought to light that the DS approach could not provide reliable 
multi-site damage detection in presence of noise, and for single site fault identification its 
withstanding of noise pollution stopped to 10% variance. 

An improved behaviour was highlighted by the ODS approach, which could detect 
correctly both single and multi site damages but its run time limited is application to a 2% 
noise variance. A quicker damage detection and noise resistant was provided by the SVD 
approach, which proved to be capable of identifying any type of damage inspected, in any 
noisy condition evaluated, with errors in the severity prediction 3-4% for the 6008 case. 
These performances were obtained by solving the first step with the Al solver and the 
second with the BLSO solver. 

According to these findings, it is clear the considerable stabilising effect on the 
solution of the algebraic system brought by the Singular Value Decomposition (SVD) in 
presence of noise. This is due to the fact that the SVD approach uses all the information 
available, as the ODS approach, but has a better noise withstanding and smaller error in 
the damage severity estimation. 
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