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ABSTRACT

The use of natural convection to effect heat transfers in enclosures is limited principally because of its low heat transfer coefficients. This study aimed to establish a better understanding of the heat transfers occurring in enclosures which are heated by cylindrical heat sources and to identify preferred heating arrangements for improving the rates of natural convection heat transfers.

Experimental investigations including interferometric observations were carried out on a square-sectioned enclosure containing a rectangular-sectioned, isothermal inner body and cylindrical, sheathed electrical heating elements. The locations of the heaters were varied and the effects on natural convection heat transfers established. The findings conformed to intuitive expectations, concluding that the maximum position for natural convection heat transfer was with the heaters located in the lower half of the sidewalls.

The flow patterns and heat transfer characteristics of a single horizontal cylindrical (9.5mm dia) heater in a square-sectioned enclosure were studied by traversing the heater both horizontally and vertically across the enclosure at distinct Rayleigh numbers (7.5x10^4 and 1.1x10^5). Optimal positions for maximum and minimum Nusselt numbers were established with respect to heater diameter and vertical height, and horizontal offset from a vertical wall. Flow and interferometric observations were also carried out on an enclosed single tubular 55mm dia. heater, and two 55mm dia. heaters. Improved arrangements for enhanced heat losses by natural convection from horizontal tubular arrays were deduced, applicable to arrays either totally enclosed or in the proximity of a vertical wall.

A square-sectioned (350x350x1700mm) tunnel oven was designed which would withstand operations under vacuum. Within this enclosure, the heating arrangements were located and varied essentially in the lower half of the enclosure, flow and thermal profiles obtained, a multi-surface radiation model developed and the convective heat transfers validated by evacuating the enclosure. At oven temperatures, over 40% of the heat input was achieved by natural convection.
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**NOTATION**

\[ \begin{align*} 
A & \quad \text{Area (m}^2) \\
c_1, c_2 & \quad \text{Constants, for Ra or Gr} \\
c_p & \quad \text{Specific heat (J kg}^{-1} \text{ K}^{-1}) \\
csa & \quad \text{Cross-sectional area} \\
d & \quad \text{Diameter} \\
F_{1-2} & \quad \text{View factor (from surface 1 to surface 2)} \\
Gr & \quad \text{Grashof number (} \rho^2 \beta \Delta T L^3/\mu^2) \\
g & \quad \text{Gravitational force (ms}^{-2}) \\
h & \quad \text{Natural convection heat transfer coefficient (Wm}^{-2} \text{K}^{-1}) \\
H & \quad \text{Height (m)} \\
k & \quad \text{Thermal conductivity (Wm}^{-1} \text{K}^{-1}) \\
L & \quad \text{characteristic length, as defined (m)} \\
\dot{m} & \quad \text{mass flow rate} \\
Nu & \quad \text{Nusselt number } hL/k \\
Pr & \quad \text{Prandtl number (} \mu c_p/k) \\
q & \quad \text{Heat flux, } Q/A \text{ (Wm}^{-2}) \\
Q & \quad \text{Total heat transfer(W)} \\
R_i & \quad \text{Radius of inner body} \\
R^2 & \quad \text{Reliability of correlation} \\
Ra & \quad \text{Rayleigh number (} \rho^2 \beta \Delta T L^3 c_p/\mu k) \\
S & \quad \text{Separation gap or offset, (m)} \\
t & \quad \text{thickness (m)} \\
T & \quad \text{Temperature (K)} \\
\Delta T & \quad \text{Temperature difference, as defined (K)} \\
W & \quad \text{Enclosure width (m)} \\
\sin \alpha & \quad \text{View factor angle} \\
\cos \beta & \quad \text{Angle for view factor (radians)} \\
\tau & \quad \text{Transmissivity} \\
\rho & \quad \text{Density} \\
\beta & \quad \text{Coefficient of volumetric expansion (1/K)} \\
\varepsilon & \quad \text{Emissivity} \\
\mu & \quad \text{Dynamic viscosity (kg m}^{-1} \text{s}^{-1}) \\
\theta & \quad \text{temperature difference} 
\end{align*} \]
σ  Stefan-Boltzmann constant ($5.67 \times 10^{-8}$ Wm$^{-2}$K$^{-4}$)
Ψ  Heat ratio for uncertainty analysis
j  number of view factor sub-surfaces

CC  Separation of cylinder-to-cylinder centres
CW  Cylinder-wall separation
FD  Finite difference
FE  Finite element
IB  Inner body
LOE Located on edge
LOF Located on flat
MZI Mach-Zehnder Interferometer

Subscripts
con, conv  convection
cond  conduction
rad  radiation
h  horizontal
i  inner body
insul  insulant
m  mean
v  vertical
H  hot
C  cold
INTRODUCTION
1. INTRODUCTION

The effectiveness and efficiency of industrial, commercial and domestic equipment can often be improved by studying their thermal performance. The use of natural convection for achieving enhanced, uniform heating in enclosed spaces such as in high viscosity oil tanks, ovens and furnaces, or for cooling electronic components and refrigerator condensers, eliminates the necessity for recirculating pumps or fans which are expensive, require power input and increased maintenance.

In the transfer of thermal energy, three distinct mechanisms of heat transfer may be distinguished [1]: conduction, convection and radiation. In enclosures, all the modes of heat transfer may be present simultaneously. It is then normal to determine the heat transfers separately, adding them to obtain an estimate of the total rate of heat transfer.

The primary aim of this investigation is to determine, by experimental means, the heat transfers and the temperature distributions within an air-filled enclosure with protruding or line heat sources and an inner body. By employing different heating arrangements, the changes which occur in the natural convection heat transfers could be examined through temperature field data and flow visualisation. This should provide a basis from which commercial and industrial enclosures and ovens could be further developed to achieve more effective natural convection, and hence improved performance.

1.1 GENERAL CONSIDERATIONS

1.1.1. Theoretical Considerations

The procedure of optimising the performance of heat transfer equipment often requires a theoretical study and analysis of the detailed mechanisms governing the heat transfer processes. The analytical basis of steady-state heat conduction in a solid is Fourier's Law:

\[ Q = -kA \frac{\partial T}{\partial x} \]  \hspace{1cm} (1-1)

(see Fig. 1-1a), which can be simplified to:

\[ q = \frac{Q}{A} = \frac{k}{t} A(T_1 - T_2) \]  \hspace{1cm} (1-2)

following the notation indicated in Fig.1-1b.
If a solid surface is placed in the path of a stream of fluid, a narrow region of the fluid near the surface is slowed down (see Fig. 1-1c). It was postulated by Prandtl [2] that within this zone or boundary-layer, the velocity changes from the stream velocity to zero at the stationary surface (for a no-slip condition). Prandtl's boundary layer theory was extended to explain the mechanism of convective heat transfer [3]. When a temperature difference exists (e.g. with the fluid warmer than the surface), a thermal boundary layer exists (similar in profile, but thinner than the velocity boundary layer), across which most of the temperature difference occurs (see Fig. 1-2a). The convective heat transfer across the fluid layer is analogously presented as in equation (1-2). However, because measurement of the boundary layer thickness is difficult, the convective heat transfer is usually written as:

\[ Q = hA(T_1 - T_2) \quad (1-3) \]

where \( h \) is a convective coefficient for the transfer between the surface and the body of the fluid.

If a heated vertical plate is positioned in a quiescent fluid, the fluid near the hot surface will rise by natural convection, while remaining stationary at the surface and outside the boundary layer (see Fig. 1-2b). The heat transferred is similarly represented by equation (1-3).

To increase the rate of heat transfer by convection, the temperature difference could be increased (which may be unacceptable for the product), or the surface area of the object to be heated increased (which may be inconvenient). Therefore attempts at increasing \( h (=k/t) \) could include:

(a) increasing the fluid's thermal conductivity (e.g. by the choice of an alternative fluid), or

(b) reducing the boundary layer thickness \( t \) (e.g. by increasing the fluid's velocity).

Increasing the velocity of the fluid can be accomplished either by the use of fans or pumps (forced convection), or by enhancing buoyancy forces from a suitable arrangement of the heating surfaces. The choice of equipment (i.e. oven selection) may be heavily influenced by the required speed of operation, or by the constraint of energy (primary, or electricity) requirement. It is now seen that convective heat-transfer calculations are complicated because:

(a) the fluid motion plays an important part in the heat transfer, and
(b) solving the resulting governing equations usually presents considerable mathematical difficulties.

To try to overcome the latter, heat transfer data are commonly expressed in non-dimensional ratios consisting of geometrical and fluid properties which exert an influence on the rates of heat transfer in the system under consideration. The Nusselt number, \( \text{Nu} \), is the ratio of the convective to conduction coefficients where:

\[
\text{Nu} = \frac{hL}{k}
\]

and \( L \) is a characteristic length. This can be related by analytical means or dimensional analysis to the fluid properties by the Prandtl (Pr) and Grashof (Gr) numbers. The Rayleigh number which is the product (GrPr) gives an indication of the flow range within which the calculated convective heat transfers would be comparable with those for similar-category systems:

\[
\text{Ra} = \text{GrPr} = \frac{p^2g\beta(\Delta T)L^3c_p}{\mu k}
\]

where \( \Delta T \) is the temperature difference between a hot surface and the cold surface. The relationship between the convective heat-transfer, and the varying fluid properties and buoyancy is frequently presented in the form of a correlation as:

\[
\text{Nu} = c_1Ra^{c_2}
\]

In an enclosed system, other parameters, such as the physical dimensions of the enclosure and the locations of the heat sources may be incorporated. A sustained and justifiable reservation concerning the use of dimensionless relations [4] is brought about by the fact that the variables are not truly independent because both sides of the equation contain common factors (e.g. \( k \) and \( L \)). Consequently, if one is not careful in the interpretation, spurious correlations may be produced [5].

Unlike conduction and convection, radiation does not require a medium for energy transfer. The mechanism of heat transfer for this mode is electromagnetic radiation, which is emitted by all matter above absolute zero of temperature. Although the spectrum includes microwave radiation which is also used for heating, it is a form of energy transformation which is practically limited in applicability to certain objects (e.g. moist products). Therefore, the primary interest in this study is confined to thermal radiation.

For an ideal (blackbody) surface, the heat emitted is proportional to the fourth power of its absolute temperature:

\[
Q \propto \sigma \Delta T^4
\]

(1-6)
where $\sigma$ is the Stefan-Boltzmann constant [6]. The blackbody is an ideal case because surfaces covered by carbon black are known to approximate to this, whereas glossy or shiny surfaces emit much less than the blackbody at identical temperatures. To take account of non-black or grey body radiation, a surface parameter is introduced, the emissivity, which is the ratio of emitted radiation to that which would be emitted by a black body. If a surface at temperature $T_1$ is completely enclosed by a much larger surface at $T_2$, the net radiant exchange can be expressed as:

$$Q = \varepsilon_1 \sigma A_1 (T_1^4 - T_2^4)$$  \hspace{1cm} (1-7)

If the thermal radiation heat transfer occurs other than in a vacuum, that is in the presence of a medium such as air, the net radiant exchange may be reduced. In practice, some gases such as air are generally transparent to thermal radiation over a broad range of wavelengths in the electromagnetic spectrum. Others, such as CO$_2$ and H$_2$O absorb and emit weakly, and only within narrow bands of the spectrum, but are important considerations in combustion ovens and furnaces.

Other important considerations include the proportion of emitted radiation which directly falls upon another surface, the type of surface (e.g. food products susceptible to absorption and penetration by thermal radiation, or metallic products), the directional dependence of the thermal radiation, the optical characteristics - long wave, surface-absorbing infra-red radiation (3→6\,\mu m) or the more penetrating shorter-wave radiation (0.1→1.0\,\mu m) [7], and whether the surfaces behave as diffuse, or specular reflectors. Although heat-transfer calculations involving thermal radiation are well established, the reliability of predictions from them depends to a large extent upon accurate temperature and emissivity measurements.

The proportion of thermal radiation incident on another surface is usually unevenly distributed, so that concentrated hot-spots may be produced. However, heat is transferred more uniformly by convection [8] and this is the principal reason for trying to augment the proportion of heat transfer by convection.

1.1.2. Limitations of analytical methods for enclosed natural convection

Conventional methods of analysing convective heat transfers assume that the fluid external to the boundary-layer is stationary in natural convection, or that it is moving with the stream velocity in forced convection. That is, the region exterior to a
boundary-layer is unaffected by the boundary-layer (see Fig.1-2c), so that the boundary layer theory enables simplifying assumptions to be made which would aid in estimating the convective heat-transfers. These assumptions are valid for some external flows; there are many practical applications where a boundary layer analysis adequately describes the convective behaviour.

However, there are also many examples of convective heat-transfers which cannot be described adequately by the boundary-layer model. Such regions are found in the wake of separated flows around blunt bodies; in natural convection of gases at low Rayleigh numbers ($<10^4$); in natural convection from horizontal surfaces; and in most moderately-sized internal convection situations [9].

This is because for natural convection in an enclosure, the boundary-layer is not fully developed; the core region is not stationary (see Fig.1-2d), and eddies, vortices, cells, oscillation of cells and flows may exist there. Natural convection has been shown to be extremely sensitive to changes in enclosure size and geometry and the imposed thermal boundary-conditions, so the use of data derived for similar problems for design purposes can be dangerously unreliable [10]. Hence there is no accepted valid analytical or numerical method for analysing natural convection in enclosures. Most design tools which embrace natural convection in enclosures are derived from empirical data [11].

1.1.3. Limitations of numerical methods

Preliminary analyses or computations are often useful to obtain ball park figures when designing an experimental apparatus. This may result in a more appropriate experimental rig, possibly leading to reductions in equipment cost, necessary data-acquisition and analyses. Although numerical analyses can sometimes be undertaken to provide more information, the solutions often require idealistic assumptions to be made concerning the boundary conditions (e.g. isothermal or adiabatic walls, constant value fluid properties, instantaneous or radiative boundary conditions). Numerical solutions are therefore frequently limited in applicability.

1.1.4. Requirement for experimental methods

The most reliable information about a heat-transfer process is often given by real measurements particularly where natural convection forms a significant proportion of the total rate of heat transfer [4]. Experiments have the advantage of being applicable to
internal and unsteady flow, and turbulence. While they may be time consuming, expensive in resources, and sometimes difficult to reproduce, experiments are still indispensable.

1.1.5 Preliminary experimental considerations

Within enclosed air-spaces, having one vertical wall which is maintained at a higher temperature than the other, heat is transferred from the hot wall to the cold wall primarily by gaseous conduction and radiation when the air layer thickness W, is small, (i.e. with the convection inhibited) - the principle employed in double glazing (see Fig.1-3a). As W increases, air motion begins with the heated air rising up the hot wall due to density differences, (see Fig.1-3b) and the cooler air descending along the cold wall [12]. Eventually, further increases in W lead to slight reductions on the rates of heat transfer.

If a horizontal layer of air is uniformly heated from above, the density gradient is parallel to, and in the same direction as the gravitational force. Conditions are stable and no natural convection flow will exist (Fig.1-3c). Conversely, one would expect that uniform heating from below should instantly promote unstable conditions and generate flows. However, the upward or buoyancy force created by the thermal gradient must first overcome the viscosity and mass of air above it (see Fig. 1-3d); that is convection currents will result only if the buoyancy force exceeds a critical value, which depends on the height of the enclosure H, the temperature difference between the top and bottom surfaces, and the fluid properties. When ΔT exceeds a critical value, flow is initiated with a tessellated pattern of rolls (see Fig. 1-3e) [13]. A heated, inclined surface or a cylinder is an example of both mechanisms at work because the buoyancy force would have a component in both the tangential and normal directions.

Alternatively, a concentrated heat source could be positioned at a discrete point along a wall, either flush-mounted or protruding (as in electronic circuit boards), or mounted at some distance, clear of the wall (as in high viscosity oil tanks, ovens and furnaces). If more than one heat source is utilised, interactions from the plumes will exist, as well as from any adjoining wall, which may influence the rate of convective heat transfer. The size and location of the heating elements or hot wall are then crucial to the generation of buoyancy forces.
1.2 OBJECTIVES OF THE PROJECT

All too often, improvement in one mode of heat transfer in enclosures can only be achieved at the expense of another. Studies into raising the thermal performance and throughput of ovens and furnaces have included consideration of thermal insulation, wall emissivity and thermal conductivity, heater configuration, and heater design. For example, earlier experimental studies [14],[15], confirmed that the use of low-emissivity oven walls increased the heating efficiency of a standard test block. However, when the findings were applied to a cubical oven configuration, with the heaters positioned near the roof and base and containing low diffusivity baking items, the quality of the finished product was sometimes unsatisfactory because local hot spots were produced [15].

The initial conjecture was to associate this deterioration with non-uniform irradiance on the baking plane. As a result of the increased radiative heat transfer, the proportion of natural-convective heat-transfer in the enclosed system was conversely reduced. Convection is a proven means of improving temperature uniformity of an object being heated in an enclosure [8]. Of course, the use of forced-convection equipment could improve temperature uniformity, but the need for a fan and the associated electrical load should still encourage the development and use of natural convection ovens.

In order to overcome the problems which occurred, it was considered essential to investigate some of the interactions occurring under steady-state conditions and configurations in order to gain a better understanding of the basic governing processes. It had previously been impossible to obtain sufficiently-accurate results by analytical or computational means, and by experimental methods involving:

(a) a cubical enclosure [15], and
(b) a rectangular-sectioned enclosure with a cooled but non-isothermal inner body [16].

These revealed a need for a fundamental type of investigation to be carried out to quantify the heat transfer processes occurring with specific heating arrangements in an enclosure. Consequently, some experimental work would be carried out to determine and analyse the temperature distribution and air flow. To facilitate this, it was considered essential to employ an isothermal inner body within a square-sectioned enclosure fitted with protruding heat sources operated under steady-state conditions.
Fig. 1-1 Conduction and convection characteristics

(a) Heat flow direction (linear scales)

(b) 1-D steady-state conduction

(c) Momentum and thermal boundary layers on a solid wall (forced convection)
Fig. 1-2 Boundary layer profiles
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(c) Onset of convection

$T_h - T_c > \text{critical value}$

Convective motion begins with tesselated patterns

_Fig. 1-3 Convective heat transfer in enclosed spaces_
2. REVIEW OF LITERATURE
2.1 INTRODUCTION

In the literature, there are many papers concerning experimental studies of natural convection heat transfers in enclosures. Technological needs, increased awareness of and the necessity for energy thrift have led to recent extensive research efforts being devoted to obtaining improved heat transfers by natural convection. But several of these studies have dealt with enclosures with inner bodies as cylindrical annuli. Very few have considered rectangular enclosures containing concentrated heat sources.

However, if a load is centrally positioned in an enclosure at a different temperature, a symmetrical pattern of flow will be observed (see Fig. 2-1a-c), so that the flows in half of the enclosure can be somewhat analogous to those in an empty (plain) enclosure. Thus the results from existing experimental studies involving cavities is of relative importance. It is also a stepping stone to the general symmetrical inner body case, which naturally progresses into medium temperature processes such as encountered in ovens, where the significant effects of radiation must be taken into account.

Also, because some of the external flow results for concentrated heat sources can give a general insight into internal flow behaviour, it will be helpful to examine some of the existing studies. Similarly, results from enclosed-cavity data can be helpful in interpreting those for an enclosure with an inner body.

2.2 ENCLOSED CAVITIES

In the experimental and numerical study of a uniformly heated wall of an enclosed cavity, the results of Hamady et al [17] were correlated as \( \text{Nu}=0.175\text{Ra}^{0.275}, \ 10^4<\text{Ra}<10^6 \). If a flush-mounted heat source is employed [18] on a vertical wall at some distance \( y \), from the lower horizontal wall, similar convective flow patterns will ensue with the heated air rising along the hot wall (see Fig.2-2a). When the heated zone was positioned nearer to the lower horizontal wall, a more symmetrical flow pattern was observed than when positioned closer to the upper horizontal wall. Although no experimental correlation was given to supplement the flow visualisation, the optimal heater location was estimated numerically as \( y/H=0.35 \), measured from the lower
horizontal wall, and the general variation of Nu was given as $0.7 < \text{Nu} < 2.6$ at $(10^3 < \text{Ra} < 10^5)$, for a heater strip size to wall height of 0.2.

When a concentrated flush-mounted 'cold' source was employed [19] in a similar configuration (i.e. to [18]), the flow was reversed (see Fig. 2-2b) and, by simultaneously heating the opposite vertical wall, a larger Ra ($6.3 \times 10^6$) was possible. For a heater strip located where $y/H > 0.25$, there was virtually no further increment in the value of Nu. Two characteristic lengths were employed: the heater (chilled surface) height or the vertical wall height. The correlation presented for a square enclosure with the characteristic length based on the vertical distance of the cooled strip from the horizontal wall (i.e. $\text{Nu} = 0.575 \text{Ra}^{0.26}$) was some 60% higher than in free space. However, when adjusted using the heater vertical height as the characteristic length, and $\Delta T$ as the temperature difference between the heater surface and the cold surface, the resulting correlation, $\text{Nu} = 0.257 \text{Ra}^{0.25}$, was only 50% of that in free space. The prediction [18] that the non-dimensionalised vertical distance for optimal convective heat transfers would be 0.4 was also confirmed experimentally for larger Ra values.

Multiple flush-mounted heat-source arrays, discretely located flush on the vertical wall of an air-filled enclosure, have also been investigated numerically and experimentally [20] (see Fig. 2-3a). Generally, the upper heaters had lower heat transfer coefficients than the lower heaters except for $\text{Ra} \leq 10^3$, where the uppermost but one had the lowest coefficient. An increase in the aspect ratio of the enclosure resulted in a substantial drop in heat dissipation from the discrete heaters, which in turn led to a significant rise in the heaters' surface-temperatures. A mean correlation was obtained as $\text{Nu} = 0.99 \text{Ra}^{0.2}$. This finding is important for an enclosure with a large inner body where the vertical space is reduced to that of a large-aspect-ratio slot, resulting in restricted convective flow.

Protruding heat source arrays in a liquid-filled vertical enclosure with an aspect ratio $(H/W)$ of 7.3 were studied experimentally [21]. The flow structure revealed similar primary and secondary cavity flows to those in reference [20]. But there were also secondary cells in the gaps between the protrusions (see Fig. 2-3b). It was concluded with the aid of the correlation ($\text{Nu} = 0.0796 \text{Ra}^{0.237}$), that degradation of convection occurred when compared with flush-mounted heaters. The reduction could be as a result of the inter-heater recirculatory secondary flow. Therefore, if line source heaters are located horizontally along a wall, reduction in convective flow may be expected.
2.3. HEAT TRANSFER RATE VARIATIONS WITH HEATING ARRANGEMENTS

The positioning of cylindrical heaters relative to each other and to the interacting walls has received some attention [22-28]. Previous studies have shown that when two horizontal heaters were placed vertically in line above one another in an external flow, the convective heat transfer of the upper heater became lower [22], whereas when horizontally offset by up to half the cylinder diameter (see Fig.2-4), there was an enhancement of natural convection heat transfers. The enhancements or otherwise were also shown to be a function of the spacing between the heaters.

For large spacings between the heaters, the rate of heat transfer increased with the vertical spacing by up to 30% [23]. This is because the rising buoyant flow had more time to accelerate, and so it entrains more air from the cooler surroundings, thereby reducing the plume temperature of the ensuing mixture before reaching the next heater situated above.

However, as reported by Sparrow and Boesneck [24], when the vertical separations ($S_v/d > 5; S_h/d > 1$) were large, the rate of heat transfer was hardly affected by small changes (offsets) in the vertical separations, and only marginally responsive to larger offsets. Similarly, as the horizontal offset increased beyond a critical value, ($S_h/d > 2$) depending upon the vertical separation, the effect of the lower cylinder plume became so small, that there was hardly any increase in the convective heat transfers. Consequently, for ($0 < S_h/d > 2$), a small offset was only required to effect an enhancement.

When the heaters were positioned between two, or next to one vertical wall, enhancement of heat transfers by natural convection occurred when compared with free space data [26], and optimal arrangements were feasible [25,27]. For horizontal walls, when a heater was mounted either above, or below, a reduction in convection generally ensued [28]; when too close to a vertical wall, reduction similarly occurred. For heaters above a horizontal wall it can be surmised that a sufficient vertical gap should exist in order for air to flow into and around the heater for increased convective heat transfers.

The variations in the rates of heat transfers by natural convection are further examined in Chapter 4.
2.4. ENCLOSURE WITH INNER BODY

The presence of an inner body has also been investigated most especially as cylindrical (2-D) [29,36], or spherical (3-D) annuli [30], but works involving rectangular and cubical enclosures [31,32], are relatively limited, and when available, the inner body was maintained at a higher temperature than the enclosure.

The stages of flow development for the symmetrical cases are similar to those for plain rectangular enclosures bounded by two vertical planes with one side cooled and the other heated. At small Ra values (< 2x10³ using the annular gap as the characteristic length), the fluid flow in a horizontal annulus is so small that the principal mode of heat transfer is by conduction. As Ra is increased (generally by increasing either the gap width or ΔT), a laminar boundary layer flow is established with the flow tending to move in a thin layer near each surface with a central core positioned above the horizontal line of symmetry.

In the experimental studies of Warrington and Powe [31], particular emphasis was placed on how the enclosure affects rates of heat transfer from a variety of hotter inner body shapes (sphere, cube, cylinder). Although a low emissivity aluminium enclosure (267x267x267mm) was utilised, the proportion of radiative heat transfers was still as large as 70% of the total heat supplied. This analysis was achieved by evacuating the test rig to less than 20μm Hg (2x10⁻² torr), thereby eliminating any convection heat transfers. The conduction loss through the leads and support structures was obtained via a one-dimensional analysis.

The findings revealed that the temperature profiles along the boundaries were remarkably similar, for the different inner body types and the cubical enclosure. This was also verified for the spherical enclosure. While the enclosure shape had less effect on the overall heat transfer, the enclosure size (specifically the annulus or the gap between the inner body and the enclosure) had a more significant influence on the results.

Another study involved four cylindrical heaters in both horizontal and vertical configurations mounted in an isothermal cubical enclosure [32]. The cylinders were 177.8mm in length and 41.2mm diameter. The horizontal configurations had the heaters positioned in the quadrants to make the geometry axisymmetrical (see Fig.2-5), and the results from the vertical central plane would approximate somewhat to a 2-D profile.
The heat transfer results were somewhat similar to that for cylindrical heaters in external flow. In this case the upper heaters achieved a Nu value of 84% of that achieved by the lower heaters (as against 87% in external flow [23]). With the cylinders oriented in a vertical (standing) position, there was an overall decrease of 15% in the heat transfers when compared with that for the horizontal configuration. For a single cylinder the reduction in the natural convection heat-transfer was about 10%.

These results are similar to free space experimental studies [26] where reduction in the natural convection heat transfers ensued for inclined (8%,45°) and vertically oriented (46%,85°) cylindrical heaters. These confirm that placing cylindrical heaters in the horizontal position in an enclosure will give better convective heat-transfers. All the flow visualisation and temperature-profile data showed fully-recirculating flows, so indicating that there was no stratification. As the heaters were fixed within a single enclosure, it was not possible to ascertain the variability of heat transfers with heater-wall proximity.

An experimental study of a cylindrical heater (28mm dia.) in a square-sectioned enclosure (100x100x635) employed a Mach-Zehnder Interferometer for the heat-transfer analyses [33]. The motivation was the need to reduce heat losses from an underground heating pipe. This influenced the trend of the experimental study whereby the position for the minimum heat loss was found to be along the vertical centre-line, the cylindrical heater eccentrically being positioned in the upper half of the cavity at $S_H/d=2.5$. A study of differentially-heated cylinders in a rectangular enclosure [34], which was also motivated by the need to minimise heat losses from district-heating piping, established that by placing the cylindrical heaters the hotter one above the other, the minimum rate of heat losses could be achieved. The converse occurred if they were placed side by side. The deduction from this is that there could be an optimising arrangement of cylindrical heaters in rectangular-sectioned enclosures which would produce maximum convective heat-transfers.

Using the same enclosure and similar experimental techniques to obtain the convective component of heat transfers as in reference [32], cylindrical arrays in the form of tube bundles were tested [35] (see Fig.2-6). When a constant heat flux rather than an isothermal boundary condition was imposed on the cylinders, the temperatures of the upper rows of cylindrical heaters increased.
### Table 2.1. Heat Transfer Correlations

#### Free space or infinite atmosphere

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Reference</th>
<th>N(_u)</th>
<th>Adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cube and sphere</td>
<td>[31]</td>
<td>(0.618 \text{Ra}^{0.25})</td>
<td>Adjusted from (N_u = 0.52 \text{Ra}^{0.25}) (for infinite atmosphere)</td>
</tr>
<tr>
<td>Vertical plate</td>
<td>[58]</td>
<td>(0.52 \text{Ra}^{0.237})</td>
<td></td>
</tr>
</tbody>
</table>

#### Enclosures

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Reference</th>
<th>N(_u)</th>
<th>Fluid</th>
<th>Ra Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square enclosure - one vertical wall heated</td>
<td>[17]</td>
<td>(0.175 \text{Ra}^{0.275})</td>
<td>Air</td>
<td>(10^4 &lt; \text{Ra} &lt; 10^6)</td>
</tr>
<tr>
<td>Heated fraction of wall height</td>
<td>[19]</td>
<td>(0.168 \text{Ra}^{0.25})</td>
<td>Air</td>
<td></td>
</tr>
<tr>
<td>Flush-mounted array (heaters on vertical wall)</td>
<td>[20]</td>
<td>(0.99 \text{Ra}^{0.2})</td>
<td>Air</td>
<td>(10^4 &lt; \text{Ra} &lt; 10^6)</td>
</tr>
</tbody>
</table>

#### Inner body

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Reference</th>
<th>N(_u)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) annuli (2-D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cylindrical annuli</td>
<td>[29]</td>
<td>(0.11 \text{Ra}^{0.29})</td>
<td>2-D</td>
</tr>
<tr>
<td>(b) spherical (3-D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spherical annuli</td>
<td>[30]</td>
<td>(0.228 \text{Ra}^{0.226})</td>
<td>heat transfer greater than cylindrical annuli</td>
</tr>
<tr>
<td>(c) cubical (3-D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cubical inner body</td>
<td>[31]</td>
<td>(0.590 \text{Ra}^{0.235} (L/R_i)^{0.235})</td>
<td>Gap effect 1.3(&lt;L/R_i&lt;2.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.622 \text{Ra}^{0.235})</td>
<td>L/R(_i)=1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.678 \text{Ra}^{0.235})</td>
<td>L/R(_i)=2.0</td>
</tr>
<tr>
<td>Cubical enclosure and four horizontal heaters</td>
<td>[32]</td>
<td>(0.496 \text{Ra}^{0.245})</td>
<td>3-D</td>
</tr>
</tbody>
</table>
While this temperature characteristic of the upper heaters was similar to that in free space, the local heat-transfer data indicated higher heat transfers, which contrasted with the free-space studies. This was explained by the increased convective activity in the upper zones caused by the enclosed space. Not only was this finding distinctly different from that in free space, it surprisingly contradicted the study using only four heaters in the same enclosure (as reported above) [32]. This then poses a different dilemma for the designer of heat-transfer equipment as to the best position of single, or multiple heated objects in enclosed spaces. The uncertainty would also be more serious for the inner bodies which would be at a lower temperature than their enclosure and heat sources.

More recently Warrington et. al. [36] further extended and co-ordinated the available data by studying the bounding effects, so as to determine the limits, with respect to gap width, within which the various correlations could be utilised for internal and external conditions. Although these results were mainly for 3-D configurations, attempts were made to normalise and combine them with 2-D data. In the process of trying to generalise the results in the form of universal correlations, they were later shown to be limited in applicability [48].

The reviewed correlations are tabulated (see Table 2.1).

2.5. NUMERICAL STUDIES AND CONFIGURATIONS

The recent advances in computer hardware have stimulated an increase in numerical methods for analysing heat transfers. However, the advances made for heat transfer problems involving the present subject of study have been disappointing, principally because the poor validities of several mathematical models have restricted the usefulness of computations mainly to situations where the temperature differences have been relatively low. Even then, the different methods of formulations and solutions can produce vastly different and conflicting results. There is, therefore, a dearth of reliable information in this area. Although some other configurations have emerged (see Fig.2-7), the most extensive studies concern, as stated before, horizontal annuli with idealised boundary conditions.

Kuehn & Goldstein [37] presented both experimental and pioneering numerical studies of horizontal annuli. The governing equations were formulated in polar cylindrical coordinates and the finite-difference approach was used to express the differential
equations in terms of values at discrete points. The successive over-relaxation technique was chosen as the method of solution. From the extent of the numerical analysis which converged (for $Ra < 10^5$), the predictions largely agree with experimental results. The inner cylinder radial temperature was similar to that of a single cylinder in free atmosphere, with the boundary-layer thickness increasing as the flow moved up around the cylinder. The air data was correlated as $Nu = 0.159 Ra^{0.272}$. A somewhat updated and improved study was carried out [38] which compared favourably with available experimental data, and extended the eccentricity results.

In the studies of Chang et al [39], a hot square-sectioned cylinder was conceptually placed concentrically within a circular cylinder. The finite-element (FE) method was employed to solve the ensuing boundary-value problems using quadratic triangular elements, with linear interpolation applied for the pressure field. When the inner body was in a located-on-edge (LOE) position such that its walls were each inclined at $45^0$ to the vertical (see Fig. 2-7a), a boundary-layer flow occurred along the inner body surfaces. When the inner body was in a located-on-flat (LOF) position so that its side walls were vertical (see Fig. 2-7b), the rising flow separated at the edge from the top horizontal surface, and overall, was of lower velocity than the previous configuration. When the inner body was simulated as being relatively large, so that the gap was small in the LOE position, co-rotating sub-vortices were found for $Ra = 10^5$. Although this was barely distinguishable in the plotted streamlines, it was clearly visible in the experimental smoke visualisation, which was carried out to verify the numerical flow-results.

Therefore, if an enclosed heat transfer system consists of a non-uniform annulus, such that the mid-plane horizontal gap is small, not only would the convective flow be inhibited, but also the upper and lower zones would behave as if they were independent, with associated local flow characteristics. Although the LOE position always resulted in higher convective heat-transfers, it was also noticed that as the inner body size was reduced (inner body width with respect to enclosure diameter) from 0.4 to 0.2, the difference in heat transfer from the inner body to the enclosure, with respect to orientation, became marginal (from 8% to 2%). Therefore, the overall heat-transfer became little affected by the attitude of the inner cylinder, that is, the inner object was small enough so that the environment could not distinguish its shape, behaving like a circular cylinder which has no directional dependence. Therefore, it can be inferred that ovens designed to produce uniform heating of a small object may not necessarily produce uniform heating of larger objects.
Oosthuizen [40] studied the natural convection of a uniformly-heated, square-element mounted and protruding from one wall of a square enclosure (see Fig. 2-7c). Another 2-D study [41] employing similar FE techniques to those of reference [40] considered a prismatic inner body of variable aspect-ratio, placed symmetrically inside a square enclosure (see Fig. 2-7d). The flexibility of numerical techniques was amply demonstrated by varying the inner body shape from a thin flat-plate (aspect ratio H/W=0) to a square-sectioned LOE prism of variable aspect ratio (see Fig. 2-7b).

Larson et al. [42] compared their numerical methods for enclosed natural-convection problems (which employed both finite difference, FD, and FE methods) with holographic interferometry. The interferograms were obtained from experimental studies of a heated circular cylinder positioned at the base of an isothermal rectangular-section enclosure. A hexagonal cylinder replaced the circular cylinder for a second configuration (see Fig.2-7e). Although the two computational methods yielded similar quantitative results, the FD routines gave a better agreement with the holographic interferometric measurements than the FE solutions. However, they were both within 10% of the measured temperature data. The identified numerical errors include the use of constant properties in the models, assumptions of isothermal conditions along the walls, and the variations in the mathematical formulations between the FE and FD grids. Also, only the lower section of the cavity was studied.

Another arrangement which has been considered was that of two horizontal cylindrical inner bodies in a rectangular enclosure cooled from above [43]. The results (for Ra=10^4 and Ra=10^6), showed an increase in convective activity at the upper corners at the larger Ra.

In general, where natural convection was concerned, numerical studies were largely undertaken complementary to experimental undertakings. The numerical exercises provided more detailed information including the velocity field; changes to shape and configuration were usually less difficult to incorporate. They can also provide invaluable information in the design of experimental equipment. However, experiments have the advantage of being applicable to unsteady flow and turbulence, beyond the Rayleigh range where the numerical computations become unstable [37].
2.6. RADIATIVE HEAT TRANSFERS

Radiative heat transfers within enclosures continue to receive increased attention both experimentally and numerically [44-50]. Where there is uniform heating from an upper horizontal surface, the temperatures increase on the adjacent upper vertical walls because of radiative heat transfers. If radiation is ignored, there is no fluid motion at steady-state because the air is stratified and gaseous conduction is the only mode of heat-transfer. However, when radiation is super-imposed from the hot wall, the general effect is to disturb the stratified conditions by creating a temperature gradient on the adjacent vertical walls and increasing the temperature of the cold wall, thereby reducing the overall ΔT.

2.6.1 Radiation-Convection Interactions

2.6.1.1. Absorbing medium

In the numerical results of Zhong et al [44] where CO$_2$ flows in a rectangular enclosure were studied, symmetrical flow fields were established (see Fig.2-8), the upper vortex flows being considerably weaker than the lower flows. It was subsequently established that absorption of radiation by CO$_2$ was low (Ra≤10$^6$), and that surface radiation was still the dominant feature. This therefore suggests that some of the findings should be applicable to those for a gaseous medium, where the upper horizontal wall is the hot surface.

The results indicated that the dissipation of heat by radiation through a weakly-absorbing medium:

(a) reduced the maximum temperature of the hot wall;

(b) increased the temperature gradients of the adjacent vertical walls; and

(c) initiated fluid flow by natural convection because the CO$_2$ is directly heated by radiation before ever contacting any walls.

It also follows that, if the thermal conductivity of the wall is high, the heat would be rapidly conducted along the walls, thus altering the local radiative flux, as well as attenuating the vertical surface temperature gradient; the generation of buoyancy forces
by the wall will also be affected. This is the influence or interaction by thermal conductivity on the system multi-mode heat transfers.

In the study of a top-heated cylindrical enclosure [45], valuable information was provided regarding flow patterns, velocities and temperature distributions. A borosilicate vertical cylinder was employed, covered by a plane, upper horizontal heated copper wall and a cooled base. From the photographs of the smoke flow visualisations, streamlines were drawn using an electromagnetic digitizer, and vortex location and flows cell sizes (cross-sectional areas) determined. Symmetrical flow fields were also observed similar to those predicted numerically, despite the inherent 3-D characteristics of the apparatus.

In the numerical study of a square-sectioned enclosure by Kassemi and Naraghi [46], the streamlines produced at $Gr=1.0\times10^4$ were similar in shape to those of Zhong et al [44]. However, the flow directions were reversed, which virtually ensured a different convective heat-transfer coefficient, a potential nightmare in thermal equipment design where numerical results have previously been faithfully adhered to.

The vital fact remains that two different numerical methods gave conflicting results each with its own apparently logical explanation. Although Kassemi and Naraghi [46] employed the discrete exchange factor method which is more versatile than the zone method employed by Zhong et al [44], one of the methods which could have resolved the conflicting results would be to have carried out, simultaneously, experimental studies to provide a check on the applicability of the mathematical models for the chosen conditions, as suggested by Chu et al [18].

2.6.1.2 Radiation-Convection-Conduction Interactions

Zhao et al [47] considered the case of three cylinders in a rectangular enclosure. This was to establish the optimal heat-transfer rates from multiple electrical cables positioned inside rectangular trays. Unlike some of the earlier studies, which neglected other modes of heat transfer, both convection and radiation were considered in the numerical formulations. Although the cylinders were in contact with the base of the enclosure, conduction was assumed to be small and ignored in the numerical formulation. After expressing the resulting equations in finite difference form, they were solved in one half of the physical domain (due to symmetry), by the alternating direction implicit method. At each time step, utilising the new values of the dimensionless temperatures, the
radiation equations were solved for dimensionless radiosity or surface leaving flux, \( q_{\text{rad}} \): the latter was obtained and used to update boundary conditions.

The results were compared favourably with a complimentary experimental study [48], where the flow visualisation was practically identical to the computed streamlines, and the average deviation of the mean cylinder temperature from the experiment was less than 2%. It was also pointed out that the correlations deduced via the experimental study contradicted the universal correlation of Warrington and Powe [31]. The presence of radiation was observed to enhance the heat transfer rate from the cylinders and the middle cylinder was marginally hotter. However as in reference [43], the temperatures of the inner bodies can be considered to be relatively similar. Therefore, none of the inner cylinders could be regarded as a heater, transferring heat simultaneously between itself and the enclosure walls, and to any other inner object.

2.6.2. Inner body interactions - oven and furnace configurations

Although combustion systems may introduce improved convection to the inner objects, industrial heat treatments often require the use of electric or tube ovens and furnaces, or in situations where atmospheric control is essential. Convection plays a significant part in enclosure heat transfers, but as the radiative component depends on quartic powers of the temperatures, the radiative component increases more rapidly than convective heat transfers as the system temperature increases. The effect of increased radiation on the system efficiency has also been studied, but systems operating above oven temperature (i.e. > 800°C) are usually classified as radiation systems [6].

Studies by Scheitlin and De Witt [14] concentrated on optimising radiative heat transfers from a low-emissivity ('Bi-radiant', highly reflecting) cubical oven, under both transient and steady-state conditions. This study demonstrated the effect of wall properties, specifically the emissivity of both the heating elements and the enclosure's walls on the rate of heat transfer to an inner object. Protruding heaters were fitted just clear of the horizontal walls. With some variations in the heating element shape and arrangements, the influence of wall emissivity on the transient response of the oven was experimentally and numerically deduced.

High-emissivity (low reflectivity) walls were observed to heat up faster because of the greater absorptance of incident flux, but this should mean that the heat flux available to the interior of the enclosure (surrounding air) was temporarily reduced during the
transitory period. It was also observed that a thinner, and consequently hotter heating element (reduced from 6.6mm to 3.0mm dia.), improved the radiative supply to the interior of the cavity, thereby increasing the efficiency of the transient system from 17.9% to 35.3%. The natural convection component of the total heat transfers was less than 15% of that which was accounted for by radiation, (i.e. > 20% for a tested conventional oven [14]). However, the convection in the 'Bi-radiant' oven was determined using a universal correlation [26],[49] with a large uncertainty. Other factors which affected the system efficiency, were the overall thermal mass and the insulant's thermal conductivity; lower values improving the efficiency.

The vast majority of convection ovens are of the forced-convection variety, but a few models are still manufactured using natural convection (and radiation). Existing models include domestic electric ovens with lower sidewall-mounted heating-elements [50] (see Fig. 2-9a). Current models have similar configurations, but with an extra element in the upper quadrant [51] (see Fig. 2-9b). Other commercially-available configurations include top and bottom-mounted heaters (see Fig. 2-9c). But no related comprehensive heat-transfer analysis exists in the open literature.

The use of high-emissivity enclosure coatings was widely assumed to lead directly to high rates of net heat transfer, and implicitly to higher efficiencies. This influence of emissivity on furnace performance has been investigated both theoretically and experimentally [52]. The theoretical model, which showed good agreement with the experimental studies was extended to investigate the effect of varying the wall emissivity of an indirectly-heated furnace, and a radiant-tube furnace.

A muffle furnace was employed, whereby the heat supply by combustion or otherwise took place outside the furnace (see. Fig. 2-10), to enable a uniformly-heated and controlled internal atmosphere. The net heat-transfer to the inner body or the stock for the indirectly heated furnace was calculated using only a 2-surface model because the muffle permitted the assumption of uniform temperatures over most of the enclosure surfaces. The model input involved the stock covering the floor (surface 1), and the walls and the roof (surface 2) (see Fig. 2-10). Fixed data were used for the stock, while varying those for the wall and roof (see Table 2.2).

The findings for steady-state conditions, and for given values of the temperature of walls and roof show that:
a) increasing the emissivity of the walls and roof will increase the heat transfer to the stock; and

b) this increase is greater for larger temperature differences between the wall and stock.

**Table 2.2. Data used to calculate heat transfer through refractory wall**

<table>
<thead>
<tr>
<th></th>
<th>Emissivity</th>
<th>Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walls and roof</td>
<td>0.1 to 0.9</td>
<td>1173 to 1573</td>
</tr>
<tr>
<td></td>
<td>(varied by steps each equal to 0.1)</td>
<td>(varied by steps each equal to 100)</td>
</tr>
<tr>
<td>Stock</td>
<td>0.85</td>
<td>973</td>
</tr>
</tbody>
</table>

The net heat transfer to the stock from an array of radiant tubes or heating elements in the roof was calculated using a 3-surface model. The model input involved the stock plane (surface 3), (see Fig. 2-11) but only the walls were assumed to be coated to alter their emissivity. Fixed data were used for the stock, as well as the effective emissivity of the imaginary radiant plane (see Table 2.3).

**Table 2.3. Data used to calculate heat transfer from roof heaters.**

<table>
<thead>
<tr>
<th></th>
<th>Emissivity</th>
<th>Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roof (radiant plane)</td>
<td>0.66</td>
<td>1173 to 1673</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(steps of 100)</td>
</tr>
<tr>
<td>Walls and roof</td>
<td>0.1 to 0.9</td>
<td>1173 to 1673</td>
</tr>
<tr>
<td></td>
<td>(step = 0.1)</td>
<td>(steps of 100)</td>
</tr>
<tr>
<td>Stock</td>
<td>0.85</td>
<td>973</td>
</tr>
</tbody>
</table>

It was essential to incorporate the effect of insulation on the heat transfers conducted away from the interior of the walls.

The findings show that the net heat-transfer to the stock does not change with emissivity for values of the insulant's thermal conductivity of less than 1.0 Wm⁻¹K⁻¹ during steady-state operation, but decreases slightly with poor (k>5 Wm⁻¹ K⁻¹) insulation. This shows that for steady-state conditions, involving higher temperatures,
the effectiveness of the insulation of a highly-emissive enclosure will determine the system's efficiency.

2.7. CONCLUSIONS

If an entire wall of an enclosure is uniformly heated, improved convective heat transfers would result relative to employing flush, or protruding discrete heaters on the wall. Experimental results from free space show that when cylindrical heaters are mounted close to a vertical wall, improved convective flow and heat transfers can occur, more than if the heaters were to be situated at the base or along the upper horizontal wall. This has not yet been fully verified in a totally enclosed space.

Enclosure data have shown that convective heat transfers from a uniformly heated vertical wall would be higher than from a vertical wall with flat, discrete heaters at similar Ra. The maximum convective transfers would occur when a discrete heater is flush-mounted on a vertical wall at y/H=0.4.

It has also been shown that natural-convection heat transfers decrease when a heater is positioned close to a lower horizontal wall, rather than when it is positioned horizontally and close to a vertical wall. Although it is common for ovens to incorporate base-mounted heaters, the conditions under which enhancement or otherwise of convection would occur have not been established in the open literature.

In an enclosure fitted with an inner body, the total heat-input by protruding heaters or line heat-sources must be accounted for by the heat absorbed by the inner body, and that lost through the enclosure. Consequently, a reduction in heat loss by insulating the enclosure should result in increased heat gain by the inner body for the same total power input. Also, an enhancement in one mode of heat transfer could cause a reduction in other modes, if the total heat input remains the same. It has also been established that thermal mass and insulation properties played a more significant part during transient conditions than when steady-state conditions have been achieved.

While the process of calculating radiative heat-transfers in a non-absorbing medium is well established, that for natural convection has yet to evolve into universal acceptability. With radiation and convection interactions, more parameters than equations often prohibit a numerical solution. Various problems, notably instability and
oscillations, have limited the application of most numerical methods to regions of low values of Ra, and attempts at obtaining solutions for higher Ra and conditions where turbulence would exist have often met with conflicting results. It is therefore necessary to continue to rely on experimentally-derived solutions.

Convection improves temperature-uniformity of inner bodies, and from an energy standpoint, there may be significant advantages if this were to be achieved by natural rather than by forced convection. By varying the location of discrete line heaters in an enclosure, it should be possible to quantitatively determine the contribution of convection to the overall heat-transfers.

The present study will investigate experimentally, the heat transfers in an enclosure fitted with an inner body and cylindrical, sheathed electric heating-elements, with the aim of augmenting the transfer of heat uniformly to the inner body by natural convection. Experimental investigations will be carried out to examine the variability of natural convection heat transfers with heater location within an enclosure. An improved method of quantifying the convective component of the heat transfers will also be investigated.
Fig. 2-1 Enclosure with symmetrical inner body and parallel wall flow

(a) symmetrical rectangular annular flow

(b) half of flow in enclosure

(c) approximate parallel wall configuration
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Fig. 2-10 Schematic representation of a metallurgical heat-treatment furnace (with controlled atmosphere)

Fig. 2-11 Furnace heated by roof-mounted cylindrical heaters
3. HEATING ARRANGEMENTS IN OVENS
3.1. INTRODUCTION

From Chapter 2, it is clear that by varying the positions of heaters in an enclosure, the proportion of heat transferred by natural convection would be altered. For example the use of four horizontal cylindrical heat sources produced a Nusselt number of only 84% for the upper heaters when compared with those of the lower heaters [32], whereas when the number of tubes were considerably increased, Nu was actually reported to be marginally higher for the upper cylinders, using identical enclosures [35].

If these assertions were to be maintained at elevated temperatures, such as encountered in ovens, then it would be possible to effect heating arrangements which enhance natural convection. The enhancement may also be applicable to natural convection heating of higher viscosity fluids such as in lubricating and heavy fuel-oil storage tanks. Since a fan or pump would no longer be required, there are benefits with respect to energy usage, manufacturing and life-cycle costs. There are operational benefits as well which bear directly on comfort (noiseless operation in domestic ovens) [53], and demand side management, where only a non-inductive load need to be considered during electrical energy management and policy.

The principle behind the heating arrangements in ovens is not altogether unknown, with, for example, some convective domestic cubical ovens [50] utilising protruding heating-elements mounted (often behind a radiation vented shield or tray supports) at the lower half of the vertical walls and some with extra elements along the upper half of the vertical walls [51]. However, a comprehensive comparative analysis of various configurations has hitherto been elusive.

Many ovens and some electric furnaces have protruding, concentrated heating-elements mounted clear of the walls, rather than flush or uniformly heated walls. An earlier investigation [16] utilised a variant of such heating-elements in a rectangular-sectioned oven. It was indicated that while crown-mounted protruding heating-elements produced a stratified heating arrangement, the other accompanying configurations studied improved the proportion of natural convection.
However, because these assertions were not backed up by any quantitative analyses, the degree of improvement could not be ascertained. It was also not possible to determine the degree of stratification for the top-heated enclosure due to the lack of flow visualisation. A further survey of the literature did not unearth any prior work that undertook a comparative quantitative analysis.

To address these and earlier problems would require exploring some existing, as well as untried heating arrangements, which would necessarily culminate in quantitative and comparative analyses. This would also allow a better assessment and understanding of the practicalities or limitations of attempting to augment natural convection in ovens.
3.2. THE EXPERIMENTAL RIG

The experimental rig employed for the present investigation consisted of a steel oven enclosure, with glazed ends, an arrangement of 7.9mm diameter electric heating-elements, a water-cooled hollow inner body, a thermo-circulator to keep the temperature of the inner body uniform to within ±0.1°C, a stabilised power supply, and the associated data acquisition equipment (see Fig. 3-1). The apparatus was developed from that used by Cheung [16]. However, as it incorporated a new and improved inner body which was designed to be operationally isothermal, thermally-insulated enclosure walls, and more comprehensive instrumentation, a brief discussion of the test rig is presented here.

3.2.1. Enclosure

The 750mm long, 350x350mm square-section enclosure, (see Fig. 3-2) was constructed from 1.2mm thick mild steel, and finished with high temperature black paint (ε=0.85). The effective working-length of the heated enclosure was assumed to be 580mm, the heater lengths.

Theoretically a two-dimensional enclosure has infinite depth and no temperature gradient in that direction, whereas radiation is inherently three-dimensional. However, 3-D effects are usually negligible, as deduced through the studies of Ozoe et al [54], provided that the third dimension is over twice the height or width [44]. For this enclosure with an inner body, the appropriate dimension to consider is the annulus, formed between the inner body and the enclosure's width. In the present study, no guard end heating compensation was employed, but the effects of the third dimension were investigated by noting the proportion of heat losses occurring via the glazed ends.

A single layer of Rockwool (k=0.06) was utilised for the insulation of the enclosure. It was applied in sections so that only the areas disturbed when the heater positions were changed would need to be replaced. Requirements for flow visualisation necessitated the use of 6mm-thick, flat, high temperature pyrex glass plates, to cover the ends. These glass end-plates were not insulated so that the flow visualisation results could be used to aid in the understanding of the steady-state thermometric results.
3.2.2. Inner Body

The rectangular-section inner body (158 x 70mm), 650mm long (see Fig. 3-3), was designed to be concentric with the outer enclosure. Internally, the perforated water inlet and outlet pipes, which protruded through approximately 85% of the length of the inner body were mounted via thin internal supports. Water was led in through the lower pipe perforations, and through a baffle/deflector plate to the upper outlet pipe, and then back to the closed circuit thermo-circulator. An external means of supporting the cooling water entry and exit pipes, and hence the inner body, permitted precise adjustment of the position of the inner body inside the enclosure, in order to achieve concentricity. To prevent end losses, and to reduce any local air circulation currents occurring at the ends in the y- or z-direction, the end faces of the inner body were thermally insulated with fibrous blocks of identical cross-sectional dimensions as the inner body. These blocks virtually abutted the glass end plates.

3.2.3. Heating-elements Configurations

3.2.3.1 Heating-elements

The design of the enclosure permitted the installation and re-arrangement of the heating-elements (see Fig. 3-4) to form various heating configurations, each heater hole transversely separated by 70mm, and longitudinally, by 580mm. The 50mm "cold ends" of each heating-element were bent through 90 degrees so as to project outwards through appropriate cylindrical couplings mounted in the walls of the enclosure. Provision was made for up to five heating-elements to be mounted along each sidewall.

3.2.3.2. Basis of the heating-element configurations

From the literature survey, it was found that arranging heaters above generally produced stratified heating, heat being transferred to the inner body primarily by radiation and gaseous conduction. Arranging heaters along the sidewall, or at the base, would produce convective heating. The heater configurations investigated in the present studies utilised these basic principles, as well as mixing these to produce combined effects.

For instance, C8 was obtained from C7 by raising the lower mounted heaters from the base to the lower section of the sidewall; C7 in turn was a combination of crown- and
base-mounted heaters, as employed in multi-deck electric ovens [55] and in domestic top ovens although with the lower floor heated by flush or concealed heaters [51]. Nine experimental configurations were investigated (see Fig.3-5). Seven of these consisted of four heating-elements while the other two (C3 and C6) had only three (see Table 3.1). Due to design constraints, each heater was set at 35mm from the nearest enclosure wall, (i.e. ≈30mm peripheral distance to wall).

**Table 3.1 Heating-element arrangements**

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Heater arrangement</th>
<th>No. of heaters</th>
<th>Maximum Qin</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>2 along each sidewall</td>
<td>4</td>
<td>805</td>
</tr>
<tr>
<td>C2</td>
<td>1 along each wall</td>
<td>4</td>
<td>805</td>
</tr>
<tr>
<td>C3</td>
<td>3 along the crown</td>
<td>3</td>
<td>603</td>
</tr>
<tr>
<td>C4</td>
<td>3 along the crown and 1 along the base</td>
<td>4</td>
<td>805</td>
</tr>
<tr>
<td>C5</td>
<td>1 along the crown, 3 along the base</td>
<td>4</td>
<td>805</td>
</tr>
<tr>
<td>C6</td>
<td>3 along the base</td>
<td>3</td>
<td>603</td>
</tr>
<tr>
<td>C7</td>
<td>2 along the crown, 2 along the base</td>
<td>4</td>
<td>805</td>
</tr>
<tr>
<td>C8</td>
<td>2 along the crown, 2 along the lower sidewall</td>
<td>4</td>
<td>805</td>
</tr>
<tr>
<td>C9</td>
<td>2 along the lower sidewall, 2 at the lower corners</td>
<td>4</td>
<td>805</td>
</tr>
</tbody>
</table>

### 3.2.4. Control and Instrumentation

The requirements for steady-state conditions and various power inputs necessitated the use of an automatic a.c. voltage stabiliser and an auto-transformer. A thermo-circulator closed-cycle system consisting of a chiller, heater, pump and associated water circuit was employed to regulate the inner body temperature to an initial set temperature of 50°C.
3.2.4.1. Thermometric measurements

Data-loggers were used to collect data from the various type K thermocouples which were positioned around the external body of the enclosure and in the air spaces (see Fig. 3-6). The 0.2 mm diameter thermocouples employed for measuring the air space temperatures were not shielded from direct radiation because of the anticipated complicated flow directions in the enclosure.

3.2.4.2. Interferometric measurements

Another method for obtaining the temperature distribution or heat transfer coefficients within the annulus is by interferometry. A collimated laser beam is split into two paths - the reference and the working beams - and then recombined as shown (see Fig. 3-7). This principle is utilised in the Mach-Zehnder Interferometer (MZI) [56]. If the beams intersect at an angle, or traverse unequal path lengths, there will be bright lines where the peaks of the waves reinforce and dark lines where the troughs coincide, giving a series of light and dark lines (or fringes).

If the lengths traversed in each path are equal and the beams recombine identically, they will form a uniformly lit (or dark) frame on an output screen. This is the infinite fringe mode. Adjusting to obtain the infinite fringe mode can be difficult, and an improved adjusting procedure with rapid path convergence, optimised from the existing adjusting procedure [57,58] specifically for the MZI available at Cranfield University, is included (see Appendix A).

A path length can be altered by changing the refractive index of the fluid medium. One of the factors which govern the refractive index is the temperature of the medium. If a cell at a different temperature (e.g. from ambient) is introduced into one of the paths - the working path - fringes will be produced on the output screen which can be related via the density differences and the refractive index to the temperatures within the test rig (see Appendix A).

The use of the MZI would normally possess several advantages chiefly [56]:

a) the air flow remains undisturbed because there is no introduction of thermojunction leads and
b) there are no inertial errors because of instantaneous mapping of the thermal profiles.

However, the enclosure was much larger than the ellipse (180x150mm) produced by the interferometer. This required taking multiple frames, which neutralised the latter advantage of inertial errors. The large glass end plates were also found not to be sufficiently optically flat, so that irregular fringes were introduced. Another set of glass end plates which was optically flat ($\lambda < 1/5$), but which covered only one-half of the enclosure width was utilised. Two dedicated jigs to be mounted on the enclosure ends were constructed from plywood to accommodate the smaller sets.
3.3. TEST PROCEDURES

3.3.1. Preliminary and Thermometric Tests

A preliminary test was carried out before insulating the enclosure to investigate the performance of the new inner body, the heating-elements' temperature uniformity, the outputs of the thermojunctions, and to test various heating-element configurations. Unused heating-element mounting holes were covered. The power input was temporarily varied from zero to 70% of the installed power (i.e. 1575W of the available 2250W), using C1. Subsequent operations were limited to a maximum of 60% of the installed voltage (Qin=201 W/element) to ensure that various components remained within their prescribed limits.

The enclosure was insulated on the four walls, with 50mm-thick Rockwool (0.038<k<0.079 Wm⁻¹K⁻¹, 50<T<250°C) and additionally wrapped with reflective aluminium foil to reduce the radiative losses. By installing thermocouples between the foil and the insulant, the ambient convective flow could also be ignored when the heat losses through the insulation were analysed. The glass end plates remained uninsulated.

3.3.2. Flow Visualisation

A light projector was centrally positioned 2.5m from one end of the rig, while a Praktica LTL3 35mm camera was placed at the opposite end, in the shadow cast by the inner body, to eliminate glare. A tube was passed through one of the unused heating-element mounting holes and manipulated so that smoke could be guided to enter at the centre of the lower region of the enclosure. The outer end was connected, via a suitable flexible hose to the smoke tube and bellows.

For each configuration, two smoke visualisation tests were carried out at the power inputs of 200W and 800W (150W and 600W for 3 element configurations). Between each injection of smoke, the glass end plates were removed and cleared of any adhering smoke particles in order to ensure continued photographic transparency. The enclosure cavity walls and the inner body were also thoroughly cleaned regularly in order to retain the existing surface emissivities. Subsequent recovery to steady-state conditions took up to 12 minutes. The smoke patterns were then recorded.
3.3.3. Interferometric Tests

The enclosure rig was located on a milling machine so that for the interferometric tests, the rig could be accurately traversed across the working beam, both horizontally and vertically. The glass end plates were first removed, the holders disassembled, and replaced by the smaller, optically-flat plates, located in the wooden jigs. This process was only necessary once as only the convective configurations subsequently recommended were required for these tests. Therefore, the main high temperature tests were completed before commencing on the interferometric tests. The temperature difference to which the smaller, optically-flat plates were subjected was kept below 70°C.

The possible enclosure (half) aperture was 185mm wide and 350mm high. The ellipse obtained from the parallelogram arrangement of the MZI was 180mm high by 150mm wide. Therefore, six photographic frames were required to thermally map the symmetric vertical half of the enclosure because of the enclosure angular corners. The elapsed time between each re-positioning of the rig and taking photographs was very large (approximately 50s). However, the validity of the interferograms were not unduly affected because no quantitative analyses were utilised from the tests.
3.4. DATA REDUCTION AND CALCULATIONS

In order to estimate the total rate of heat transfer, it is customary to calculate the rate of heat transfer separately for each mode. The total heat flux to the inner body can be written as:

\[ q = q_{\text{conv}} + q_{\text{cond}} + q_{\text{rad}} \]
\[ = h(T_2 - T_1) + \frac{k}{t} (T_2 - T_1) + \varepsilon \sigma (T_2^4 - T_1^4) \]  

(3-1)

In the case of higher temperature enclosures, ovens and furnaces in particular, it is also useful to compare the proportion of heat transfer for each mode, and the proportion intercepted by the different surfaces of the inner body, for design analysis and onward operational modifications.

3.4.1. Radiation Heat Transfers

In an enclosure, heat transfer by radiation involves successive reflections and absorptions by the surfaces of the inner body and enclosure. These consist of the incident flux, that portion of it which is reflected, that which is transmitted, and the flux which is emitted by virtue of the surface's temperature. For most engineering materials, the transmissivity is negligible except when the end plates are of glass, as in this instance. An allowance was made for the heat losses through the glass end plates due to the transmissivity of pyrex (borosilicate glass). The enclosure surface was painted black (\( \varepsilon = 0.85 \)) so that, in conjunction with the emissivity of the inner body (\( \varepsilon = 0.7 \)), re-radiation (which in the extreme would be proportional to an effective emissivity of 0.3x0.15=0.045) was assumed to be negligible.

The radiation view factor [6] given by the equation

\[ F_{1-2} = \frac{1}{\pi A_1} \int_{A_2} \int_{A_2} \cos \beta_1 \cos \beta_2 \frac{dA_1}{dA_2} / s^2 \]  

(3-2)

represents the fraction of radiation emitted by the surface \( A_1 \) which is intercepted by another surface \( A_2 \) which see each other. This is purely a function of the surface geometries. The net heat arriving at the inner body is then:

\[ Q_{1-2} = \sigma \varepsilon_1 F_{1-2} A_1 (T_1^4 - T_2^4) \]  

(3-3)
This enables the heat flux intercepted by each of the four surfaces of the inner body to be determined. From equation 3-3, only \( \varepsilon_{12}Q_{1-2} \) was absorbed by the inner body. However, in order to calculate the radiative heat transfers, it is necessary to determine the view factors.

Integrating equation (3-2) can be tedious, or even impossible, except for simple geometries. One of the pioneering simple techniques for obtaining view factors, derived and developed by Hottel [6] for two-dimensional, parallel, infinitely long systems is the "Crossed-String" method. This method is also applicable to non-infinitely long radiating areas if:

a) the lengths of the exchange areas are much greater than both their cross-sections and the separation between the surfaces, and
b) the cross-sections do not change along their respective lengths.

For example, the direct-exchange area per unit length between the two surfaces 1 and 2 (see Fig. 3-8a) is obtained from a product of the view factor and the emitting area as:

\[
A_1F_{1-2} = 0.5x\{\Sigma(\text{crossed strings}) - \Sigma(\text{uncrossed strings})\}
= 0.5x\{(AD + BC) - (AC + BD)\}
\]

Greater accuracy and simplification is obtainable for non-equal areas by taking the smaller area as surface 1. As the width of surface 1 tends to zero, the crossed strings method then reduces to:

\[
F_{1-2} = 0.5(\sin \alpha_2 + \sin \alpha_1), \text{ for Fig. 3-8b} \tag{3-4}
\]

\[
F_{1-2} = 0.5(\sin \alpha_2 - \sin \alpha_1), \text{ for Fig. 3-8c} \tag{3-5}
\]

where \( \alpha \) is the angle between the normal to the centre-line of surface 1 and the lines connecting the centre of surface 1 to the edges of surface 2. From Fig. 3-9, using eqn(3-4), the view factor from the central heating-element of C3 to the upper inner body was found to be 0.55.

Some view factors already exist in the open literature [6],[59] in graphical or tabulated format, from which certain related geometries can be deduced by view factor algebra. By making suitable approximations, other view factors such as from the cylindrical heating-elements to the planar inner body can be obtained. However, the use of some of the documented view factor formulae resulted in serious errors particularly those
involving non-planar surfaces (see Appendix B). The view factors employed were therefore calculated using the crossed strings method. The method used to obtain the view factors, together with the tables are presented in Appendix B. The view factors were checked and modified by the area integral method, subsequently developed (see Appendix F).

With the aid of an emissometer, an average emissivity value for the inner body was measured as 0.70.

### 3.4.2. Natural convection heat transfer

One of the most intractable problems in convective heat transfer analyses is the choice of a characteristic length. Several experimental investigations have employed inner bodies which were warmer than their respective enclosures, so that the selection of the characteristic length was based on a variation of that as proposed by either King[60], McAdams[61], or Sparrow and Stretton[62], essentially based upon the heat leaving the hot wall. In this instance, however, the hot walls were not isothermal, and, together with the heating-elements, form a multiple heat input system. Another serious problem which is encountered when heaters are in close proximity to a wall, is how to separately determine the contribution of either the heaters or the walls to the generation of buoyancy forces. In order to circumvent this, all the analyses were based upon the heat flux arriving at the uniform-flux, cold (inner body) surface. Consequently, the characteristic length utilised was the sectional perimeter of the inner body (L=0.46).

For an ideal gas the volumetric coefficient of thermal expansion, $\beta$, can be calculated from $\beta=1/T$, where $T$ is the local temperature. The enclosed air was treated as an ideal gas, with the air temperature $T_m$, as the average of the cold wall (inner body temperature) and the mean hot wall temperature. $T_m$ was approximated by evaluating the arithmetic mean of the temperature of the heaters and the mean temperature of the enclosure, and the temperature of the inner body, i.e.

$$T_m = 0.5 \left[ 0.5 \left( \frac{1}{4} \sum_{HTR=1}^{4} T_{heaters} + \frac{1}{2} \sum_{i=1}^{Z} T_{enclosure} \right) + T_{innerbody} \right]$$

(3-8)

Other air properties were also evaluated at this mean value and the properties obtained from standard thermodynamic tables [63].
It must be borne in mind that the Boussinesq approximation, employed in estimating the value of \( Ra \), is only valid at very low temperature differences, such that \( \beta \Delta T < 0.1 \) \( (i.e. \beta \Delta T < 0.1) \) [64]. For instance, the temperature difference for C3 when the power supply was only 151W \((3450 \text{Wm}^{-2})\), was 75K, \((250 \text{K at } 604 \text{W})\); \( \beta \) \((\sim 1/323)\) was 0.003096; thus \( \beta \Delta T = 0.232 \). Even, when the average, absolute, hot wall temperature \((T_H = 403 \text{K})\) was used, \( \beta \Delta T = 0.186 \) \((\beta \Delta T = 0.436 \text{ at } 604 \text{W})\) still clearly too high, but the use of \( T_H \) in preference to the cold wall temperature gave an average numerical value much closer to the approximation across the power input range. This implies that the limiting criteria was relaxed to \( \beta \Delta T < 0.45 \) in the present study. The effect of exceeding the strict limit would be that the calculated flow rates for the buoyancy field \((Ra)\) would be progressively lowered as the temperature differences increase [65].

However, the correlations have been given, where feasible, as trends between the convection and heat input.

The total heat input was dissipated by heat transfers through the enclosure insulation and heat input to the inner body, and is written as follows in self-explanatory subscripts:

\[
Q_{\text{input}} = Q_{\text{inner body}} + Q_{\text{enclosure loss}} \quad (3-9)
\]

\[
Q_{\text{enclosure loss}} = Q_{\text{walls}} + Q_{\text{glass}} \quad (3-10)
\]

\[
Q_{\text{walls}} = 4*(k/t_{\text{insulation}})*A*(\Delta T_{\text{insulation}}) + \{hA(T_{\text{wall}}-T_{\text{ambient}})\} \quad (3-11)
\]

\[
Q_{\text{glass}} = \frac{k}{t}A(\Delta T_{\text{glass}}) + \{hA(T_{\text{glass}}-T_{\text{ambient}}) + \varepsilon A(T_{\text{glass}}^4-T_{\text{ambient}}^4)\} + \tau(F_{12}A(T_{\text{enclosure}}^4-T_{\text{ambient}}^4)) \quad (3-12)
\]

The first two terms of (3-12) have a common \( Q \), so that if two temperatures within any of the terms could be measured, then only that term need be calculated. Within the experimental work, when the attachment of the thermojunctions to the inside surface of the glass end windows was of questionable integrity, the second \{convection/emissivity\} term was utilised.

The emissivity of the pyrex glass varied between 0.64 and 0.95 across the temperature range \( 300 < T < 500 \text{K} \), and the value of \( h \) (infinite atmosphere) was obtained from
standard flat plate correlations [11]. As the inner body was extended to abut the glass end plates, a distinct temperature gradient was created between the upper and lower walls for all the configurations except C5, C6, and C9. Therefore, it was necessary to zone the heat loss from the end plates.

The heat absorbed by the inner body was evaluated from

\[ Q_{\text{inner body}} = Q_{\text{rad}} + Q_{\text{conv}} + Q_{\text{conduction, C3(upper space)}} \]  

(3-13)

\[ Q_{\text{conv}} \] was then obtained by subtraction:

\[ Q_{\text{conv}} = Q_{\text{in}} - Q_{\text{enclosure}} - Q_{\text{rad}} - (Q_{\text{conduction, C3}}) \]  

(3-14)

It is later shown (3.6.1) that C3 is a special case where all the three modes of heat transfers were distinctly present simultaneously, convective flow at the base being separated from the stratified gaseous conduction at the upper cavity, in addition to the calculated radiative heat transfers. \( Q_{\text{conv}} \) for equation 3-14 would then represent the value at the lower space. Therefore, for C3 only, \( Q_{\text{conduction}} \) was calculated by assuming gaseous conduction across the upper cavity. This varied between 1.5% and 6% because of the increase in thermal conductivity of air with temperature. The rate at which heat was absorbed by the inner body was finally checked against the heat gained by the circulating water, i.e.,

\[ Q_{\text{inner body}} = m c_p \Delta T \]  

(3-15)

However, this was applicable only at the highest power input, because the temperature difference was too small at the lower power inputs for the required thermometric sensitivity and accuracy to be achievable.
3.5. RESULTS

Nine experimental configurations (see Fig.3.5) were investigated, seven consisting of four electrical heating-elements, and the other two only three. Total power inputs were varied from 201W to 805W (151 to 604W for the 3-element configurations). At 805W the temperature of the thermocirculator approached its design limit, but this was at the required oven temperatures. 140 temperature data-points were recorded for each configuration. For configurations 1 to 7, more data were acquired at discrete, intermediate power inputs, and this permitted more flexible correlations to be deduced. Measurements of the air temperatures inside the enclosure were carried out for both horizontal and vertical profiles, at the mid-section of the enclosure where any 3-D effects would be at a minimum. Some of the configurations previously studied were compared with that obtained by Cheung [16], in order to ascertain the usefulness of the new, isothermal inner body.

3.5.1. Temperature Profile of the Inner Body

The thermocouples used for measuring the surface temperatures of the inner body were each shielded from direct radiation by contact aluminium tape. These were positioned centrally along the length, (z-plane) of the inner body, on each of its four walls.

Recorded temperature variations along the length of the inner body were small (the inner body was almost isothermal). Although it was still possible to discern subtle differences in the response of the inner body to radical changes in the configuration of the heating-elements (see Fig. 3.10), the inner body was an obvious improvement on the previous one [16], the largest difference between the lowest and highest temperatures along the length of the inner body sidewall being less than 5°C as against 93°C. The higher temperatures were recorded at the extreme ends. Therefore, it was concluded that some partial flow stagnation occurred at the ends of the inner body where it was impractical to position any holes for improved water circulation.

Along the top and bottom surfaces, C1, C2 and C5 had the highest variation on the upper surface but C1 and C2 had the least along the base, being virtually flat (see Fig. 3-10b,c). It is to be recalled that fluid was fed into, and out of the inner body along its entire length via drilled holes on the inlet and outlet pipes respectively (see Fig. 3-3). This led to the conclusion that the apparently haphazard nature of the upper and base
surface profiles, as graphically depicted was a reflection of the proximity of the flow sources and sinks within the inner body chamber. However, the temperature variations along the top and bottom surfaces were generally within ±2.5°C.

3.5.2. Vertical air space temperature profiles (y-axis)

The vertical air space temperature profiles for all the configurations at 805W (600W for the 3 element configurations) are shown in Fig. 3-11a.

The widest temperature difference between the top and bottom air spaces was obtained from C3 (configuration 3 with only 3 elements). As expected, stratified conditions were deduced with the lighter, hotter air remaining at the top, and air motion within the enclosure at a virtual standstill. Thus, heat was transferred by radiation and gaseous conduction through the air layers. The addition of a fourth heating-element at the base, C4 induced buoyancy-driven convective flows because this provided a less steep vertical temperature gradient in the lower half of the enclosure (see Fig. 3-11a). Although the maximum temperature was only marginally higher, the lower half also attained much higher temperatures than for C3.

The respective reverse configurations to C3 and C4, that of C6 and C5, with concentrated heat sources at the base clearly achieved more uniform vertical air temperatures throughout the enclosure (see Fig. 3-11a). The air was not stratified and the air temperature towards the base of the enclosure was slightly higher than that recorded in the uppermost region for both of these configurations. C5 achieved the most evenly distributed, air temperature profile. Also the temperature difference between C6 and C5 was consistently maintained from the base to the crown, because the effect of the additional heating-element at the top was to raise the mean temperature of C5.

The trends of C3,C4,C5,and C6 have been combined and shown separately (see Fig.3-11b) from that of C1,C2,C7, and C8, (Fig.3-11c) for greater clarity.

C9 was the only configuration other than C5 and C6, which achieved a near-uniform vertical air temperature profile (see Fig. 3-11c). C8 and C7 produced nearly identical vertical air temperature profiles except at the base where C8 was less effective in increasing the base air temperatures. The rise in the air temperature with elevation achieved by C1 was almost linear, a form of compromise between C5 and C4 (see Fig.
3-11a). C2 produced similar temperatures to C1 despite the temperature drop which occurred 140mm from the base (see Fig. 3-11c). This drop in temperature at this section for C2 occurred throughout the entire power range. Because this section of the experimental work was repeated with identical results, it was concluded that cool air flows descending via the inner body were somehow responsible for this drastic deviation from normal expectation.

3.5.3. Horizontal air space temperature profiles (x-axis)

3.5.3.1. Upper Region

The relatively higher temperatures exhibited near the walls by C1 can be attributed to the vertically rising hotter air having passed in series through two heating-elements vertically positioned one above the other. A dip in the horizontal temperature profile in the central section occurred with C1, in contrast to the high temperatures towards the sides of the enclosure (see Figs.3-12a-c). The general increases towards the central position exhibited by C2 and C5, conform to expectations due to the centrally positioned heating-elements on the crown, producing high, local radiative flux. A slight temperature profile reduction at the sidewalls was produced by C3,C4,C5 and C8. The pronounced dip in the profile of C9 could be attributed to the descending air flows which have passed via the inner body.

3.5.3.2. Lower Region

As might be expected the results of C3 and C6 were interchanged, when compared with the upper space temperatures, with C6 producing the higher, and C3 the lower temperature profiles (see Figs.3-13a-c). In fact, the inner body was at about the same temperature as the air temperature in the lower air space for C3 when the power input was low (<400W), suggesting that there would be no localised convection. The highest (peak) temperature profile was produced by C9 near the walls, as a result of the closely-spaced, vertically-positioned heating-elements at this zone; the lower heating-elements were also located very close to the base (30mm) and thus the nearest thermocouples adjacent to each lower vertical wall were exposed to the combined, relatively high radiative fluxes.

The profiles of C1 and C8 were similar but their mean temperatures in this zone were rather low, as a result of the lower heating-elements being far from the centre. The
profile of C2 and C4 reflected the presence of the single element at the base. Along with C3, C6 had three heating-elements concentrated on one horizontal wall, but unlike C3, C6 did not produce a stratified profile because of the inherent instability due to the density gradient inducing buoyancy flow. The effect of the single extra element in C5, was to raise the overall temperature profile in accordance with increases in power output.

3.5.4. Flow Visualisation

The main air-flow patterns were similar to intuitive expectations. Generally the flows, like the heating-element configurations, were symmetrical about the central vertical axis in the x-y plane (see Figs. 3-14a-i). When heating-elements were present along the side walls (C1,C2,C8,C9) or base (C5,C6), there was a general tendency towards vigorous convective flows. The flows induced by the heating-elements appear to be dominant as they foreshadowed those which must have been induced by the hot enclosure walls. Rapid smoke dispersion necessitated a schematic recording and presentation of the results of the flow visualisation. This is comparatively depicted by the photographs of C3, C4 and C9 (see Fig. 3-15a-f) where the sharpness in the smoke streak lines of the stratified configurations of C3 and C4, were subdued in that of the convective C9.

The most buoyant flows were obtained from C5, C6, and C9 where the lower region was warmer than the upper zone. For C6, the rising air currents moved upwards on both sides of the inner body and, upon reaching the crown of the enclosure immediately descended symmetrically, apparently without touching at the upper centre-line (see Fig.3-14f). The general pattern at the lower space was duplicated somewhat by C5 (with a fourth element centrally positioned at the top space), but the effects of the fourth heating-element at the crown were to draw the flows closer to the centre-line, and also to split them, creating secondary, horizontally-elongated closed-loop cells along the crown (see Fig. 3-14e).

Because C5 air flows seem to be more tightly wrapped around the inner body than those of C6, a more active convective heat transfer was assumed. The air flows appeared to follow the inner body angular shape, descending without any separation from contact with the inner body; but these suggest much lower velocities than C6. It was also assumed initially that C5 would produce a more uniformly heated load. However, a high proportion of the convective heat would have been dissipated by the
slower flows around the mid-section of the inner body top surface, so that, in conjunction with the high radiative flux at the same central position, it is then seen here that the top surface of the inner body may be subjected to a higher degree of non-uniform heat flux. Therefore, the disadvantages of the centrally-positioned heating-element were that:

(a) there was a concentration of irradiance from both the heater and the backwall on the central portion of the inner body upper surface;
(b) the air flow rate was lower because the buoyancy forces generated by the lower heaters appear to be opposed by those of the upper heater, and
(c) thermal energy was expended to create the recirculations at the crown.

For the case of C7, in addition to vertical symmetry, each of the four enclosure quadrants had distinct vortices (see Fig. 3-14g), but they were more pronounced for the upper corners. Each upper corner had two cells, the lower of the two forming a completely closed cell. It is often assumed that the presence of cells and eddies promote good convective heat transfers. However, it was observed that the upper cells prevented the rising main stream from direct contact with the upper heating-elements before descending towards the inner body. Consequently, the presence of the upper angular corners at the top, which promoted the hot recirculating cells, would reduce the convective component of the heat transfers. Convective flow was also observed to be generally slower at the upper space of the inner body.

Another phenomenon noticed was the influence of the unsteady, oscillating cells (01 and 02 in Fig. 3-14g) just above the inner body edges, on the flow across the upper surface of the inner body (03 and 04). The main stream flows were observed to rise and fall in sympathy with the oscillating cells, thus periodically creating rarefied pockets at the upper surface edges. Therefore, it can be inferred that improved temperature uniformity of the upper surface of the inner body would be more difficult to achieve. This is further discussed (see 3.8.1).

The vertical distance between C9's heaters was the shortest (70mm), so the lower heater plume impinged directly on the upper heater surfaces with virtually little entrainment of the surrounding cooler air, and consequently a higher upper heater temperature. It was therefore expected that this configuration should produce the hottest mean air temperatures in the cavity. But as can be seen from the vertical air
space temperature profile (see Fig. 3-11a), the increase over C7 air temperature was only marginal. However, C9 still produced a visually more convective flow than C7.

C1 had its upper and lower zones well mixed with only a faint trace of eddies at the top corners, but there were several rotating cells between the inner body and the enclosure sidewalls. The cells below and above the inner body were very unstable and oscillated virtually at all power inputs, as shown (Fig.3-14a). The traditional assumption that eddies and vortices promote good convective heat transfers is probably justified for the middle vortices because they are located between streams of high temperature differences. However, the flows at the lower enclosure's quadrants were weak and poorly directed.

In the case of C8 (see Fig.3-14h), a relatively large space below the inner body had very weak, or no convective flow patterns indicating poor convective heat transfers within this zone. The lower angular corners are again seen here as redundant, rounding off being justifiable. However, when compared with C7, the elevated lower heating-element was seen to promote a more active convective flow, not only at the sides, but also at the upper zone.

The flow patterns of C2 (see Fig.3-14b) also indicated active convection to the top and base of the inner body. However, there was a distinct absence of air flows at the sides of the inner body. This indicated that heat was being transferred mainly by radiation, and suggests that the inner body side walls were exposed to concentrated radiative fluxes from the heating-elements, without the possible smoothening effect of convective flows. With the benefit of this flow visualisation, it is now possible to understand why the air temperature in the vertical direction, about 140mm from the base (see Fig.3-14c), was colder than the air temperature at the base. The air flowing downwards through this section had just passed over the upper surface of the cooler inner body. The interaction between this and the air ascending towards the central heating-element was seen to be responsible for the oscillating cell just below the heating-element.

Although there appeared to be no vortices at the top corners, there was a relatively large cell positioned about half-way between the top corners of the inner body and the top corners of the enclosure. The effect of wall-enclosure-heater interactions are clearly demonstrated here for the heating-element along the vertical walls. Instead of
the plumes rising straight upwards, they were deflected away from the vertical walls by the vortices at the corners.

This latter pattern also applied to C8 and in the region of the lower heating-element in C1. From this it may be appreciated that the recirculating air cells located at the top corners of the enclosure were clearly deflecting the adjacent rising stream towards the inner body. On the other hand, the rising air flows emanating from the upper heating-elements of C9 were not as forcefully deflected, partly because:

(i) there were no eddies or recirculating flows in-between the heating-elements, and,
(ii) the velocity of the rising plume was relatively high so that the recirculation at the top corner was not sufficiently effective in initiating a pronounced deflection.

Overall, C9 achieved a uniform, relatively vigorous convective flow distribution in both the upper and lower spaces.

This phenomenon of deflected plumes cannot be encountered in external natural convection studies because the upper horizontal wall is seen to be responsible for creating the recirculation at the upper quadrants, which deflect the main flow away from the vertical towards the interior of the enclosure. For three of these configurations (C1, C2, and C8), the deflected air flows demonstrate the additional complications encountered in the analyses of flows and heat transfers of rectangular enclosures with protruding heaters.

The flow visualisation photographs of C3 (see Fig.3-15a-b) show the effect of stratification. The test was conducted with C4's base-mounted heater in place, but switched off, and it can be seen that when suitably shielded, the base heater would not contribute to natural convection, because the heater, shielded from direct radiation by the inner body, remained at the surrounding low air temperatures.

When smoke was introduced, there was, initially, a rapid, thin layer, flowing along the enclosure vertical walls which quickly subsided into a stable stationary boundary layer. Then the thin boundary layer slowly expanded at the upper air space, and drifted inwards towards the centre-line of the enclosure in two distinct layers; there were two horizontal layers in this upper space, one along the upper edge of the inner body and the other just below the crown-mounted heating-elements (see Fig.3-15b). The drift, horizontal and normal from each vertical wall towards the central portion occurred
very slowly, (3 minutes to travel a distance of approximately 110mm or about 0.6mm/s), and then remained virtually stationary for over 20 minutes, never quite reaching the centre-line.

This indicated highly stratified, stable conditions, with very low rates of convective heat transfer. The two spaces between the three heaters and the upper wall contained two weak stationary cells, an indication that a limited air flow existed, and was probably responsible for giving an initial impetus to the introduced smoke which clearly depicted the stratified layers. Other factors which contributed to the smoke flow were the differential temperature and density differences between the hot air and the introduced cooler smoke.

These stratified patterns therefore indicate that heat transfer was by radiation and gaseous conduction from the heating-elements to the inner body and the upper enclosure side walls, and that convective heat transfer was principally restricted to the enclosure lower space. Here, two counter-rotating cells were weakly distinguishable. As the power was increased the motion of cell rotation which was barely perceptible ceased and the direction of flow reversed. The lower air space of C3 could be considered as an empty enclosed space with the inner body at a lower temperature forming the upper horizontal wall. The rate of air flow remained particularly low as the temperature difference between the enclosure base and the corresponding vertical walls (~80°C) and the inner body base (50°C) was not particularly significant and this explains the limited convective flows attained at the base.

When compared with C3, the fourth single element which was mounted at the base to create C4 (see Fig.3-9d), served to increase the rate of air flow at the base, as well as to promote some limited recirculatory flow in the middle air space between the inner body sidewall and the enclosure sidewall. This is clearly depicted in the smoke visualisation photographs (see Fig. 3-15c,d).

While there was an obvious improvement in natural convection relative to C3, completely stratified patterns were still observed in the upper zone, similar to C3. The photographs of the flow visualisation for C9 is shown in Fig. 3-15(e-f). It can be seen that rapid smoke dispersion, coupled with visual perspective (3-D) distortion attenuated the smoke streak lines; hence the schematic presentation of the flow visualisation in Fig. 3-14(a-i).
3.5.5. Surface Temperatures of the Enclosure

Monitoring of the enclosure's surface temperatures enabled wall temperature distributions to be determined. These varied according to the heating configuration and the proximity of the heating-elements to the walls. The contribution of each of the enclosure's walls to the generation of buoyancy forces could be examined. For these reasons, and for the contribution to radiative heat exchange, the wall temperature profiles are of particular interest in thermal design.

The thermocouples were positioned both on the inside surfaces and also on the outer surfaces between the thin enclosure's wall and the insulant. The outputs of the outer thermocouples were only 0.6°C or so lower than those of the corresponding inner ones, but because there were no spurious readings from the outer ones, their outputs were utilised.

3.5.5.1. Vertical Sidewalls. (y-axis)

The sidewall temperatures reflected the trend in the air temperatures, being generally warmer at the upper zone (Fig. 3-16a). This temperature profile was true for all configurations except C5 and C6 where the base was slightly warmer than the top. The sidewall temperature of C3 showed the widest difference between the base and the top.

3.5.5.2. Base (x-axis)

C5, C2, and C6 produced the highest temperatures while, as expected, C3 with no lower elements produced the lowest. Also for C3, the temperature at the centre of the base was lower than at the corners adjacent to the vertical walls (see Fig. 3-16b), because the central section was shielded from the heating-elements by the inner body.

3.5.5.3. Crown (x-axis)

With the exceptions of C1 and C6, the central section of the enclosure's crown recorded the highest temperatures, but reduced towards the sidewalls (see Fig. 3-16c). Although, in general, the crown temperature profiles indicated a very wide temperature variation between the central portion and the ends, the profile for C6 was virtually flat. Therefore, uniform emission of radiative heat transfers could be assumed.
For C7, the temperatures of the crown adjacent to the vertical wall recorded average temperatures of 160°C whereas the vertical air temperature, (see Fig. 3-11c) was about 200°C so the top elongated cell and the associated lower cell were transferring heat by convection from the top heating-element mostly to the crown, and not to the main stream convective flows, which remained at about 165°C (see Fig. 3-12c). This confirms that eddies, cells, and vortices located at enclosure corners contribute little to the enhancement of convective heat transfers, and this justifies the rounding-off of the right-angled corners of ovens.

3.5.5.4. Surface temperatures in the z-direction

Along the length in the z-direction, (see Figs 3-17a-c), the temperatures were significantly lower at the ends than in the central section, more so for the base (see Fig. 3-17b). A longer rig, and double-glazed (as used for inspection doors in ovens), or insulated end-plates are desirable, if the effects of the 3-D convection effects around the glazed ends were to be suppressed. However the flat profile in the central portion of the enclosure roof (see Fig. 3-17c) demonstrates the usefulness of the aforementioned data for the purpose of 2-D analyses.
3.6. HEATING CONFIGURATION ANALYSES

The foregoing analyses have served the preliminary purpose of classifying the various configurations into stratified or convective, as well as to providing a general insight into the complex convective activities within the enclosure. However, the degree of convective heat transfers could only be surmised from these analyses. By reducing the data into convective and radiative heat ratios, it would be possible to compare them with each other and to the heat input. The reliability of the regression was generally higher for the correlations involving Q than those involving Nu and Ra, as discussed in section 3.2, and, to reduce repetitive analyses, are tabulated in Table 3.2.

For the order of presentation, the stratified configuration C3 is first analysed, which is then followed by C4 in order to provide a coherent background for analysing the other configurations concisely.

3.6.1 Configuration 3

Although the primary source of heat was directly supplied by the three heating-elements, the inner body consistently received more radiative flux from the crown (heater backwall) than from the heaters (see Fig. 3-18a). Direct radiation from the heating-elements was less than 35% of the total absorbed radiation by the inner body throughout the power input range (see Fig. 3-18a). Conversely, the backwall and the upper sidewalls provided over 50%, effectively the largest steady-state source of heat, due to their large radiating areas. This agrees with the findings [14] where wall emission became the largest source of heat flux at the inner body. A power ratio of 0.30 to 0.70 (heating-elements:total radiation) was fairly constant throughout the power input range.

It was noticed from the flow visualisation that limited convection occurred at the lower space. At the low power input, the inner body temperature was higher than the enclosure base temperature; thus accounting for the negative heat transfer to the inner body (Qbase/Qin in Fig. 3-18b). The proportion of heat absorbed by the inner body surfaces to the total heat supplied also showed that most of the heat was to the upper surface. Also as the power input increased, the ratio absorbed by the inner body upper surface to that of the lower surface (see Fig. 3-18c) decreased, against expectations, from about 8:1 at 200W to about 4:1 at 600W. This occurred because the rate of
increase of the upper region heat transfers was lower than the rate of increase of the combined convective and radiative heat transfers at the lower region.

With the aforementioned data, it can be confidently surmised from this steady-state trend that, for grill type ovens which somewhat approximate to this configuration, the ratio of heat input to the top surface compared to the bottom of an inner body would be exceptionally high if there were no pre-heating, especially for low thermal conductivity, thick, or frozen products.

C3 is also a typical furnace heating arrangement, though commonly without the benefit of a lower space convective heating, except when the load is skid-supported instead of resting on a hearth. While this heating arrangement may be suitable for metallic loads of high thermal conductivity, it may however prove unsatisfactory for ceramics or plastics because of the highly disproportionate imbalance between the heat received by the upper surface of a relatively low conductivity inner body to that of the lower surface. The temperature rise at the base of the enclosure was certainly the result of re-radiation by the enclosure and subsequent conductive heat transfers by the high conductivity enclosure walls. Therefore a configuration which generates a higher degree of convective flow would be necessary for low conductivity products. It was observed however, that the intensity of direct radiation was attenuated due to conduction along the crown and the side walls to the base.

As the power input increased, Ra (L=0.46 for the total enclosure and inner body) decreased (see Fig. 18d). The value of Ra obtained by considering the limited convection at the lower space (L=0.16 i.e. the width of the inner body base) increased slightly with increased power input (see Fig. 3-18f). It is to be noted that the maximum temperatures obtained at this zone was less than 100°C.

3.6.2. Configuration 4

The fourth element which was mounted at the base to transform C3 to C4 was earlier seen from the flow visualisation tests to improve the convective activity, although it was limited to the lower and middle spaces. Nevertheless, the value for Ra was large (see Fig. 3-19a-c), because the whole cavity was considered in obtaining the characteristic length, and not the lower and middle sections of the annulus to which convection was restricted. It was also observed as expected, that the proportion of the
heat losses via the insulation to power input, decreased as the power input increased, so the enclosure steady-state efficiency was consequently seen to rise.

3.6.3. Configuration 6

This configuration had three base-mounted heating-elements and was earlier observed from the flow visualisation tests to be highly convective (see Fig. 3-14f). The temperature of the central heating-element was slightly higher than the average. This was attributed to radiative exchange with the other two outboard heaters as well as reduced air inflow, due to demand by the outboard heaters. As the input power was increased, however, the ratio of convective to radiative heat transfer decreased (see Fig. 3-20(a-b)) until the heat transfer by radiation became dominant. This point was reached rather earlier during the process of increasing the power input than anticipated. The ratios of the radiative and convective heat transfers to that of the power input are compared in Fig. 3-20b, and it is clear that at this power, (300W), the proportion of heat transfer by radiation became dominant. In the investigated range, Nu increased with Ra (see Fig.3-20c), but Ra and Nu decreased as the power input was increased. The high exponent (see Table 3.2) indicated a drastic reduction in the value of Ra.

3.6.4. Configuration 5

The presence of an extra heating-element mounted at the crown to transform C6 to C5 served to raise the overall temperature of the system, and inevitably the radiative component of the heat transfers as well. Beyond the power input of 300W the radiative heat transfers began to dominate (see Fig. 3-21(a-d)). Using power ratios Qconv/Qrad, radiation started to be dominant at 0.34 for the 3-element C6 and at a comparable 0.354 for C5. The convection heat ratio profile was flat even though the power input steadily increased. Similar correlations to that of C6 were obtained (see Table 3-2).

3.6.5. Configuration 2

The convective/radiative ratios followed similar trends to those of C5, Nu increasing with Ra, although it is necessary to reiterate that Ra and Nu decreased as Qin increased. At a power input of only 220W, the proportion of convection/radiation heat transfers was below unity (see Fig.3-22(a-d)), which indicated the power where radiation became the dominant mode of heat transfer.
3.6.6. Configuration 7

Although radiation was virtually dominant throughout the entire power input range for this base-and-crown-mounted heating-element configuration, the convective heat transfers obtained with this configuration (see Fig. 3-23(a-d)) was much higher than that for C5 with three elements mounted at the base and one at the crown. The relationship between the convective heat transfers and convective flow activity (Nu vs Ra), showed a general trend of uniform proportionality, Nu increasing with Ra although Ra decreased as the power input was increased.

3.6.7. Configuration 8

There was improved convective heat transfers on C7 (see Fig. 3-24(a-d)). The lower heaters, which were slightly raised and mounted along the lower walls have previously been shown from the flow visualisation (see Fig. 3-14h) to increase convection, but this was more noticeable at the lower power (200W). It is shown here that the marginal superiority of C8 convection over C7 was retained right to oven temperatures (800W). The proportion of convection to radiation (see Fig. 3-24b) was similar to, though still marginally higher than that of C7. The reduction in the radiative heat transfer was accounted for via the lower enclosure base temperature.

3.6.8. Configuration 1

This sidewall-mounted configuration produced a very high proportion of convective heat transfers, convection being dominant for more than half of the entire power range (see Fig. 3-25(a-d)). The direct radiative view factors from the heaters were slightly lower for this arrangement, which contributed to the reduction in the calculated radiative heat transfers.

3.6.9. Configuration 9

This proved to be the most convective of all the configurations (see Figs. 3-27(a-d), partly because the direct view factor from the heaters to the inner body was the lowest, and partly because the heater mean temperatures were also the lowest. Additionally, the average wall temperatures were lower than most of the other configurations, so
that the total radiative fluxes and losses through the insulation were correspondingly lower.

3.6.10. Correlations

The correlations deduced are presented in Table 3.2. It is clear then that the correlations involving heat and heat ratios have a much improved reliability over that which employed Nu and Ra. The rapid decline in the value of Ra with increase in temperature can now be seen to give a very high exponent, with a correspondingly low constant c1. This distortion occurred for various reasons, but principally as a result of the breakdown of the approximation in the buoyancy term (because βΔT>>0.1), the type of flow, which was turbulent, (c2=0.25 with laminar flow), with flow discontinuities along the solid boundaries, and 2-D data distortion due to the transmissivity of the glass. These rendered the comparison of the deduced correlations

Table 3.2 Deduced correlations:

<table>
<thead>
<tr>
<th>Nu=c1Ra^c2</th>
<th>Q_{conv}/Q_{in}=(c4)(q_{in})^{c5}</th>
<th>Q_{conv}=c6Ln(Q_{in})+c7</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1</td>
<td>c2</td>
<td>R^2</td>
</tr>
<tr>
<td>C1</td>
<td>1E-11</td>
<td>1.423</td>
</tr>
<tr>
<td>C2</td>
<td>9E-12</td>
<td>1.423</td>
</tr>
<tr>
<td>C5</td>
<td>9E-17</td>
<td>1.974</td>
</tr>
<tr>
<td>C6</td>
<td>5E-17</td>
<td>2.164</td>
</tr>
<tr>
<td>C7</td>
<td>2E-12</td>
<td>1.613</td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nu=c1Ra + c2</th>
<th>Q_{conv}/Q_{in}=(c4)(q_{in})^{c5}</th>
<th>Q_{conv}=c6Ln(Q_{in})+c7</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1</td>
<td>c2</td>
<td>R^2</td>
</tr>
<tr>
<td>C8</td>
<td>4E-07</td>
<td>-22.1</td>
</tr>
<tr>
<td>C9</td>
<td>3E-07</td>
<td>8.63</td>
</tr>
</tbody>
</table>

with those in lower temperature systems impracticable. However, especially important are the correlations which involved Q_{conv}/Q_{in} or Q_{conv} directly, as these instantly
provide a thermal design engineer with a trend in the convection heat transfer, with respect to each configuration, to a specified power input.

3.7. INTERFEROMETRY

Having established that C9 was the most convective, interferometric tests were then carried out to obtain its two-dimensional thermal profile. The photograph of half of the vertical symmetry of C9 is shown (see Fig.3-27). The temperature of the lower heater was only 55°C, and that of the inner body 25°C. Each heater is seen to be surrounded by densely-packed fringes, an indication of boundary layer formation. The lower heater plume is seen to deviate from the vertical towards the sidewall. The upper plume initially rose vertically but then deflected towards the middle of the enclosure.

A further analysis was carried out by raising the two upper heaters until they were well above the centred horizontal axis (see Fig.3-28). This was to observe the changes in the isotherms and the probable improved contribution to heat transfers to the upper surface of the inner body. The lower heaters were retained in the lower corners. The lower plume still deviated slightly towards the sidewall, but the upper plume was seen to deviate towards the upper corner instead of towards the inner body, suggesting much more wasteful convective activity at the quadrants. Therefore, there would be no further benefit for convective flows if the upper heaters were to be raised above the central horizontal line.

Attempts to improve the transient response of a domestic (cubical) oven include the installation of an extra element (as part of the continuous loop along a sidewall) (see Fig. 2-9b) above the lower horizontal arrays. However, the foregoing analyses have demonstrated that, while this extra element would increase the upper cavity temperature, and therefore improve the transient response of the system, it could also reduce the convective component of the heat transfers as demonstrated by the roof-mounted heating-element in C5.

This observation is valid for exposed heating-elements along the vertical wall of an oven. But the same may not necessarily apply to heaters which are shielded, by louvered shelf supports [51], because these would be subject to different convection characteristics [25].
3.8. DISCUSSION

3.8.1. Improved uniform heating by natural convection

It was pointed out in the Introduction (Chapter 1) that studies of low emissivity ovens with aluminium test blocks [14,15] indicated higher efficiencies, but that when the findings were applied to low diffusivity baking items, the finished products were unsatisfactory because of hot spots on the upper surfaces. The ovens had heating-elements mounted at the base and the crown. The nearest configuration from the present 2-D study which closely resembles the tested cubical ovens of Scarisbrick et al [15] is C7. The air temperature analyses, which were supplemented by the flow visualisation analyses improved the understanding of the flow activities which occurred in C7.

As explained in section 3.5.4, the main stream along the upper surface of the inner body was influenced by the activities of the cells above it. The flows across the upper surface of the inner body were observed to rise and fall in sympathy with the oscillating cells located between the inner body upper edges and the enclosure top corners (see 01 and 02 in Fig. 3-14g), which caused the main stream to lift as it approached that edge. Thus the main flow intermittently touched the upper surface rather than sweeping the entire surface at a uniform velocity. Stagnant pockets were formed periodically, at various points on the inner body upper surface. Additionally, noting that the irradiance from the heaters would be additive to that from the enclosure backwall, it was therefore concluded that hot spots were created because the attenuating effect of convective flows were localised.

3.8.2. Transient Thermal Response

In the course of the experimental work, it was observed that C2 with one element mounted on each enclosure wall achieved a steady-state condition most rapidly with the shortest transient response. On the contrary, C9 required a fairly lengthy delay before steady-state conditions were achieved. The mean distance of the heating-elements of C2 to the inner body walls was the lowest. Consequently, C2 had the highest direct view factors from the heaters, and C9 the lowest (see Appendix B). The transfer of heat by thermal radiation is instantaneous. Therefore, it is hereby partially
associated with the faster transient response of each configuration, and not to the wall properties, which were common in each study.

3.8.3. The effect of the angular corners.

It was noted during the flow visualisation, particularly for C7 that the upper corner recirculation could not be beneficial to convection heat transfers. This is because thermal energy required to drive the flow should have been available in the interior of the cavity, nearer the inner body. It was also observed in some cases that the recirculations actually prevented direct contact of the main stream with the upper heaters, thereby reducing the convective effectiveness of the configuration. It has been shown in this study that the benefit of generous rounding of the corners should provide considerable benefits for natural convection ovens, although this could be at the expense of a reduced volumetric capacity.

3.8.4. Inner body isothermality

The inner body utilised in this study was considerably difficult to fabricate because of the incorporation of a deflecting baffle, as well as the drilled pipes immersed within the inner body. Therefore, the necessity for isothermality was assessed by comparing some of the main thermal profiles with those achieved when the inner body was not isothermal.

Because a more pronounced temperature gradient of the inner body in the z-direction occurred [16], it was concluded that a significant 3-D effect was generated which would alter the flow and heat transfer characteristics of the system. The changes would not be limited to the 3-D flow at each end orthogonal to the main flow, but extend to the conduction effect between each flow, reaching well into the interior of the enclosure, and reducing the portion of the enclosure interior which could be classified as 2-D.

Upon comparison of the vertical air temperature profiles, however, it was found that for some of the configurations - 2,3,6, (i.e. identical configurations to [16]), the shape of the curves were somewhat similar although the maximum temperature difference of each curve was marginally lower than that obtained in [16]. Similar trends were noticed for the horizontal air temperature profiles, although the temperatures recorded
were again lower in the present study, because of the slightly lower wall temperatures of both the inner body and the enclosure.

It can be deduced therefore, that for a very simple temperature profile evaluation, the stringent requirement for inner body isothermality can be relaxed.

The significance of this finding is that the extra resources required to obtain an isothermal inner body would be avoided. However, when a thermal analysis is required, it is imperative that uniform boundary-conditions be obtained, since the considerable radiative exchange is subjected to the inner body surface temperatures, which in turn would influence the enclosure wall temperatures.

3.8.5. End plate heat losses

Referring back to the flow near each of the end plates noticed during the flow visualisation, it is assumed here that had there been further temperature gradients in the z-direction, then the 3-D flow and the attendant conduction effects would have been much more considerable, and of different intensities and depth of penetration to the interior from both ends. So, while the air temperatures appear to be similar to those presented in [16], the steady-state thermal analyses would have been much more complicated because of the need to use different temperatures and view factors for the inner body walls.

Although the flow visualisation was carried out under more or less identical conditions as to that of the thermometric measurements, the penalty paid was a 17% steady-state heat loss through the thin pyrex-glass end plates. The major influence in the original choice of glass end plates was to employ an interferometric technique in analysing the heat transfer data. However, because the glass end plates were not as highly polished and flat as was necessary for interferometry, and the attendant fringe distortion was too large, interferometry was not wholly employed in the thermal analyses. Additionally, interferometry would have produced too high a fringe density at the temperatures encountered in this study [56], which would have equally made the fringe analyses difficult.

If the enclosure end plates had been fully insulated, or double-glazed as in [19], the 2-D integrity of the data would have been considerably enhanced because the proportion of the enclosure length exhibiting a uniform temperature would have been higher.
Therefore, these observed limitations should be taken into account before the correlations obtained in this study are employed.

### 3.8.6. Uncertainty in the experimental data

To obtain $Q_{\text{conv}}$, $Q_{\text{rad}}$ and $Q_{\text{insul}}$ were subtracted from $Q_{\text{in}}$. The data employed for the uncertainty in $Q_{\text{in}}$ was 1.5%, $Q_{\text{rad}}$ 7%, and in $Q_{\text{insul}}$ 3%. The largest possible variation in the uncertainty simultaneously, would be cumulative, i.e. $+0.07Q_{\text{in}}, -0.07Q_{\text{rad}}, -0.03Q_{\text{insul}}$. So when the numbers employed to obtain $Q_{\text{conv}}$ were numerically close to $Q_{\text{in}}$ so that $Q_{\text{conv}}$ was very small, the ratio in uncertainty was found to be comparatively magnified (see Appendix C). The uncertainties for the convective configurations are listed in Table C.4.

Attempts to obtain correlations based on standard concepts were shown to be unsuccessful because the value of $Ra$ declined rapidly. Because of the interactions of the enclosure corners and the inner body, and the increased influence of radiative heat transfers, it would be appropriate to refer to these problems not as a natural convection problem, but as all-modes heat transfer problem [28]. As the temperature of a system rises, the proportion of heat transfers by radiation increases because of its quartic dependence on temperatures and simultaneously, the proportion by convection falls because of the inherent characteristics of air properties (see Appendix D).
3.9. CONCLUSIONS AND RECOMMENDATIONS

3.9.1 Conclusions

Substantial improvements on convection heat transfers were made by altering the location of discrete heaters in an enclosure fitted with a symmetrical inner body. The flow visualisation and the comparative analyses enabled certain problems to be examined and analysed. The highest convective heat transfers were obtained with wall-mounted configurations C9 (34%) and C1 (28%), while the fastest response was provided by C2, with a single element centrally-positioned along each enclosure wall.

The cause of localised overheating was identified from an examination of the flow visualisation which was carried out in the 2-D rig. It was discovered that oscillating cells located elsewhere in the enclosure have an adverse effect on the flow along the solid boundaries. Thus, the inconsistency in flow path caused localised overheating, which compromised the attenuating effect of convection upon the non-uniformly heated upper surface of the inner body.

3.9.2 Recommendations

The development of ovens is product-dependent. The range of configurations experimentally studied also indicate the complexity of natural convection flows in enclosures, and that any minor changes in heating arrangements could result in considerable changes in heat transfer coefficients. However, further development could arise as a result of the need to augment natural convection in enclosures, or specifically ovens, or the need to obtain faster response from natural convection ovens.

Therefore, C9, C1, or variants of these, could be further studied for a more accurate quantitative analyses of the various modes of heat transfers, as well as to improve, still further, the convection heat transfers by altering the heater-to-wall spacings. C2 should be studied in order to examine the influence of a faster response configuration on the uniformity of heated products.

The thermometric method employed to obtain the convective component of heat transfers was found to lead to large uncertainties particularly when the convective component of the heat transfers was small. Therefore, improved methods to obtain the convection, such as by evacuation, should also be explored.
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4. NATURAL CONVECTION HEAT TRANSFERS FROM ENCLOSED HEATERS
4.1. INTRODUCTION

The preceding experimental investigation was carried out with the centreline of the heaters tentatively set at about 35mm from the walls (depending upon heater flexure under thermal loading). The greatest convective heat transfers occurred for configurations with either base- or wall-mounted heaters. However, it appears that there may be optimal locations either along the vertical wall or base, which could further improve the natural convective heat transfers.

Rectangular enclosures have an effect on convection from isolated heat sources, but the degree of enhancement achievable has not been explicitly shown to depend upon their positions within the enclosure or on the proximity to adjoining walls.

In order to resolve this issue, an examination of the existing literature was made. The experimental studies carried out utilised a line heat source (cylindrical heater) in a square-sectioned enclosure. The heater was located in various sections of the enclosure and steady-state measurements were carried out to enable an analysis of the convective heat transfers.
4.2. EXISTING LITERATURE

Experimental studies of natural convection heat transfers from horizontal cylinders in free space and close to adjoining walls, have indicated an enhancement or degradation in convective heat transfers depending upon the spacing between the heaters [22-23], between the heater and the wall, or on whether the wall is vertical, or horizontal (above or below) [24-28]. The performance of heaters in free space is often an indication of their behaviour in enclosed spaces. Therefore, a knowledge of heaters and arrays in free space was further examined as a means of anticipating their performance in a square-sectioned enclosure.

4.2.1. Single Cylinder In Free Space

Horizontal single cylinders and wires in free space have been intensively studied culminating in a review by Morgan [26] which contained a comprehensive compilation of correlations. The relevant correlations within the studied Rayleigh number range (10^2-10^{12}) are presented (see Table 4.1).

The characteristic lengths were based on the hot cylinder diameter and the fluid properties measured at the film temperatures $T_m=0.5\Delta T$. It was also reported that repeated experimental studies did not always produce identical experimental data. This is because heat transfer by natural convection was found to be susceptible to environmental (atmospheric) pressure [26].

Table 4.1 Correlations from horizontal cylindrical heaters [26].

<table>
<thead>
<tr>
<th>Range of Ra</th>
<th>Nu=c_1Ra^{c_2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>From</td>
<td>To</td>
</tr>
<tr>
<td>10^2</td>
<td>10^4</td>
</tr>
<tr>
<td>10^4</td>
<td>10^7</td>
</tr>
<tr>
<td>10^7</td>
<td>10^{12}</td>
</tr>
</tbody>
</table>

The wide dispersion or specifically the percentage coefficient of variation (=100x(standard deviation/mean)) varied from 3% to 35% for the experimental data, but the extent of the uncertainty was suppressed (5% to 26%) in the correlations. Which means that the established correlating techniques dampen the sensitivity of the
experimental data. Another phenomenon pointed out contradicted Nusselt's postulation [66], based on the differential equation of natural convection, that a temperature loading effect should exist and reduce Nu as ΔT was increased (Ra<10) when Nu was based on the cylinder surface temperature. No such systematic effect was found when Nu was based on the film temperature [26] for a wider range of Ra (10^{-4} ≤ Ra ≤ 10^{8}).

4.2.2. Cylindrical Heater Arrays in Free Space

Eckert and Soehngen [22] observed that if a second hot tubular heater was placed directly above the first in external flow, then Nu for the upper tube was only 87% of the value of the lower tube. If a third, identical heater (d=22.3mm) was then positioned above the second, (see Fig.4-1a) it would have a Nu of only 65% of that of the lowest tube. A subsequent investigation [23] confirmed that when the spacing between the cylinders was small, the heat transfer rate from an upper cylinder or wire in a vertical array decreased with decreasing cylinder spacing because of interference arising from the hot buoyant flow from the preceding cylinders.

For larger spacings, the rate of heat transfer increased with the vertical spacing by up to 30%. This is because the rising buoyant flow had more time to accelerate, and so it entrained more air from the cooler surroundings, thereby reducing the plume temperature of the ensuing mixture before reaching the next heater situated above. However, extremely small wires were used (d=0.127mm) and the average separation high. When the axis of the middle tube in a 3-cylinder vertical array was offset horizontally, its Nu increased from 87% to 103% [22], while that of the uppermost tube was only 86% (see Fig. 4-1b).

Sparrow and Boesneck [24] compared a range of horizontal and vertical offsets with that for no offset using only two horizontal cylinders of 38mm diameter. At the smallest vertical separation distance tested, (CC_v/d = 2), horizontal offsetting caused an increase in Nu of up to 27%. Generally, at small vertical separations, Nu was responsive to small horizontal offsets, but did not respond to further offsetting when the offset exceeded the cylinder diameter. At larger vertical separations (CC_v/d>5; CC_h/d>1), the rate of heat transfer was hardly affected by small horizontal offsets, but became more responsive to larger offsets. However, as the horizontal offset increased beyond a critical value, (=CC_h/d >2) depending upon the vertical separation, the effect of the lower cylinder plume became so small, that the Nu ratio results blended to a
general value of just over unity \((\text{Nu}/\text{Nu}_{\infty} = 1.03, \text{for CCV}=2)\). For \(\text{CCV}>4\), there was degradation throughout.

4.2.3. Heaters within confining walls

Sparrow and Pfeil [67] studied natural convection heat transfers from a single horizontal cylinder situated within walls which form a vertical channel or shroud. A 38mm cylindrical heater was employed at five interwall spacings, \((1.5<S_w/d<10)\), for each of three shroud heights. The cylinder was initially tested in the absence of bounding walls and favourably compared to one of the external flow correlations of Morgan [26] - \(\text{Nu}=0.480\text{Ra}^{0.25}\) (see Table 4.1). This then served as a datum from which to compare the subsequent heat transfers from the partially enclosed heater.

The highest enhancement of heat transfer rates was obtained for the narrowest interwall spacing coupled with the tallest shroud i.e. \(S_w/d=1.5, H/W=20\), but the extent of enhancement decreased markedly as the height decreased. Thus for \(H/W=20\), the enhancement was about 40% whereas at \(H/W=5\) it was only 11%. The corresponding correlation at \(H/W=20, S_w/d=1.5\) was \(\text{Nu}=0.892\text{Ra}^{0.221}\), for \(2 \times 10^4<\text{Ra}<2 \times 10^5\).

The effect of confining parallel plates on a single horizontal cylinder was examined by Marsters [68]. Two cylindrical heaters (\(d=6.35\text{mm and } d=3.18\text{mm}\)) were separately examined and the interwall spacing varied by up to 20\(d\). The use of different fluids (air, water, and freon) permitted the analysis across a wide range of \(Ra\). For all the wall spacings greater than \(2d\), enhancement was confirmed. However, all the data were obtained from a fixed elevation. Also, the effect of the Prandtl number was found to be suppressed in the deduced correlations.

Tokura et al. [25] examined a 3- and a 5-cylinder cylindrical array, \((d=28.5\text{mm})\), in a confined space between parallel plates. The optimum heat enhancement for the 3-cylinder array situated between parallel walls was obtained at a plate-to-plate distance of \(3d\), with the cylinders being vertically separated by \(2d\) (\(\text{Nu}/\text{Nu}_{\infty}=1.12, \text{Ra}=9 \times 10^4\)). This resulted in a gap of one cylinder diameter between the array and each wall (see Fig. 4-2a). The effects of the walls became negligible when the distance between any of the plates and the cylinder array exceeded 6 cylinder diameters. However, due to a large span of the multiple heater assembly, the interferograms could not be analysed.
4.2.4. **Horizontal Array of Cylindrical Heaters**  
(parallel to one vertical wall).

Using a 3-cylinder array \(d=25.4\,\text{mm}\), Al-Alusi & Bushnell [27] showed with the aid of flow visualisation that, with only one wall close to the array, the space between the cylinders and the wall acted as a chimney whereby the air particles were at a higher ambient temperature (Fig. 4-2b). The higher temperature zone creates a low density, low pressure, region between the wall and the cylinders of the array, driving the air horizontally towards the wall through the spacing between the cylinders, and upwards along the wall. The maximum enhancement occurred when the vertical cylinder separation was \(3d\) \((CC_v=4d)\). The uppermost heater also had the highest enhancement of \(1.2\) \((CC_v=1.5d)\).

4.2.5. **Wall system interactions**

Sparrow and Ansari [28] examined the heat transfer characteristics of a heated, horizontal cylinder which interacted with three types of wall systems: a) a vertical wall situated to the side of the cylinder, (b) a horizontal wall situated beneath the cylinder, and (c) a corner formed by the vertical and horizontal walls (see Fig. 4-3).

For (a) it was confirmed that the presence of a closely-positioned side wall reduces the cylinder Nusselt value in relation to that occurring when there was no wall, but this can be neglected for \(C_{Wh}/d > 0.25\). Although low emissivity heaters were employed \((\varepsilon=0.05)\) in order to maintain the radiative heat transfers at a low level, the results were still presented in the form of the ratios of the total heat transferred from each heater. This finding agrees with earlier experiments which showed that for an increased gap, the \(Q/Q_{\infty}\) ratio, (proportional to \(Nu/Nu_{\infty}\) ratio) may reach 103% of that in free space.

For (b), the presence of a lower wall reduced \(Q/Q_{\infty}\) to <1.0 throughout \((0.81<Q/Q_{\infty}<0.97,\) for \(0.08<C_{Wv}<1.3)\). The smallest values of \(Q/Q_{\infty}\) correspond to the closest spacing, but as the spacing was increased, the reduction in heat transfer was only \(3\rightarrow 4\%\). So the lower wall-to-cylinder interactions can be neglected when \(C_{Wv}>1.3\). When the heater was positioned in a corner, as in (c), the relative rate of heat transfer \((Q/Q_{\infty})\) was greatly reduced to as low a value as 0.57, although if the gap ratios \((C_{Wh}/d,C_{Wv}/d)\) exceeded 0.33, then heat ratios of up to 0.95 could be achieved. However, no flow-visualisation was presented to supplement and aid in the analyses.
Table 4.2. Heated Cylinder or Arrays in Free Space

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Reference</th>
<th>Correlation</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>One cylindrical heater, open space</td>
<td>[26]</td>
<td>Nu=0.480Ra^{0.25}</td>
<td>2x10^4&lt;Ra&lt;2x10^7</td>
</tr>
<tr>
<td>5 heaters between parallel walls (d=28.5)</td>
<td>[25]</td>
<td>Nu=0.58Ra^{0.25}</td>
<td>Mean of array 15% higher than in open space</td>
</tr>
<tr>
<td>3-cylindrical heaters parallel to one wall (d=35.4)</td>
<td>[27]</td>
<td>Nu=0.571Ra^{0.2}</td>
<td>one cylinder in free space</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nu=0.56Ra^{0.2}</td>
<td>Nu average for 3 cylinders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nu=0.6Ra^{0.2}</td>
<td>CW_h=0.5d; CC_v=1.5d</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nu=0.65Ra^{0.2}</td>
<td>CW_h=0.5d; CC_v=2d</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CW_h=0.5d; CC_v=4d</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>For uppermost heater, Nu/Nu_{ref}=1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CW_h=0.5d; CC_v=1.5d</td>
</tr>
<tr>
<td>corner effect, one cylinder</td>
<td>[28]</td>
<td></td>
<td>Nu=15% lower</td>
</tr>
</tbody>
</table>

It can now be concluded that the most significant factor which would enhance the rate of convective heat transfer from arrays in free space is the optimum offsetting practicable, which happens to be only about half the heater diameter depending upon the vertical separation (see Fig. 4-1a). When several horizontal, closely-spaced cylindrical heaters were in an array their average convective heat transfer coefficient was less than that of a single heater, whereas when positioned close to one vertical wall, or between parallel vertical walls, it was possible to effect an arrangement that would enhance the convective heat transfers by up to 15%.

It would also appear that the heater diameter is a less important parameter because the results of the 6.35 and 38 mm diameter heaters for optimal convective heat transfers were similar. Conversely, when heaters are in close proximity to a bottom wall, degradation of convective heat transfers has been shown to occur. This is different
from assumed practice in ovens where convection is thought to be enhanced by base-mounted heaters.

Clearly the same results may not necessarily apply to enclosed heaters, because the confining walls may actually direct the recirculating flows towards the base-mounted heaters. Although extensive experimental studies of cylindrical annuli exist in the open literature [13],[29],[33],[37],[69], probably because of their relative simplicity, very few experimental investigations concerning heaters in rectangular enclosures have been presented.

4.2.6. Hot Cylinders in Rectangular Enclosures

Heat transfers from a cylindrical heater to a square-sectioned enclosure was investigated experimentally [33]. The 100x100x635mm enclosure was traversed by the 28mm dia. heater along the vertical line of symmetry. The main aim of the studies was to obtain the position for the least heat transfers for improved optimal location of a district heating pipe in a duct, so the operational $\Delta T$ was less than 20K. Using interferometry, the rate of convective heat transfer was found to decrease as the heater was moved away from the middle of the enclosure to the upper horizontal wall, although enhanced heat transfers were found just below the horizontal line of symmetry. However, only the upper central cavity was studied because it coincided with the position of least convective heat transfers.

Heat transfers from two cylindrical heaters, each at a different temperature in a rectangular-sectioned enclosure were investigated experimentally [34]. When the 28mm dia. heaters were positioned one above the other in the 100x125x650mm enclosure, enhanced heat transfers were confirmed when the warmer heater was situated below. The primary objective was to inhibit heat transfers from the cylinders - simulating insulated district heating pipes - to each other, and to the external environment. However, as in [33], a small enclosure was employed and the use of differentially imposed thermal boundary-conditions reduce the applicability of the derived correlations for onward application in the present studies.

Another study of two cylindrical inner bodies one above the other in a rectangular enclosure (see Fig. 4-4a) was presented [43]. The numerical codes were also tested on a heated protrusion on the vertical wall of a rectangular enclosure (see Fig.4-4b), and this was then supplemented by experimental data. The cylindrical streamline results
were presented at $Ra=10^4$ and $Ra=10^6$. When the cylinders were close together at the base of the enclosure, there was a small recirculation between them and the adjoining vertical wall. At the higher $Ra$, there was increased convective activity at the upper horizontal wall and top corners. This was further accentuated when the upper cylinder was moved higher up towards the upper horizontal wall although the small recirculation earlier indicated by the streamlines sandwiched between the cylinders and the vertical walls had disappeared. As the upper cylinder was traversed vertically, the flow initially remained stagnant around the bottom cylinder, the temperature gradients in the vicinity were very small, and conduction was the prevailing mechanism of heat transfer. But as $Ra$ was increased a dramatic increase in $Nu$ occurred, although the rate of increase decreased as $Ra$ approached $10^6$.

The experimental and numerical study of three uniform-flux cylinders placed side by side at the base of a rectangular enclosure [47,48] revealed that although the centrally-positioned cylinder was warmest, it also produced the lowest mean convective heat transfers because there was restricted peripheral flow. This significant finding immediately demonstrates that an increase in system temperature does not necessitate a relative increase in the convective heat transfers. While it has been experimentally demonstrated that the heat transfer characteristics of heaters in the vicinity of a wall can be quite different from when operating in free space, a further scrutiny of the literature did not reveal the extent of the difference in heater flow behaviour when totally immersed in an enclosure.

The numerical investigation of Deschamps and Desrayaud [70] concerned a concentrated line heat source in the form of a cylindrical heater situated in a rectangular-sectioned enclosure. Flow velocity and the pattern of the flows appear to have been the main focus of study, and no analysis of the heat transfers occurring were presented. Otherwise, there is a dearth of information regarding heaters in rectangular enclosures.

4.2.7. Cylindrical Annuli

In the studies of eccentric horizontal annuli [33,37,67], when the hotter inner cylinder was traversed towards the outer cylinder, it was established that the position of the minimum or maximum convective heat transfers was a function of the radius ratios. Generally, for a small annular gap, gaseous conduction effects reduce the influence of the eccentricity on convection [33]. As the annular gap increased, the inner cylinder
must be offset vertically upwards by a relatively larger eccentricity in order to minimise convective heat transfers.

In the numerical studies of cylindrical annuli [69], the horizontal variation in eccentricity established a different pattern for the heat transfers, but the convective heat transfers still increased as the periphery of the outer cylinder was approached. However, this was attributed to conduction effects. The erratic variability of convective heat transfers with vertical eccentricity further demonstrate the complications encountered in enclosed spaces even though there are no abrupt profile changes, unlike in rectangular enclosures.
4.3. AIMS

In the earlier (oven) experimental studies (see Chapter 3), the heaters were provisionally set at fixed geometries (35mm) from the enclosure walls. This was partly based on the notion that the further from the enclosure walls, the less intense the radiative heat transfers and insulation heat losses, and partly because of design restrictions. Questions which remained unanswered include the spatial position of the heaters relative to the walls, and the effect when heaters are positioned at the corners. Also, convective flow from bottom heaters suggest that there may be more flow for this configuration than in free space.

The primary objective here is to obtain heat transfer data for various positions of a cylindrical heater in a rectangular enclosure and to obtain an optimum position where the heater can be situated for achieving enhanced natural convection.
4.4. EXPERIMENTAL APPARATUS

Both flow visualisation and interferometric tests were carried out using the 350x350x750mm enclosure utilised previously (see Chapter 3). The enclosure was regarded as the cold surface, being cooled by the surrounding ambient air similar to the techniques of Zhao et al. [48]. Consequently, the maximum power input flux to a cylindrical electric heating-element was limited to 990W/m².

The first heat source was a single cylindrical electric heater, 9.5mm dia. with an overall heated length of 590mm. The ratio of the heater diameter to the enclosure length was only 1:35. Radiative heat transfer is inherently three-dimensional and to reduce any 3-D effect would necessitate conducting the study at low power inputs corresponding to low heater temperatures. Consequently, the study was undertaken within the constraints of the apparatus to exclude high temperature operations. Power was supplied through a variable voltage regulator. The heater power consumption was measured with a calibrated wattmeter.

The second heater was obtained via a 55mm dia. copper pipe which was fabricated as shown, and through which water (25°C<T<55°C) was circulated (see Fig. 4-5). The black protective paint gave an emissivity of 0.88. The heater vertical position was adjusted by leverage, raising or lowering the inlet and outlet pipes via externally mounted brackets.
4.5. PROCEDURE

The 9.5mm dia. heater was first suspended in free space in the laboratory in order to ascertain its heated length, the amount of conductive loss at the ends, and the trends of the heat transfers as ΔT was altered. To this end, it was instrumented with 10 thermocouples, four of these radially distributed around the periphery at the heater mid-position. The useful heated length was 590mm. The ends were suspended by relatively large electrically insulating sindanyo tubes. The considerably larger diameter of the sindanyo tubes (17mm), and the slightly warped profile of the heaters precluded the use of the MZI for obtaining the heat transfer coefficients directly. Therefore, the convective heat transfers were obtained by subtracting the radiative heat transfers from the total heat input, any other losses being assumed to be via the enclosure.

Flow visualisation tests were carried out for two positions at the base, two at the top, and four at the horizontal mid-position as shown (see Fig. 4-6b). The minimum horizontal spacing Sh was limited to 1.5d due to arrangements for electrical insulation of the heater terminals. However, it was possible to obtain Sh=0 for the larger diameter piping arrangements. Because of the substantial similarity in the flow results of both the 9.5mm and 55mm cylindrical heaters, only that for the 55mm heater at Sh=0 is presented. Additional flow visualisation tests were also carried out for multiple cylindrical heaters in the enclosure.

A vertical probe with seven thermo-junctions (see Fig. 4-6a) was traversed across the enclosure in the x-direction in order to examine the cavity temperature profiles during each preliminary test. Because of symmetry, the probe need only be traversed across half of the enclosure for the centrally-positioned heaters. For the non-symmetrical configurations, both glass end plates were opened in order to re-position the probe on either side of the heater during the traversing process. Appropriate thermal equilibration periods were then necessary for steady-state conditions to be re-established.

The probe was retained for the main tests and this additionally served to indicate the mean air temperatures and when steady-state conditions were achieved. The data obtained when the heater was centrally-positioned was processed for use as the reference datum. Experiments were conducted on both sides of the central sidewall in
order to ascertain the consistency of the cavity results with respect to symmetry. Otherwise, all the other tests were conducted either at the central vertical line, or on one side of the cavity only.

Based on the deductions, interferometric tests were subsequently carried out for a limited number of configurations, and strictly for the larger cylindrical heater. Tests were carried out for the centre-line symmetry, and with the pipe being progressively moved closer to the vertical wall ($S_h=d$, $S_h=d/2$, $S_h=d/4$). For these, the glass end plates and retaining end flanges were replaced by the narrower, optically-flat glass plates mounted on the wooden jig as described in Chapter 3 (see 3.3.3). The difficult process of aligning the enclosure (sidewall and horizontal walls), and the pipe with the interferometer was then carried out. However, this process was necessarily repeated after each relevant flow visualisation test was completed. The MZI employed produced an ellipse (180mm x 150mm) thereby requiring a minimum of 6 photographic frames for one half-symmetry (see 3.3.3).

Further tests were carried out to examine both the air flows and isotherms of two horizontal 55mm diameter heaters in the same enclosure. This was accomplished by varying the horizontal offsets (horizontal cylinder-to-cylinder distances). The vertical spacing between the lowest heater and the lower enclosure horizontal wall was 55mm (i.e. $S_y=d$) and the gap between the two heaters, also 55mm (see Fig. 4-14(c-e)). Although the heater vertical position was adjusted by raising or lowering the inlet and outlet pipes via externally mounted brackets, this assembly was not sufficiently robust to afford exact alignment with the interferometric beam simultaneously as the enclosure walls. The problem was exacerbated by supply pipe distortions caused by differential expansion when subjected to increased temperatures. However, this would not unduly affect the deductions since no quantitative data were sought from the interferograms.
4.6. DATA REDUCTION

When a heater was located in the upper half of the enclosure, stratification occurred below. Similarly when the heater was located near one of the enclosure's upper corners, or generally in an unsymmetrical position, stratification or very limited convection occurred in the lower portion of the unoccupied position. Hence convective heat transfers occurred in an indeterminate fractional volume of the enclosure.

For a cylinder or pipe exchanging heat within an enclosure, an exchange factor which incorporates the areas and emissivities can be obtained [11]:

\[ \text{XCHF}_{1-2} = \frac{1}{T_1} + \frac{A}{T_1} \left( \frac{1}{T_1} - 1 \right) \]  (4-1)

where subscript 1 represents the inner object and F_{1-2} is unity.

Then \( Q_{\text{rad}} \) is obtained from: \( \left( 1/(XCHF_{1-2}) \right) \cdot \sigma \cdot \left| T_1^4 - T_2^4 \right| \).

Although the heaters were immersed in the enclosure, the environmental ambient air was the heat sink. The heater temperatures were less than 363K, and the glass end plates were correspondingly treated as opaque to long-wave radiation.

The thermal conductivity of the glass was taken as 1.038 Wm\(^{-1}\)K\(^{-1}\) (T<100\(^{\circ}\)C), which means that the heat losses through the end plates were relatively small for the tested range of temperatures, when compared with the rest of the uninsulated 1.2mm thick MS enclosure (k=5.1 Wm\(^{-1}\)K\(^{-1}\)). Therefore the result was assumed to be 2-D, the enclosure surfaces being used as the cold surface. The mean cold surface temperature of the walls were obtained from the arithmetic average of 20 thermocouples.

In presenting the results, it was assumed that the heat transfers with the heater located at the centre-line of the enclosure (at zero eccentricity), were subjected to the least wall interference. The Nusselt number at this position was designated \( \text{Nu}^* \) (Q\(_{\text{conv}}^* \) for the corresponding convective heat value). \( \text{Nu} \) was calculated from \( hL/k = \{ Q_{\text{conv}}/A\Delta T \} L/k \), where L, the characteristic length was taken as the perimeter of the heater (0.0298). It was initially necessary to investigate the use of either \( Q \) or \( \text{Nu} \) for comparison because \( \text{Nu} \) incorporated \( \Delta T \), where the effects of the variability in
the environmental temperatures were expected to be more pronounced. However, Fig. 4-9a subsequently confirms that the trends were similar and the differences marginal between both sets of ratios. The deviations of $Q_{conv}/Q_{\ast \text{conv}}$ from $Nu/Nu_{\ast}$ were +5.0% and -7.1%, and it is seen that the use of the $Nu/Nu_{\ast}$ relation subtly accentuates the comparative changes in the experimental data, thereby easing the analyses. This contradicts Morgan's observations [26] where the correlations dampened the fluctuations in the experimental data.

The use of the external (free space) heat transfer correlations was found to give a less exacting comparison, although the supplementary experiment enabled the level of accuracy of the correlations to be established.

The experiments involving the flow visualisation were conducted at $Ra=9.1\times10^4$ while the heat transfer experiments were conducted at two other power inputs. The variation in the value of $Ra$ for the different heater positions were negligible for identical power input, thus giving two average values for $Ra$ (i.e. $7.5\times10^4$, and $1.1\times10^5$). Therefore, the numerator and denominator of $Nu/Nu_{\ast}$, recorded at an identical power input were regarded to be at similar $Ra$. A deviation of $Nu/Nu_{\ast}$ (or $Q_{conv}/Q_{\ast \text{conv}}$) from unity immediately provides a comparative measure of enhancement or otherwise with respect to the heater location.
4.7. RESULTS

4.7.1. Flow Visualisation and Convection Heat Transfers

The heater location is referenced in non-dimensionalised X-Y co-ordinates, where X=x/350, Y=y/350 (0<X<1, 0<Y<1). The flows associated with each heater configuration are shown (see Fig. 4-7(a-f)) but because of the complications and significant differences in flow direction, strength and overall patterns, they are analysed separately. There was very little change in the value of Ra at the different locations, so the flow visualisations have been analysed at conditions for Ra=9.1x10^4, (T_H 59.3°C).

4.7.1.1. Flow visualisation: vertical traverse heater position - Centre: X=0.5, Y=0.5

The heated stream described two vortices. The descending flows along the vertical walls progressively weakened as branches drifted towards the middle of the enclosure (see Fig. 4-7b). The first set of branches contributed to the recirculating loop at each upper quadrant. The branches below the centre-line (Y=0.5) turned back sharply upwards and then horizontally, joining the earlier branches to converge on the heater. For a similar enclosure fitted with a relatively large prismatic heater, Oosthuizen and Paul [41] predicted streamlines which were unicellular but with the stationary cores located at the upper quadrants which are quite different from the present data. In addition, the descending flows were reported to separate about midway from the vertical wall whereas the present results show quite clearly a weak flow continued to descend along the vertical wall (flow penetration) until looping back upwards just before touching the lower horizontal wall.

The single interferogram composed from six photographs of the 55mm dia. pipe (see Fig. 4-17, and Fig.4-14a) is similar to that obtained by Shilston [33] (28mm dia. in a smaller 100x100x635 enclosure which allowed a single photographic exposure), with flow penetration downwards along the cold vertical wall. This agreement, in spite of the distortion introduced by concatenation, indicates that for the central position only, the enlarged enclosure would not unduly influence the flow characteristics of a single heated source. Therefore, incorporating the aspect ratio derived from a single enclosure into any deduced correlations would not significantly improve its accuracy.
The main inflows approached the heater virtually horizontally, from both sides, with an initial impetus driven by the cavity flow, but a stationary, oval-shaped cell was formed below the heater. This indicated a pocket of zero convective flow. Pockets of such reduced or zero activity signify a reduction in the mass of fluid participating in convection. Therefore, an arrangement where a line heat source, centrally-positioned and exhibiting identical flows, would not provide optimal convective heat transfers within the enclosure. Above the heater, the rising stream which entrained more air from both sides, was seen to oscillate where it met the upper quadrant recirculation (see 01 in Fig. 4-7b).

The numerical results of Oosthuizen and Paul [41] resembled more closely the study of a cylindrical annulus of zero eccentricity [69] than a rectangular enclosed heater where more flow penetration along the cold wall would be indicated.

4.7.1.2. Flow visualisation: vertical traverse heater position - Base: 
\( X=0.5, Y=0.1 (S_y/d=3) \)

The heater inflow remained horizontal but converged upon the heater just above its horizontal centre-line (see Fig. 4-7c). There was no visible smoke around the base of the heater, which implied that a degradation in natural convective heat transfers would occur. This was partially inferred in the FEM and interferometric studies of Larson et al. [42] where the streamlines failed to touch the base of the cylindrical heater in the rectangular enclosure. The stagnation layer around the base of the heater would be associated with transferring heat purely by conduction. However, a higher proportion of the lower heater surface was still reached in [41] than observed from the smoke patterns in the present experimental studies.

4.7.1.3. Flow visualisation: vertical traverse heater position, Top: 
\( X=0.5, Y=0.9 (S_y/d=3) \)

The heater inflow was similar to that of the centrally-positioned heater \( (X=0.5, Y=0.5). \) But just below the heater, a portion of the inflow split, symmetrically flowing downwards, and forming large, progressively weakening counter-rotating flows throughout the remaining expanse of the enclosure volume (see Fig. 4-7a). At low temperatures as in the present studies, the effect of the heater plume would be to transfer heat to the upper surface, but at higher temperatures as in ovens, the plume would be contacting a higher temperature upper surface (because of heater proximity),
thereby cooling it and attenuating the temperature profile as it travelled across the upper surface. This temperature modification should result in a more uniform irradiance from the wall to an inner body. The lower flows were very weak, although their effects were visible throughout the lower volume, decreasing in intensity progressively towards the base of the enclosure. Although the oval shaped stationary cell, observed below the centrally-positioned heater (see Fig. 4-7b) was not repeated in this arrangement, the weakness of the flows confirm that locating heaters along the upper horizontal wall cannot improve natural convection. However, it could reduce the temperature gradient across the crown.

4.7.1.4. Heat transfers - centre-line vertical traverse: base to crown (X=0.5, 0.1<Y<0.9).

The corresponding relationship between the heat transfers and the vertical distance are presented in Fig. 4-9b (Ra=7.5x10^4) and Fig. 4-10a (Ra=1.1x10^5). Referring to the former, the value of Nu/Nu* was first seen to rise from 0.725 at the base to a maximum of 1.24 at Y=0.24. The value was then reduced to unity at the centre of the enclosure, and further lowered to 0.79 as the heater approached the upper horizontal surface. Somewhat similar non-linear trends have also been observed in cylindrical annuli [33,69], and in vertical pipe traverses in square ducts [33]. The reduction in the convective heat transfers could be attributed to the reduced air contact with the heater at the extreme positions due to interference by the proximity of the horizontal walls, while the highest heat transfers (just below the centre of the cavity at Y=0.25) would be as a result of improved air flow into the heater from all directions.

It should be recalled from the flow visualisation (see Fig. 4-7b) that a stagnant cell existed below the heater, interpreted as a non participating mass of air, and therefore, not an optimal convective flow pattern. This partially explains why the heat transfers were higher at Y=0.25, than at Y=0.5 where axi-symmetry should have ensured the most optimal flow convergence on the heater. The other explanation is that the two main recirculating vortices created at the upper quadrants somehow interfered with flow convergence on the heater. As the heater elevation was increased, it came increasingly under the adverse influence of the recirculating vortices, such that copious inflow towards the heater was suppressed.

However, at the higher Ra (see Fig. 4-10a), the heat transfers followed a different pattern. The Nu/Nu* values rose less steeply from a low value of 0.495 to the
maximum value of unity at \( Y=0.5 \), before being reduced to a value of 0.68 at the extreme position near the crown. But the rate of decline in the upper quarter was lower than at the lower value of \( \text{Ra} \) as conduction effects improved the rates of convective heat transfers. It can be inferred from this that conduction effects became more and more significant as the temperature difference increased. Another trend noticed was that the peak enhancement in convective heat transfers shifted upwards as \( \text{Ra} \) increased, from \( Y=0.24 \) at \( \text{Ra}=7.5 \times 10^4 \) to \( Y=0.5 \) at \( \text{Ra}=1.1 \times 10^5 \). This is clearly depicted in Fig. 4-13d.

The variation in the value of \( \text{Nu}/\text{Nu}^* \) of the 9.5 mm diameter line heat-source with elevation was curve-fitted with a 4th-degree polynomial \((R^2=1)\) to yield:

\[
\text{Nu}/\text{Nu}^* = -35Y^4 + 76.4Y^3 - 57Y^2 + 17Y - 0.47; \quad \text{Ra}=7.5 \times 10^4; \quad 0.1 < Y < 0.9, \quad \text{and}
\]

\[
\text{Nu}/\text{Nu}^* = 9.7Y^4 - 16.7Y^3 + 6.4Y^2 + 1.1Y + 0.34; \quad \text{Ra}=1.1 \times 10^5; \quad 0.1 < Y < 0.9.
\]

4.7.1.5. Flow visualisation: vertical wall traverse, \( X=0.94, Y=0.5(S_h/d=1.5) \)

The flow from the heater created a single recirculating vortex which was largely bound by the horizontal centre-line (see Fig. 4-7e). The inflows (to the heater) passed under the heater, and rose between it and the vertical wall. In so doing, the combined stream was heated and expanded as it rose, giving rise to a chimney effect in the enclosure. The flow rate was considerably higher than at any other location and no cells or quadrant recirculation were formed along the vertical wall. Also, no stratified pockets were noticed in this configuration.

4.7.1.6. Flow visualisation: vertical wall traverse: Base (corner): \( X=0.94, Y=0.1; S_h/d=1.5, S_Y/d=3.0 \)

The flow from the heater rose vertically without any perceptible deflection, where it entrained more air from the cavity space. The lower left corner was not quite stratified, being slowly driven by the heater in-flow, which was virtually horizontal. Because the flow was not seen to completely surround the cylindrical heater, and there was apparently little or no flow acceleration, it was presumed from the flow visualisation that locating heaters at the base corner would produce reduced natural convection \((\text{Ra} \approx 9.1 \times 10^4)\).
4.7.1.7. Flow visualisation: vertical wall traverse: upper(corner): X=0.94, Y=0.95; Sh/d=1.5; Sy/d=3.0

The main flow activity was concentrated mostly in the upper half of the cavity, with the most vigorous portion of the flow forming a recirculating crescent-shaped cell at the upper left hand quadrant (see Fig. 4-7d). A secondary, counter-rotating weak flow, the centre of which was below the cavity centre-line, was attributed to the bifurcation of the descending flow from the cold vertical wall.

A very small, rapidly-rotating (clockwise) cell was formed at the top right hand corner adjacent to the heater (see 02 in Fig. 4-7d). The high degree of inactivity in the lower space was indicative of lower convective heat transfers. Also the tiny, rapidly-rotating cell at the top corner suggested wasteful convection because thermal energy was required to drive the cell, which was transferring heat to the enclosure corner rather than to the main stream flow which, otherwise would have been beneficial to an inner body or cold wall.

4.7.1.8. Heat transfers - sidewall vertical traverse: base to crown (X=0.94, 0.1<Y<0.9).

The corresponding relationship between the heat transfers and the vertical traverse along a vertical wall are presented in Fig. 4-9d (Ra=7.5x10^4) and Fig. 4-10c (Ra=1.1x10^5). Referring to the former, the value of Nu/Nu* was found to vary haphazardly, firstly from an enhancement of 1.3 at the base, to a degradation of 0.85 at Y=0.2, then rising again to a maximum of 1.4 at Y=0.5. The enhancement at the base corner is in conflict with the observations of a partially enclosed heater located at a corner, [28], where the values of the heat ratios fell to as low a value as 0.57 (Ra=2x10^4, Sh/d=1/12) or to 0.80 (Ra=2x10^5, Sh/d=2/3), still below unity.

At the higher elevation, the flow visualisation indicated improved air flows, principally rising between the heater and the vertical wall, similar to the chimney effect described by Al-Alusi and Bushnell [27] in their free space studies of horizontal array of heaters (also see section 4.7.1.5). The enhancement at Y=0.5 could be similarly attributed to the aforementioned improved air flows resulting from the chimney effect, whereby the rising, heated air stream created a zone of low pressure between the heater and the vertical sidewall. The improved air flows would dominate any conduction effects attributed to the proximity of the heater to the enclosure walls.
This finding is very significant for lower temperature inner bodies such as in totally enclosed, intrinsically safe electrical and electronic modules. Certain positions along the sidewall should be exploited for unvented enclosures.

The reduction in the value of Nu/Nu* above and below this position would be a combination of the growing influence of the horizontal walls as well as a probable adverse influence of the cavity vortices in inhibiting air inflows to the heater. The values of Nu/Nu* were then found to rise again at the extremities, near the horizontal walls. These could be attributed to double conduction effects - conduction influence from the two mutually perpendicular walls, the proximity of the heater to the walls promoting increased heat transfers by gaseous conduction, which offset, somewhat, the reduction in natural convection. At the higher value of Ra however, there was virtually no increase as the heater approached the horizontal walls. This was unexpected, but it should be recalled that the heater utilised was a high emissivity heater. Therefore, the increasing temperature would cause a higher value of radiative heat-transfers, thus resulting in a lower proportion of convection, ultimately leading to lower values of h and Nu. Also, for separation distances greater than the heater diameter, Sparrow and Ansari [28] reported that the value of Q/Q* (~Nu/Nu*) was found to decrease as Ra increased which agrees with the trends in this study.

4.7.1.9 Flow visualisation: Additional central horizontal traverses.

Further tests were performed in order to investigate the vertical wall interactions, in particular its role in the formation of the eddies in the upper quadrants. The heater was traversed from the centre of the enclosure (X=0.5, Y=0.5) horizontally towards one of the vertical walls (see Fig. 4-8(a-f)). For greater clarity, Fig. 4-7a and Fig. 4-7e have been reproduced as Fig. 4-8a and Fig. 4-8e respectively.

As the heater was gradually moved from the centre of the cavity, specifically to X=0.7; Y=0.5, the convective activity (in the decreasing upper right hand space) was seen to gradually intensify (see 01 in Fig. 4-8b). Simultaneously, rolling vortices or eddies were noticed along the upper horizontal wall for the left hand zone, where the flow descended. Although the flow at the base was generally weak and haphazard, the active upper right recirculating flow appeared to drive its adjacent lower flow where a somewhat increased flow was noticed flowing towards the heater.
With a further traverse towards the wall, at $X=0.88$ ($S_h/d=4$, $\approx 40\text{mm}$), the recirculating vortex in the upper right hand corner had become smaller and much more vigorous (see 02 in Fig. 4-8c). But a triangular stratified cell was centrally positioned to the left of the heater. Increased flow was noticed at the underside of the heater, with an increasing preference to flow between the heater and the vertical wall. The heated rising flow was seen to oscillate horizontally (see 03 in Fig. 4-8c).

At $X=0.9$ ($S_h/d=3$, $\approx 30\text{mm}$), the recirculating vortex in the upper right hand corner had disappeared (see Fig. 4-8d), and the flow resembled that at $X=0.95$ described earlier (see Fig. 4-7e and 4-8e). However, the larger gap which resulted from the deflected heated flow was occupied by a very small rapidly-rotating clockwise cell as shown (see 04 in Fig. 4-8d). The upper corner was also occupied by another rapidly-rotating cell (see 05 in Fig. 4-8d). A stratified pattern was also positioned below the horizontal centre-line but appeared to be smaller than for $X=0.9$, indicating improved convective capacity.

4.7.1.10. Heat transfers - traverses in the horizontal direction;

Between the central and sidewall vertical traverses, the heater was also traversed vertically at $X=0.25$, ($X=0.75$), providing further data points for analysing the wall-to-wall traverses at the base ($Y=0.1$), at $Y=0.25$, 0.5, 0.75, and at the crown ($Y=0.9$). The vertical symmetry permitted the reproduction of the traverses at $X=0.06$ and at $X=0.25$ as $X=0.94$ and $X=0.75$ respectively. The traverses across the base and the crown will be referred to as horizontal wall traverses and are discussed in the following sub-section. The traverses at $Y=0.25$, 0.5 and 0.75 are referred to as vertical wall traverses and are discussed in 4.7.1.10.2.

4.7.1.10.1. Heat transfers - traverses across the base and crown

These refer to traverses across the base and the crown (see Figs. 4-12a and 4-12c for $Ra=7.5\times10^4$). Each figure corresponds to a vertical clearance $S_y$ of 0.030m (30mm), and a minimum horizontal clearance at the corners $S_h=0.015m$. The increased values of $Nu/Nu^*$ at the corners have earlier been attributed to a double conduction effect. But the values increased slightly, as the heater was traversed from the sidewall towards the middle of the enclosure. The rise in convection was attributed to this slight increase. However, the values steeply declined again as the middle of the enclosure.
was approached. Therefore, the absence of a second wall has not been compensated for by the exposure of the heater to a presumed higher flow. At the higher value of Ra, (see Figs. 4-11a and 4-11e for Ra=1.1x10^5) similar profile was maintained, but a reduction in the heat transfers occurred throughout the traverse. The reduction of Nu/Nu* (at the base) was most severe at the centre (Nu/Nu* = 0.495 - the lowest value in this study), but it rose to 0.588 at the corners. Since the results of Sparrow and Ansari [28] for bottom wall interactions in open space showed a reduction of only 3-4% in the range (2x10^4<Ra<2x10^5), the present results affirm that enclosure convective heat-transfer degradation for the base configuration would be more severe than that for open space.

At the crown, the values of Nu/Nu* at the corners were higher than at the centre of the enclosure, but still below unity throughout (see Fig. 4-12e for Ra=7.5x10^4, and Fig. 4-11e for Ra=1.1x10^5). The double conduction effect is again partly responsible for the increases at the corners as well as the increased convective activity at the corners (see Fig. 4-7d) which are now seen to have a less adverse effect on the natural convection heat transfers than inferred from the flow visualisation.

4.7.1.10.2. Heat transfers - traverses between sidewalls: Y=0.25, 0.5 and 0.75 (0.06<X<0.94)

The three cases considered were with the heater horizontally traversed at Y=0.25, 0.50 and at 0.75, and are presented respectively in Figs. 4-12(b-d) for Ra=7.5x10^4. Each case followed similar patterns, the values of Nu/Nu* decreasing as the gaps between the heaters and the walls increased reaching a minima at X=0.25, (X=0.75). It could be recalled that a vigorous vortex developed when the heater was in an eccentric position (see Fig. 4-8(b,c)). It is postulated that this vortex suppressed the upward air flow around the heater, and as the eccentricity increased this adverse influence would increase, further interfering with copious flow around the heater; additionally, the presence of stationary cells had been associated with a reduction in the mass of fluid actively participating in the convective heat transfers; hence the reduction in the values of Nu/Nu* as the heater eccentricity increased. The heat transfer increases nearest to the walls have been explained previously, either as conduction effects (at Y=0.25 and Y=0.75) or the chimney effect (at Y=0.5). At the higher value of Ra, the profiles of Nu/Nu* were maintained although their values indicated a reduction in the heat transfers throughout.
It can be further postulated that the smaller, faster vortex of the non-symmetrical flow was subjected to more wall drag and consequently, to a lower corresponding velocity than if the configuration had been symmetrical. So that if the heater were to be brought closer to the vertical wall until the faster upper quadrant vortex disappears (i.e. $S_h \ll 30\text{mm}$), then an optimal convective enhancement would be achieved.

In the literature, the increase in heat transfers with heater proximity has been explained differently in tests conducted for eccentric cylindrical annuli by Zagromov and Lyalikov [71], Kuehn and Goldstein [37] and Cho et al. [69], where conduction effects were held responsible (analytically, and therefore numerically) for the increases in heat ratios, irrespective of where the heater was nearly touching. Sparrow and Ansari attributed the observed increase (1-3%, $S_h/d>4/3$) to possible supplementary buoyancy induced by the sidewall.

However, it is demonstrated here experimentally that while a heater in close proximity to the base (and to the crown) may be subjected to conduction effects because of restricted air flows, it is a chimney effect which must be responsible for increases in convective heat transfers at the middle region of the vertical walls of a rectangular enclosure. Furthermore, the chimney effect must be driven by the thermal energy from the heater, since the high conductivity metallic wall utilised in this study could not contribute sufficient supplementary buoyancy because its temperature rise was relatively negligible.

4.7.1.11. Flow visualisation, heater position - abut sidewall, $S_h=0$ (for $Y=0.5, Y=0.4$ and $Y=0.7$), $Ra=2.7 \times 10^7$

The first analysis at $S_h=0$ refers to the flow patterns from the cylindrical pipe heater ($d=55\text{mm}$), which touched the vertical wall at $Y=0.5$.

The main flow activity was in the upper half of the cavity, with the lower half virtually stationary. It was also noted that the direct air flow contact with the heater occurred in only about a third of the heater periphery; the sluggish air flow which contacted the heater base was an indication of dominant gaseous conduction. So, apart from the sidewall or substrate conduction effect, the convective component, whenever the heater abuts the vertical wall, should always be less than for any other position in the horizontal traverse. A small, rapidly-rotating recirculating cell (07 in Fig. 4-8f), similar to that for the smaller diameter heater (05 in Fig. 4-8d), was re-established at the upper
quadrant as well as two other tiny cells, sandwiched between the heater and the vertical wall (08 and 09 in Fig. 4-8f). The lower heater cell (09) was stationary while the upper heater cell (08) indicated rapid rotation. The upward flow around the periphery of the cylindrical heater appeared to travel with reduced velocity than when the smaller (9.5mm dia.) heater was used. However, the value of Ra for the larger heater was higher for the same temperature difference because of the larger characteristic lengths.

The photographs for Y=0.4, and for Y=0.7 clearly show the transient progress of the smoke flow paths (see Fig. 4-15(a-d) and Fig. 4-16(a-d) respectively; and the complementary schematic dimensions, Fig. 4-14(a,b)). No localised flow existed around the supply pipes, which were heavily insulated. The rolling vortices across the crown were faintly visible. Fig. 4-15d also shows the smoke penetrating right to the base at the opposite vertical wall. It was noticed that a considerable difference existed from the benchmark numerical solution [18] for a flush-mounted heater, where a wall-mounted plate heater produced uniformly unicellular streamlines. While the unicellular core was located at about the middle of the enclosure, the corresponding core in the present study was located much higher up at the middle of the upper quadrant.

Fig. 4-16(b-d) show the effect of introducing smoke at the upper part of the cavity (Y=0.7). Some mixing was eventually achieved, although a dichotomous cavity of both clear and smoky space, fenced by a planar partition in line with the heater, was still visible. Fig.4-16a shows the introduction of smoke from below, where mixing was achieved more rapidly. This can be attributed to the additional buoyancy acquired, and the longer vertical distance travelled by the smoke particles when introduced into the cavity.

4.7.2. Interferograms of sidewall interactions

Interferograms for the enclosed 55mm dia. pipe clearly show that moving the pipe closer to the sidewall reduced the rate of rise of the enclosure sidewall temperatures (see Fig. 4-18(a-c)). Fig. 4-18a shows two fringes parallel to the vertical wall. At this stage, there was negligible deflection of the plume from the vertical towards the sidewall, because the rarefied gap between the plume, the sidewall, and the upper horizontal wall would be occupied by the rapidly-rotating, rectangular-shaped
Recirculation which was earlier observed in the smaller heater flow visualisation at $X=0.88$ (see Fig. 4-8c).

As the pipe was moved closer ($S_{H}/d=1/2=27\text{mm}$), the visible fringe width along the sidewall had been reduced to a half (see Fig. 4-18b), indicating that the rising flow was sweeping and influencing the sidewall vertical temperature profile directly opposite the heater. This temperature rise was $1.5 \text{fringes} \times 0.789 \degree \text{C/ fringe}=1.2 \degree \text{C}$ (see Appendix A). This action was seen to shift the peak sidewall temperature well above the heater centre-line. Therefore, for the purposes of data acquisition, the exact point of temperature measurement along the vertical sidewall should be above the centre-line, and not on the closest approach of the cylindrical heater, as was assumed [28] in the experimental data acquisition.

At the closest distance to the sidewall ($S_{H}/d=1/4=14\text{mm}$), the fringe had disappeared altogether (see Fig. 4-18c). Ordinarily, the sidewall should have become much more warmer in response to the proximity of the heater as discussed by Sparrow and Ansari [28] due to increased radiative heat transfers. However, the high conductivity wall utilised in this study responded rapidly to the environmental thermal conditions. Therefore, it could not have produced appreciable supplementary buoyancy.

It was shown in the flow visualisation and the corresponding heat transfer analyses (see 4.7.1.8) that the imbalance in the upper vortices inhibited convection from the heaters. It was also shown that when the heater was so close to the wall that the vortices disappeared, increased convective heat transfers should occur. For the centred horizontal traverse, it can be recalled that heat transfer data were obtained at 3 discrete positions ($X=0.5$, 0.75 and 0.94) using the 9.5mm diameter heater. Between $X=0.75$ and $X=0.94$, it was expected that a gradual rise in the heat losses from the larger cylindrical heater would occur, to be exhibited as increasing fringe density around the cylindrical heater. However, the reducing fringe density for the 55mm diameter pipe (see the interferograms Fig. 4-18(b and c)) as the wall-to-heater spacing was being reduced, indicated further reduction in the convective heat transfers. This suggests that the value of $Nu$ continued to fall as the heater approached the vertical wall and that the optimal position for convective heat transfers had not yet been reached.

Since the interferograms (see Fig. 4-18(b,c)) show that the heater plume was deflected towards the wall, this would indicate that the quadrant recirculation (see 02 in Fig. 4-8c) had already been replaced by the smaller, rapidly-rotating cell just above the heater.
The presence of the small cell, however, indicated that increased flow around the heater could not occur. Still, it could be stated at this stage that larger cylindrical heaters would require smaller heater-to-wall offsets before improved or optimal convection heat transfers could be achieved.

At the minimum gap between the heater and the wall, the larger heater plume centre-line would be $S_h+d/2$ ($S_h+27.5$), whereas the plume for the smaller diameter heater would only be at $S_h+4.75$ from the wall. It is, therefore, possible to achieve zero cell formation for the smaller diameter heater. Conversely, as a cylindrical heater gets larger, the enhancement of natural convection heat transfers becomes impracticable (i.e. recirculating vortices or cells would always be formed for relatively large heaters, such as the 55mm diameter heater employed for the interferograms). However, if the spacing becomes too small, conduction effects would prevail and eventually, a recirculation would develop at the lower portion of the heater and the adjacent vertical wall, signifying further reduction in convective flows, because the spacing between the heater and the vertical wall had become too narrow for the expanding, heated air.

Another point to note concerns similarity. The value of $Ra$ ($Ra=2.7\times10^6$; $\Delta T=7.6K$; $T=299.1K$) was much greater than that for the smaller diameter heater ($Ra=7.5\times10^4$; $\Delta T=34.0K$; $T=52.0$). However, the density difference that could be generated by the smaller diameter heater at the lower $Ra$ would be much higher than that for the larger heater ($\Delta T\approx 1/\Delta p$). It is now seen that the powerful influence $\Delta T$ would not be adequately emphasised by the dimensionless parameter. Therefore, similarity must take into account the increased influence of the density ratios between the narrow gap and the cavity.

It was revealed in the literature that for one cylindrical heater situated between two confining walls or shrouds, the extent of convective heat enhancement decreased rapidly as the shroud height decreased [67]. The basic principle behind the chimney effect relies on a physical separation of the heated fluid from an environment. In the situation considered here, the physical separation provided by the small diameter heater and the vertical wall is very small indeed which immediately exposes the generated plume to the enclosure environment, and therefore is limited to a finite pressure differential. A larger cylindrical profile would be expected to provide a larger separation, and, consequently exhibit larger improved effect. However, it has now been shown that this is not so, and that a smaller gap would be necessary for a possible
chimney effect to occur. Therefore, the density difference is a more powerful parameter than the geometrical profile.

For the 9.5mm dia heater, however, the criterion for optimal convection heat transfers when positioned along the sidewall is $S_H/d \leq 15/9.5$, or $S_H/d \leq 1.5$ in a 0.35x0.35 enclosure (for $Y=0.5$, $Ra\approx10^5$; or $Y=0.25$, $Ra\approx7.5\times10^4$). The optimal offset for the larger diameter was not determined but, as it did not occur at $S_H/d = d/4 = 14\text{mm}$, then the optimal offset $S_H/d << d/4$. Another implication of this finding is that industrial ovens which utilise large fire tubes could not take advantage of a chimney effect. It is recommended that other cylindrical heater diameters be investigated in order to obtain a relationship between optimal convection, heater diameter, heater horizontal spacing from the vertical wall, and height along a vertical sidewall of an enclosure.

### 4.7.3. Flow and interferometric observations of multiple heaters in an enclosure

The studies were extended to augment the primary objectives by observing interferograms of two horizontal cylindrical heaters in an enclosure. Alignment problems, exacerbated by the differential expansions of the inlet and outlet heater pipes used in heater elevation adjustment, were overcome and simplified by using optical techniques which expanded the laser output, and consequently magnified any misalignment between the heater, the enclosure walls and the laser beam (see Appendix A). However, the hot fluid flow through the heaters could not be sufficiently balanced.

Six photographs were required to obtain half of a vertical symmetry. However, the inherent oscillation of the fringes, coupled with the differentially applied heat flux to the heaters reduced the useful applicability of the merged photographs for data analyses. Therefore, only those embracing both cylinder's plumes in a single exposure have been shown (see Fig. 4-19a,b). The wall and cylinder-to-cylinder offsets are as shown in the complementary schematic figure (see Fig. 4-14c,d).

For the vertically aligned configuration (see Fig. 4-19a), the lower plume was seen to be deflected towards the sidewall, while the upper (combined) plume was deflected towards the enclosure cavity. When the upper heater was moved closer to the sidewall ($S_{H,\text{upper heater}}=d/4$), (see Fig. 4-19b) the lower plume was still deflected but a recirculation could be deduced, from the pattern of the interferograms, between the upper heater, the sidewall, and the lower heater, suggesting that convection for the
staggered flow would be lower than for the vertically-aligned \( S_h = \frac{d}{2} \). Therefore, the gap for the upper heater should be wider in order to accommodate the higher volume of flow.

Arrays of enclosed horizontal fire tubes or electric heaters along a vertical wall should be similarly arranged. This finding could also be extended, by implication, to non-enclosed systems, such as refrigeration condenser tube arrays. The convective heat losses should benefit if the array were to be slightly inclined, with the lower tube being nearest the wall and offset by only 1.5d.

Flow visualisation studies carried out for the same heaters, but at more generous offsets (see Fig. 4-20), showed that when the cylinder-to-cylinder separation equalled their diameters, \( CW_h = d, CC_h = d, CC_v = 2d \), see Fig. 4-14e) the lower plume oscillated, alternately rising along either side of the upper heater. This sweeping oscillating flow as depicted in the photographs (see Figs. 4-20a,b) was visually concluded to be extremely beneficial to convective flows. However, it was also noted that the lower heater was swept at only half of its circumference, on the same side as the offset upper heater. This may ultimately result in poorer convective heat flow from enclosed multiple heaters if the enclosing sheath is not of a high thermal conductivity.

To enable a comprehensive quantitative evaluation of any interferograms, it is recommended that the heat flux applied to each heater be equal and uniform, which may be obtained via specially designed electric heating.
4.8. DISCUSSION

4.8.1. Discussion of experimental techniques and recommendations

1. The heat transfer data were obtained using the 9.5mm dia. heater only. It was assumed that there was negligible circumferential variation in the temperature. This was plausible because of the small diameter [25], and that the high thermal conductivity of the sheath would enable surface temperature uniformity to be achieved. However, the uncertainty in circumferential variation of the Nusselt number would be very high for the larger diameter heater [33], so that the use of interferometry for the larger 55mm dia. heater would be a prerequisite for enhanced quantitative analyses. The MZI would also enable a detailed comparison of the Nusselt numbers at various horizontal positions.

2. Photographic recording of the flow (smoke) visualisation was not possible with the smaller diameter heater because the glare from the lighting produced a dazzling effect which could not be suppressed by the filter on the camera. Therefore, it is imperative that the enclosure be incorporated with an aperture at mid-length to introduce the lighting.

3. The alignment of the larger diameter heaters for interferometry was particularly difficult because the horizontal wall, the vertical wall, the upper heater and the lower heater must be aligned simultaneously with the working beam. A specially designed bracket and vernier adjusting mechanism would be necessary if the relatively heavy, fluid-filled large heaters were to be analysed.

4. The 9.5mm dia. electric heater employed warped slightly under thermal loading. Although this did not unduly affect the experimental results, the use of any interferometry would be compromised because the heater was not straight along its axial length. Therefore, additional recommendations would include specially designed heaters which would remain rigid under thermal loading.

It is similarly recommended that the larger diameter heaters be constructed of electrically wound, hollow tubes which would be lighter, and would additionally afford the measurement of surface temperatures by passing thermocouple wires through their
bores. The uniformity of temperature along its length could also be ensured by differential electrical winding.

5. The cross-sectional aspect ratio of the heater dia. to the enclosure width was very low (9.5:350 ~ 1:37) so that the influence of the 3-D radiation from the heaters could not be determined exactly. The use of a longer rig would reduce this 3-D effect.

4.8.2. Conclusions

At the higher Ra=1.1x10^5, the horizontal walls cause reduction in convection throughout whereas the vertical walls may enhance convection provided that the heater is located about half-way up at Y=0.5. As Ra was decreased to Ra=7.5x10^4, there was substantial improvement in the convective heat transfers, and it was possible to obtain some enhancement at the lower corners.

The combined data are shown in Fig. 4-13(a-d). The main findings are that:

(a) The optimal peripheral distance of a cylindrical heater from a vertical wall of an enclosure is Sh/d=1.6, for 0.25<Y<0.5.

(b) As the temperature difference rises, or as the value of Ra in an enclosure rises (Ra>7.5x10^4), the degree of possible convective enhancement from wall-mounted heaters must diminish. Also, for the centred vertical traverse, the optimal position for convective heat transfers shifts vertically upwards (0.25<Y<0.5) as Ra increases 7.5x10^4<Ra<1.1x10^5, and,

(c) a localised chimney effect, which enhances natural convection heat transfer, exists in an enclosed space when a heat source is in close proximity to a vertical wall and the full effect does not occur until the recirculation at the upper quadrant is minimised.
Fig. 4-1  Effect of offset on vertically stacked horizontal cylinders in free space
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Fig. 4-2. Interactions of cylindrical arrays with vertical walls
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Fig. 4-3  Heater Interactions with wall configurations

(a) vertical wall interactions

(c) lower corner interactions

(b) lower horizontal wall interactions
Fig. 4-4 Cylindrical and rectangular heaters in a rectangular enclosure
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Fig. 4-5: Heated pipe arrangement

[Diagram showing a heated pipe arrangement with dimensions and labels such as cylindrical heater, fluid inlet pipe, fluid outlet pipe, 55, 12, 730, 690, and 12.]
Fig. 4-6 Enclosed heater, data acquisition positions

(a) traversing thermocouple positions

(b) Flow visualisation (testing positions)

(c) Heat transfer positions (for data acquisition)
Fig. 4-7 (a-f). Flow visualisation with different heater positions.
Variation of $\frac{Nu}{Nu^*}$ from base to crown, $(X=0.5, \, 0.1 < Y < 0.9)$, $Ra\approx 7.5 \times 10^4$

Variation of $\frac{Nu}{Nu^*}$ from base to crown at $X=0.25$ (or $X=0.75$); $Ra\approx 7.5 \times 10^4$

Variation of $\frac{Nu}{Nu^*}$ from base to crown along one vertical wall, $Ra\approx 7.5 \times 10^4$

Fig. 4-9(b-d)
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Variation of Nu/Nu* from base to crown (X=0.5; 0.1<Y<0.9), Ra=1.1x10^5

Variation of Nu/Nu* from base to crown at X=0.25 (or X=0.75), Ra=1.1x10^5

Variation of Nu/Nu* from base to crown along a vertical wall, Ra=1.1x10^5

Fig. 4-10(a-c)
Variation of Nu/Nu* across the base (0.06<X<0.94, Y=0.1),
Ra~1.1x10^5

Variation of Nu/Nu* between sidewalls (0.06<X<0.94, Y=0.25),
Ra~1.1x10^5

Variation of Nu/Nu* between sidewalls (0.06<X<0.94, Y=0.5),
Ra~1.1x10^5

Variation of Nu/Nu* between sidewalls (0.06<X<0.94, Y=0.75),
Ra~1.1x10^5

Variation of Nu/Nu* across the crown (0.06<X<0.94, Y=0.9),
Ra~1.1x10^5

Fig. 4-11
Variation of $\frac{\text{Nu}}{\text{Nu}^*}$ across the base ($0.06 < X < 0.94$, $Y = 0.1$), $Ra \approx 7.5 \times 10^4$

Variation of $\frac{\text{Nu}}{\text{Nu}^*}$ between sidewalls ($0.06 < X < 0.94$, $Y = 0.25$); $Ra \approx 7.5 \times 10^4$

Variation of $\frac{\text{Nu}}{\text{Nu}^*}$ between sidewalls ($0.06 < X < 0.94$, $Y = 0.5$); $Ra \approx 7.5 \times 10^4$

Variation of $\frac{\text{Nu}}{\text{Nu}^*}$ between sidewalls ($0.06 < X < 0.94$, $Y = 0.75$); $Ra \approx 7.5 \times 10^4$

Variation of $\frac{\text{Nu}}{\text{Nu}^*}$ across the crown ($0.06 < X < 0.94$, $Y = 0.9$)
Variation of $\frac{Nu}{Nu^*}$ across the base ($0.06<X<0.94; Y=0.1$)

Variation of $\frac{Nu}{Nu^*}$ across the crown ($0.06<X<0.94; Y=0.9$)

Fig. 4-13(a,b)
Variation of Nu/Nu* from base to crown (X=0.5; 0.1<Y<0.9)

Variation of Nu/Nu* along a vertical wall; (X=0.06 (X=0.94))
Fig. 4-14a Dimensions for Fig. 4-15

Fig. 4-14b Dimensions for Fig. 4-16

Fig. 4-14c,d Dimensions for Fig. 4-19

Fig. 4-14e Dimensions for Fig. 4-19
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Fig. 4-15. Flow visualisation, y=140
Fig. 4-15. Flow visualisation, y=140
Fig. 4.16a. Smoke introduced from below, y=240

Fig. 4.16b. Smoke introduced from above, y=240
Fig. 4-16c & d. Flow visualisation, eventually mixed
Fig. 4-17
Centrally-positioned Enclosed Heater

$Ra=1.64 \times 10^7$
Fig. 4.18. Interferograms (enclosed pipe adjacent to a vertical wall -)

(a) $S_{h} = d = 55\text{mm}$

(b) $S_{h} = \frac{d}{2} = 27\text{mm}$

(c) $S_{h} = \frac{d}{4} = 14\text{mm}$
Fig. 4-20. Oscillating impingement (at $CC_v=CC_h=d=55\text{mm}$)
5. DESIGN OF A RECTANGULAR-SECTIONED VACUUM TUNNEL OVEN
5. DESIGN OF A RECTANGULAR-SECTIONED VACUUM TUNNEL OVEN
5.1 INTRODUCTION

One of the aims of the foregoing investigations was to quantify the convective heat transfers. This was achieved by analysing the radiation heat transfer to the inner body and calculating the heat loss through the insulation; these were then subtracted from the measured heat input to obtain the heat transfer to the inner body by convection. Several errors were taken into account in the analyses of the data including uncertainty in the measurement of the emissivity of the enclosure walls and the glass end covers, the need to average the raw thermometric data to obtain zonal heat transfers, and a further assumption of negligible reflectance from the black-painted enclosure.

It was easily deduced that the errors and uncertainty in the convection values would be cumulative (see Appendix C). For very low values of the evaluated convective heat transfers, the ratio of uncertainty to the calculated convective heat transfer would easily exceed 100%.

To reduce these associated errors, an interferometric technique of evaluating the thermal profile was considered. For small temperature differences, interferometry is a proven accurate method of obtaining the heat transfer values [56]. However, apart from the financial constraints of obtaining a large (420x420mm), high temperature optically flat glass window, the temperature differences anticipated would be too large for a meaningful quantitative evaluation of the ensuing interferograms because of high fringe density.

If a highly-polished material such as aluminium were to be employed, a reduction in the radiative heat transfers would result in an increase in the evaluated convective heat transfers, and consequently be subjected to a lower uncertainty ratio. But the loss of strength at elevated temperatures, as would be encountered during experimental work when considerable heat inputs are applied, the inherent porosity of aluminium and anticipated difficulties in fabrication were the principal reasons for discarding this concept. The final approved option was to design a rig for evacuation so that the convective heat transfers would be suppressed [72]. This would require either inserting the entire 1.5m long vessel into a dedicated vacuum chamber, or designing the enclosure rig to be capable of withstanding vacuum operation. A 2-D analysis would also necessitate the use of a long rig in order to reduce end effects.
5.2. DESIGN CONCEPTS

5.2.1 Length of the Enclosure

A provisional length greater than 1.5m was chosen with a cross-sectional dimension of 0.350 x 0.350m. This would give an empty enclosure working aspect-ratio (length/height) of 4.5:1, and, if fitted with the inner body, a subsequent length/annular gap aspect ratio of 17:1. Consequently, the enclosure would improve the validity of the experimental data for 2-D analyses because end effects would be suppressed. However, the increased length precludes the use of the available Mach-Zehnder interferometer at the lower temperature range. Therefore, a traversing thermocouple was developed in conjunction with dedicated wall-attached thermocouples.

5.2.2 Vacuum chamber design

5.2.2.1 Optimal pressure vessel design considerations

Pressure (or vacuum) chambers are preferably spherical as this is the most economical shape for resisting pressures. The next preferred shape is cylindrical, but the critical (hoop) stresses are doubled for this relatively simple alteration. However, the minimum dimensions of a dedicated vacuum chamber would be very large (0.8m dia x 2.3m long). Moreover, as the experimental rig to be manoeuvred into the chamber would have appendages such as heat exchange pipe work and data acquisition probes, the final dimensions of the dedicated vacuum chamber would be much too large for the available working space. The accepted option was therefore to design the rig to cope with evacuation thereby eliminating the requirement for a dedicated, large cylindrical vacuum chamber.

5.2.2.2 Governing criteria and analyses

A procedure for designing rectangular vessels subject to internal pressure is available from ASME Boiler and Pressure Vessel Code [73] derived from Faupel [74]. For vessels subject to external pressure, the stresses are reversed, but an additional factor for consideration is buckling of the plate elements. Therefore the minimum plate thickness was first ascertained before invoking the appropriate section of the Code to
verify that the stresses are within safe limits. Further stresses introduced by providing supports for the inner body were subsequently calculated.

The governing criteria for the design of parallelepipeds pressure vessels are principally the ratio of the length of each wall to its breadth and the ratio of the deflection to the plate thickness [75]. This necessitates considerably thicker plates than if spherical or cylindrical shapes had been feasible.

5.2.3. Materials considerations

The use of mild steel (MS) was considered because of the lower initial first cost both in materials and in fabrication. However, an additional statutory constraint in the use of mild steel for pressure (or vacuum) vessels is a minimum corrosion thickness [76], especially where the working life has not yet been determined. The overall weight of the rig including a correspondingly long inner body would have exceeded 300kg! This exposed further problems in local handling within the laboratory, the large concentration of heating power required to raise its temperature to steady state conditions, and an overall higher degree of uncertainty as to the extent of the influence of wall thickness on the wall temperature profile.

5.3. ENCLOSURE

The adopted design concept entailed the use of low carbon stainless steel (SS), because of its greater resistance to corrosion. The major constraint here was the probability of distortion caused by welding a relatively long SS rig, but this was overcome by the fabrication techniques through the use of suitable jigs, fixtures, and by appropriate heat treatment in a furnace [77].

A schematic view of the enclosure rig is shown in Fig. 5-1. The 1700mm long, square-sectioned enclosure, 350x350mm, was fabricated from 6.35mm thick SS. Three threaded reinforcing members or stiffeners, with through slots, were welded on each of the four walls for the insertion of heating-elements and for subsequent flow visualisation equipment. Other SS stiffeners were welded at the far ends of each vertical wall for supporting the inner body piping. The slotted openings provided by the threaded stiffeners were then covered by cheaper, MS bolt-on supporting plates for either the heating-elements, the inner body, or the flow visualisation equipment. These
features ensured that the rig could be used for several types of heater and inner body configurations without requiring costly alterations.

The wall stresses were further reduced by incorporating stiffeners (or reinforcing members) about mid-way between the heating-element and flow visualisation stiffeners [78]. These arrangements enabled the overall length-to-breadth ratio of the wall dimensions to be reduced from 5:1 to 1:1 for optimal flat plate stress calculations.

A SS I-section was fabricated and welded on to the enclosure base, at both ends, to serve as foot stands directly in line with the inner body support carriers pads. A SS angle-section was fabricated and welded to the corresponding upper horizontal wall onto which the end cover supports could be bolted.

The layout of the enclosure is shown in Fig. E-2 (see Appendix E), which includes construction details as well as the methods of attachment of the I-section foot and end plate supports. The method of fabrication and attachment of the pads for the inner body, heaters, and flow visualisation are depicted in Fig. E-3. The all-round welded construction of the stiffeners or pad supports justified the assumption that a stress discontinuity would exist between adjacent plate elements.

The enclosure ends were provided with 420x420mm MS cover plates, of 10mm thickness. To carry each end cover plate, channel sections were bolted on to the SS stand and angle sections. The upper and lower channel sections were additionally linked together by vertical angle bars. The channels and angle bars were designed with M6 tapped holes so that the end cover plates could be screwed tightly against the enclosure. This permitted the edge conditions of the cover plate to be treated as fixed-fixed. The 10 mm thickness therefore provided a generous factor of safety (3.8). The MS supports for the inner body, were provided with oval openings (40x35), to allow for sufficient length (up to 8mm), to accommodate any differential expansion between the SS enclosure and the MS inner body. Other calculations involved are provided in Appendix E.
5.4. INNER BODY

The rectangular-sectioned inner body to be employed in the vacuum tunnel should withstand the inner fluid circulating pressure in addition to the pressure (external to it) under evacuation. Therefore, the calculation procedure to determine the strength requirements for the walls, similar to that employed for the vacuum tunnel oven, now incorporated an additional uniformly-distributed (pressure) load of $1 \times 10^5 \text{ Nm}^{-2}$ applied to the inside of the surfaces (i.e. the inner body plates were designed to withstand a pressure of $1.7(\pm 15\%) + 1.0 = 3.0 \text{bar}$).

The inner body, was designed for isothermal operation along its length using water (mixed with a corrosion inhibitor) as the circulating fluid. The inlet and outlet pipes within the inner body chamber each had 8 holes of progressively larger diameters (8-10 mm) along the inner body length, through which water was respectively supplied and discharged. Both pairs of inlet, and outlet pipes, obtained from double strength steel pipes (33 mm o.d, 6.5 mm thickness), were used to support the weight of the inner body via the enclosure supporting/carrier plates. This sideways supporting arrangement was preferred to base support, because it would create less localised flow. Each pair of pipes was connected together with welded flanges, so that the weight of the inner body was equally distributed between each pair. The hydraulic and structural strength requirements of the inner body end plates and the inner body walls necessitated the use of 10 mm and 6 mm thick MS plates respectively.

The cooling circuit was designed to follow a tortuous route around baffles before exiting through the two outlet pipes (see Fig. 5-2, and Fig. E-4). This method of internal circulation has been shown (Chapter 3) to be very effective in eliminating stagnant hot spots along the corners and ends. The holes of 8-10 mm diameter equispaced at 150 mm centres, were drilled and staggered along the top of each of the inlet pipes within the chamber, so as to provide uniform-temperature fluid entry along the length of the inner body. The increase in diameter was necessitated from calculations involving losses due to fluid friction [79]. Similarly, complementary holes (7 mm diameter) were drilled along the top of the exit pipes (see Fig. 5-2). These additionally served as an auto-vent piping system.

Another novel feature was the incorporation of a cylindrical void space within the channel baffle which reduced the cooling fluid volume by some 25%. Consequently,
the operational weight of the inner body assembly was reduced as well as the overall capacity of the fluid circuit.

To reduce or prevent any local air circulation at the ends of the inner body when installed in the enclosure, a compressed fibre sheet (170x145x5mm) was glued to each end, so that these blocks nearly abutted the MS enclosure end plates. The enclosure supports for the inner body pipes were accurately drilled (±0.5mm) so that precise adjustment of the inner body inside the enclosure could be achieved by horizontal movement, in order to achieve concentricity.

**5.5. HEATING-ELEMENTS**

An improved design was necessary for the 1400mm long heating-elements, in order to accommodate the differential expansion, which was estimated to be up to 20mm during start-up conditions. In the conventional method employed earlier, both ends of the electric heating-elements were bent through a radius of 90° so that the end terminals which protruded through the enclosure were exposed to the cooler atmospheric surroundings. Previous experience showed that when both ends are thus fixed, there is a tendency for the heating-elements to bow out in order to compensate for the ensuing differential expansion between the heaters and the enclosure. While the strain put on the sheath may be acceptable for a 500mm long heater, it would not be tolerable in this instance because the envisaged increased gap resulting from the flexure due to the differential expansion between the 1400mm long heater and the enclosure walls would substantially alter the radiative view factors. As the heater diameter in this case is also larger (9.5mm versus 7.9mm) without an increase in sheath wall thickness, the ensuing deformation may also result in complete heater failure.

The heaters were therefore designed to be fully immersed within the enclosure test rig (see Fig.5-3). Because their terminals would be exposed to temperatures in excess of 250°C, the commonly used end seals (epoxy resin or silicone rubber) were replaced with ceramic beads [80] which would withstand temperatures in excess of 600°C. As this does not fully isolate the hygroscopic MgO insulant from the atmosphere, a short period of supplying electrical power for drying out (and reducing electrical leakages through the sheath, to the measuring thermocouples), would be required each time a heater is commissioned.
The photograph (see Fig. 5-5a) shows the partly assembled enclosure, lifted on to the wheeled stand and with one of the end plates supported and held in place by bolts through the channel sections. The end view (see Fig. 5-5b) shows the installed inner body and its supporting arrangement. The photograph clearly shows that the double strength twin pipes would equally share the inner body load through the welded-on flange. Fig. 5-5b also shows two horizontally positioned heaters along the sidewalls supported at the ends by MS brackets via electrically insulating sindanyo tubes.

5.6. SEALING ARRANGEMENTS

Compressed fibre jointings were used between the pads and the corresponding enclosure surfaces. Sets of layers of woven asbestos cloth were provided between the enclosure's milled ends and the 420x420mm MS cover plates. Each set was made up of four layers, the middle layers having narrow openings for the electrical power supply leads (see Fig.5-4a). Similar joints were improvised for one of the central vertical MS pads through which the thermocouple leads were passed. When these improvised joints were pressed by either the pad or the MS end plates, an acceptable air tight seal was achieved.

Frequent access was required to manipulate the enclosure cover plates and pads, either to alter the heating-element configuration, the flow visualisation perspex pads, or to prepare the rig for vacuum operation. Therefore, for insulating the enclosure, Rockwool ($k_{max}=0.06$) was chosen because of its greater structural pliability over Micropore ($k=0.036$). However, two layers were required in order to keep the heat losses to a minimum. The outer surface of the insulation was further covered in reflective aluminium foil to minimise radiative heat losses.
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6. CONVECTIVE CONFIGURATIONS IN A TUNNEL OVEN
6.1 INTRODUCTION

In order to reduce the errors and uncertainties inherent in the previous analyses, another technique of obtaining the convective component of the heat transfers was adopted. This was to evacuate the enclosure. The ensuing heat transfers to the inner body would be by radiation, so the difference between the heat input under atmospheric pressure and that under vacuum would be that transferred by convection. The primary objectives in this phase of the study were then to:

(a) obtain an enhanced and more accurate convective component of the heat transfers to an inner body using a varied arrangement of protruding heating-elements in an enclosure;

(b) quantify the proportions of convective and radiative heating to an inner body for each heating configuration;

(c) quantify the net radiative heat transfers to the individual sidewalls of the inner body.

(d) use an evacuation procedure to validate the convective component of the heat transfers.

(e) examine the influence of the differences in wall temperature profiles between the atmospheric and evacuated tests.
6.2. RIG ASSEMBLY AND EXPERIMENTAL PROCEDURE

The apparatus used was previously described in Chapter 5 and assembled as shown (see Fig. 6-1 and 6-2). The enclosure was mounted on a 1.2m high wheeled stand with a lower platform upon which the wattmeters and the variacs were mounted. The inner body was lifted and inserted into the enclosure, and supported at its approximate working height with wooden blocks. Joints were then positioned before the connecting piping flanges were bolted to the inner body pipe flanges. The inner body wooden supports were then removed and the concentricity with the enclosure ascertained. Flexible hoses with isolating valves were then connected between the inner body and the thermocirculator. The vents were similarly connected.

6.2.1. Power supply and instrumentation

Type T thermocouples of 0.2mm diameter were used for the water circuit. Type K thermocouples of 0.2mm diameter were employed on the heaters, walls and air spaces. A Fluke 2201A datalogger was used to record the output from the type K thermocouples, a multimeter for the water turbine flowmeter, and a Newport TC2 datalogger for the type T thermocouples. Regulated power at 235 ±0.01% volts, was supplied via variable transformers, and through individually dedicated wattmeters to each of the heaters (see Fig.6-2).

6.2.2. The heat exchange circuit

The chiller circuit (see Fig.6-3) consists of a refrigeration unit with a built-in process pump which delivered cooling fluid to the inner body at 1.7bar. The chiller temperature control system was always maintained at ±0.75°C of the fluid circulating temperature (48°C). Preliminary tests were carried out to investigate the isothermality of the inner body, the uniformity of the heating-elements' surface temperatures, the outputs of the thermo-junctions, the variation of wall emissivities with temperature, and the effectiveness of the insulation.

The room within the laboratory in which the experiment was carried out was equipped with a dedicated air supply and exhaust system which allowed precise control of the local thermal environment.
6.2.3. Convective heater arrangements

The heater configurations investigated utilised earlier findings from both the literature and from the deductions in Chapters 3 and 4. The configurations (see Fig. 6-4), each consisted of four sheathed electrical heating-elements. The preliminary tests utilised C20 (see Fig. 6-4a), similar to C2 (see Chapter 3), with axi-symmetrical heating arrangements. However, the horizontal offset was lower, being only 15mm measured from the cylinder periphery for a presumed maximum benefit from the chimney effect (see Chapter 4), while the vertical offset from the horizontal walls was 30mm to promote air inflow at the base [28].

The main tests were carried out with C91, C92 and C93 (see Fig. 6-4(b-d)). A larger number of configurations were initially tested in the flow visualisation (see section 6.4.1) and they were all variants of the convective C9 as deduced from Chapter 3. Generally, the heaters were positioned in the lower half of the cavity for maximum convection. The heaters for C91 were positioned along the vertical walls (see Fig. 6-4b) and the vertical centre-to-centre distance between them was 140mm. This distance was assumed to be important for the lower plume to entrain and mix with the surrounding cavity air before contacting the upper heater. The vertical distance between the centre-line of the heaters in C92 (see Fig. 6-4c) was only 40mm (i.e. 4d) which was the distance obtained for maximum convective heat transfers [27] for the vertically-stacked, horizontal cylindrical arrays along a vertical wall. It is also similar to C9 studied in Chapter 3. Some baking products including rolls, pizzas and oven bottom bread benefit from improved base heating [81]. Therefore, a configuration was created by locating the lower heaters much nearer the middle of the enclosure (see Fig. 6-4d). This configuration would have been designated C92-135, but the upper heater could be traversed inwards to form a series of base heating arrangements in its own right; hence it was designated C93.

6.2.4. Data Acquisition

Initially, five thermocouples were positioned on each of the inner body walls. However, preliminary data analysis showed the need for more data points in order to increase accuracy when assessing axial temperature variations. A total of 20 data points were consequently found to be sufficient. Three of these were installed on the centre-line top surface in the x-direction, and the rest positioned on each wall in the z-direction, along the length. Similarly, the number of thermocouples on the enclosure
internal surfaces was increased (see Fig. 6-5a), in order to improve accuracy when calculating the zonal radiative heat transfers because of the temperature gradient in the z-direction.

Each heater was separately tested up to its maximum design voltage of 240V. The power input was varied up to 60% of installed power (2200W of a possible 3000W), using configuration C20 and no significant errors were observed in the thermocouple outputs. 140 temperature data-points were recorded for each configuration, 81 of these exclusively for air space temperatures.

Measurements of the air temperatures inside the enclosure were carried out for both horizontal and vertical profiles. Each thermocouple head was spot-welded to give head diameters of less than 0.5mm, and not shielded. Initially, three thermocouples were installed on the traversing probe, two for the upper and lower spaces and the third for the vertical space adjacent to the inner body. However the traversing process was very time consuming and was found to lead to erratic results in certain planes. This was attributed to the unsteady nature of the air flows. Subsequently a total of 20 thermocouples were installed on the rack (see Fig.6-6), traversed and recorded at only six discrete positions, to give 81 data points [(3x20 (air space) + 3x7 (close to the wall)], (see Fig. 6-7). A bracket was calibrated in-situ to locate precisely the traversing rack (see Fig. 6-8) at each of the selected data points.

6.2.5 Flow Visualisation

To examine the flow patterns, three of the four MS plates at the middle of the enclosure were replaced by perspex plates. A hole was drilled through the remaining MS plate at the centre-line base which then accommodated a smoke-conducting pipe. A powerful projector lamp (250W) was focused through the 20mm slit covered by one of the vertical perspex panels. As the upper and lower corners were not illuminated by the projector lamp, two 100W lamps mounted in front of parabolic reflectors were directed through the opposite perspex side wall. By illuminating only the central portion of the rig in the x-y plane which provided a light sheet of 20mm thickness, optical irregularities such as curvature and three-dimensional taper were eliminated.

Smoke tracers were obtained from ventilation smoke tubes, with the aid of aspirators, and guided to the base of the enclosure through a combination of flexible and rigid smoke-conducting pipes. Smoke was injected to the enclosure as soon as the heater
temperatures approached steady states (≈6 minutes). This was necessary in order to avoid prolonged exposure of the perspex panels to high temperatures. The smoke patterns were recorded schematically, and also by a camera and video recording system.

6.2.6. Experimental procedure for vacuum operation

The major difference between the apparatus used for the atmospheric tests and that for vacuum tests is the incorporation of the evacuation pumping system. Other modifications and additional equipment are given below.

6.2.6.1. Operational Requirements

The layout of the evacuation system is shown in Fig.6-9. It has been shown [70] that within the environmental pressure range 10<p<100 torr, the convective flow is suppressed. The task then is to estimate the heat transfers by gaseous conduction, the rest being dissipated by radiation and by extraneous losses through the insulation and the rig (solid) conduction. To be absolutely certain that the convective flow was at a minimum, the vacuum tests were performed at the lower end of the range (i.e. where P(enclosure)<12 torr), and a stable evacuated environment of less than 5 torr was actually achieved. Therefore, it was only necessary to use a two-stage vacuum rotary mechanical pump which enabled the 0.202 m³ system to be evacuated down to <10torr. For verification three gauges were used as shown in Fig. 6-9, the working gauge being that of 50-0 mbar

6.2.6.2. Sealing for vacuum operation

Extra sealing arrangements were necessary for vacuum operations. The oval openings in the piping supports were sealed by two o-rings separated by MS washers, and pressed together by the outer pads (see Fig.5-4b). Additional sealing was provided on the outer sealing arrangement by a smaller o-ring which formed a double o-ring system as shown in Fig. 5-4b. The woven joints for the machined enclosure ends and the covers were replaced by flat universal jointings. Therefore power was supplied to each heater via vacuum leadthroughs, so for each of the four heaters, two leadthroughs were installed. Vacuum leadthroughs were also utilised for passing the thermocouples through the vacuum enclosure by fabricating an adaptor housing for the upper (horizontal) central MS pad.
6.2.6.3. The use of iterative procedure for heat flux

The thermal boundary-conditions required for the evacuated enclosure should ideally be the same as that for the atmospheric tests (i.e. heater, enclosure walls and inner body temperatures). As soon as steady-state conditions were reached in the atmospheric tests, the various readings were taken, and evacuation commenced by starting the double-stage rotary vacuum pump. Pumping down from atmospheric to 20 torr took less than 2.5 minutes. But at the same time, a rapid rise in heater temperatures was observed (see Fig.6-10), symptomatic of air flow suppression within the enclosure.

In order to achieve the heater thermal boundary-conditions, it was necessary to reduce the power input to each heater and it is this difference which accounts for the convective component of the heat transfers. While the inner body temperature could be satisfactorily controlled, it was not possible to precisely adjust the enclosure wall temperature profiles to the original boundary-conditions; these being a function of the asymmetrically-positioned concentrated heat source temperatures, and the convective flow directions.

When vacuum conditions were somewhat steady, the heater power input was lowered to try to regain the original temperatures. But this, in turn, affected the vacuum upon which the heater temperatures ultimately depended. And because of the additional complication of radiative heat exchange between the enclosure walls and the heaters, and between the heaters themselves, a difficult and intricate iterative adjustment procedure was necessary in order to achieve the original atmospheric heater temperatures with reasonable precision. This period was typically followed by up to 1.5 hours before a satisfactory steady-state condition was achieved.
6.3. DATA REDUCTION AND CALCULATIONS

In experimental work involving pure natural convection heat transfers in enclosures, several methods have been employed to measure the heat transfer modes. It can be sufficient to employ apparatus that was designed with highly-polished reflective surfaces (or to use reflective paint or aluminium foil on the surfaces) in order to minimise radiative heat transfers in the cavity. As the temperature difference between the hot and cold surfaces becomes larger, the proportion of radiation that can be eliminated by these methods becomes too large, so a comprehensive radiative analysis must be employed in order to obtain the appropriate proportions of the heat transfer modes.

If the convective heat transfer is eliminated by evacuating the enclosure, the heat transfer to the inner body will be by thermal radiation. But as the vacuum tests could be carried out at low power inputs only due to the high temperature limitation (120°C) of some of the sealing materials, it was still necessary to be able to obtain comparable estimates at higher power inputs, from which a more accurate radiative component could be extrapolated.

In the course of this investigation therefore, a secondary means of verifying the heat transfers was necessarily adopted by numerically modelling the steady-state radiative heat transfers. Moreover, the proportion of radiation received by the inner body upper and lower walls, as well as its side walls was estimated separately.

6.3.1. Radiation Heat Transfer Modelling

In chapter 3, the enclosure walls were each divided into only three main zones, each parallel to the inner body walls. It was then possible to obtain the view factors by simply employing the "crossed-strings" method. The wall temperature profiles exhibited steep gradients, which must have introduced further errors in obtaining the radiative heat exchanges since for each zone, only one temperature was assumed for the entire length of the cavity. It was also noted that as the temperature of the enclosure increased, the proportion of the radiative heat transfers also increased so that when used to obtain the convective component of heat transfers, any errors in the radiative term would have been seriously magnified in the convective heat transfer coefficients.
6.3.1.1. Calculation of the radiation view factors

Therefore, the long enclosure walls and the end plates were divided into a total of 118 zones (see Fig. 6-5a), each zone characterised by the near uniformity of its temperature. Although this would enable a much more accurate analysis of the radiative heat received by the walls of the inner body, this would be at the expense of calculating several view factors.

The problem with view factors is not that they are inherently difficult to compute, but that the calculation time increases exponentially with the number of surfaces involved. In calculations involving j surfaces, there are $j^2$ view factors. When view factor algebra is employed, this only reduces it to $j(j-1)/2$ [82], or for a 60-node model, there will be a minimum of 1770 computations.

To facilitate obtaining view factors, several general purpose programs already exist - COIL [14], VIEW [83], GRAY[84], SHAPEFACTOR [85], FACET [86]. But the generation of inputs into these can be generally cumbersome. They also include several features not required including shadowing and transient effects, which makes them too large and too slow running for the present purposes. Additionally, many are not supported, so becoming proficient in their use requires considerable time.

The common numerical methods used are based on either the double area integration (AI), a variation of the double line or contour integration (LI), or the finite element analyses. When the surface is not approximated by the diffuse relationship, the Monte Carlo technique (essentially a form of statistical ray tracing technique), is employed such as in MONTE [87], but the accuracy may not be readily determined.

However, the view factors need only be calculated once for the same geometry. Some of the available analytically-derived formulae for planar geometries were found to contain some errors which made them unusable particularly when the inclination between the surfaces exceeded certain angles. Therefore, in the course of this investigation, the computer-intensive AI method was initially employed, until appropriate analytically-derived, error-free formulae were obtained. The main methods used to obtain the view factors, are briefly documented (see Appendix F).

Some zones see more than one side of the inner body, and although a total of 250 enclosure zones were required, symmetry permitted the calculation of only 29 view
factors as parallel or perpendicular planes from the enclosure to the inner body. However, for each heater a total of between 28 and 36 view factors were necessary (depending upon heater asymmetry) from any one of the heaters to three or four of the enclosure walls (for one reflection).

6.3.1.2. The Radiation Exchange Factor

The earlier calculations took advantage of the properties of the enclosure and inner body surfaces which were painted black, so that the cavity reflections could be ignored. However, the present rig was treated as heat exchange between grey surfaces, because of the relatively low emissivity of the enclosure. Hence, the respective reflectivities of the exchanging surfaces were incorporated in the formulation.

Using configuration 20 as an example, with the heaters located along the centre-line of each enclosure wall, it can be seen (see Fig.6-11) that the enclosure wall will receive direct radiation from the heater, a fraction of which is reflected depending upon the magnitude of the emissivity. The 9.5mm diameter cylindrical heater was located at only $S_V=1.5d$, and treated as a parallel flat strip 10mm wide. This gives an exact (3-D) view factor of 0.99669 for the heater to the enclosure wall, but only a view factor of 0.75556 for the heater to the corresponding inner body wall. So, for a power output of, say 550W, considering that each view factor refers to the heater hemisphere, or 50% of the 550W (275W), then a higher portion of the power output first goes directly to the backwall than to the inner body, and a large proportion of that ($\rho=1-0.42$), is then available for re-radiation within the enclosure.

Therefore, to obtain improved accuracy the principle of radiation exchange factor analysis was employed which accounts for the enclosure wall, the heating-elements, and the inner body not being thermally black. The analysis as employed in this context assumed that heat exchange occurred only between any two surfaces considered (e.g. heater-to-zone-to-heater, or zone-to-IB-to-zone) as moderated by the view factor. Consequently, other forms of multiple reflections, and shadowing (e.g. when the enclosure was partially obstructed by a heater) were ignored.

The incident radiation or irradiation from the cooler surface is then subtracted from the total radiation leaving the surface, the radiosity, to obtain the net radiative heat exchange between the two surfaces. The exchange factor incorporates the emissivities,
areas, and the view factor of the participating surfaces. The direct heat exchange between a heater, A and a zone, Z, can then be written as:

\[ Q_{HA-Z} = \frac{\sigma(T_{HA}^4 - T_Z^4)}{\frac{1-e_A}{\varepsilon_A A_H} + \frac{1-e_Z}{\varepsilon_Z A_Z}} \]  \hspace{1cm} (6-1)

where the denominator is the exchange factor \( X_{CHF} \), between the heater and the enclosure zone (H-Z). The use of the exchange factor can be seen to increase the overall radiative heat exchange. When the emissivity was taken as a constant (0.42 in this study) the increase was 103.3%. For the net exchange between the zone and an inner body wall, equation 6-1 becomes:

\[ Q_{Z-IB} = \left( \frac{\sigma}{X_{CHF(Z-IB)}} \right) (T_Z^4 - T_{IB}^4) + (1 - e_Z) \left( \frac{\sigma}{X_{CHF(H-Z)}} \right) (T_{IB}^4 - T_Z^4) \]  \hspace{1cm} (6-2)

6.3.1.3. Computer radiative modelling

Equations (6-1 and 6-2) were used to calculate the heat exchanges from either the heater, or the enclosure walls to the inner body. The detailed calculations were carried out by developing several subroutines, which included subroutines to expand the area, view factor and temperature data into full arrays to take advantage of symmetry, and then to combine them into an input file.

The input data comprised:

1. Inner body constants (RYVC9jjj.DTA):
   Emissivity, temperature, area (of one wall).
2. Enclosure constant:
   Emissivity.
3. Heater constants:
   Emissivity, area.
4. Enclosure zonal parameters:
   Three arrays for temperature, TEMP(280), AREA(280), and view factors 'zone-to-inner body' VFZN(280).
5. The view factor of the heaters to the enclosure walls
   Dynamic input from array (VFHZ(120)) which was expanded from the individual 'heater-to-zone' view factor array.
The heat exchange between a heater and a zone, \( Q_{XHZ} \), was calculated using a function subroutine \( FNQXHZ \). The heat exchange between a zone and one inner body wall was calculated. For each of the 120 zones per heater considered (reflection from the MS end plates were ignored), the reflected heat exchange between a zone and the heater was calculated, and added to the emitted heat exchange.

The foregoing appeared in another function subroutine \( FNQZIB \) as:

\[
FNQZIB(j) = \frac{\sigma}{XCHF_{Z-IB}} (T_j^4 - T_{IB}^4) + (1 - \epsilon) * FNQXHZ(j)
\]

A simple summation thereby results in the net heat exchange to the inner body. The irradiance received by each wall of the inner body could also be calculated separately. For centrally positioned heaters, only one view factor was possible to the inner body. When a heater can view more than one side of the inner body, two view factors would be used such as for C92 or C93 heaters. The direct heat exchange between the heaters and the inner body were then calculated and added to the summation for determining the total \( Q_{rad} \).

The foregoing algorithm enables individual net heat gains by the inner body top, sidewalls, and base to be calculated simultaneously. The flowchart is listed in Table 6.1.

### 6.3.2. Experimentally derived Radiation.

If the oven enclosure is evacuated down to \( 10^{-3} \) torr or less, the gaseous conduction and convection processes are completely eliminated (see Fig.6-12), and heat exchange with the inner body takes place by thermal radiation only. However, the capacity of the existing vacuum pump and limitations of the rig meant that such complete evacuation of the 0.21m\(^3\) annular space and connecting piping could not be achieved.

The major operational constraints were the expected outgassing by the various sealing components and the dissolved gases and moisture from the metallic surfaces.
Table 6.1. FLOW CHART TUNNEL OVEN INCLUDING ONE REFLECTION

1. **Start**

2. **Read Constant**: Inner Body T_A, ε, enclosure ε, heater A, ε.

3. **Initialize Arrays**

4. **Read Enclosure T_A, ε, v_f** into three (280) arrays.

5. **Read V_F heater A to (27) zones arrays**

6. **I = Zone Counter**

7. **V_F < 0.0001**
   - **Yes**: QXHZ(I) = QXHZ(I) + QWHZ(I) = 0.0
   - **No**: I = I + 1

8. **I < 120**
   - **Yes**: M = M + 1
   - **No**: Read V_F for heater B (36 zones) arrays

9. **Read View Factors for Heater B**

10. **V_F < 0.0001**
    - **Yes**: QXHZ(I) = QXHZ(I) + QWHZ(I) = 0.0
    - **No**: I = I + 1

11. **I < 120**
    - **Yes**: M = M + 1
    - **No**: Read View Factors for heater D (27) zones arrays

12. **Read View Factors for Heater D**

13. **Read View Factors for Heater C** (36 zones arrays)

14. **Calculate zonal REFLECTED + EMITTED**

15. **Calculate direct Q for heaters to 1B 4.6x8.8 v_f zones**

16. **Sum QZIB, Sum Q total**

17. **QADD = QZIB + QHIB**

18. **STOP**
Between 10 and 10^{-2} torr, some heat transfer would now take place by gaseous conduction, in addition to that by thermal radiation. If the pressure were reduced to 10^{-3} torr the mean free path of the air molecules would be comparable to the minimum annular dimensions of the experimental rig (88mm), and the air molecules would collide more frequently with the walls than with each other. For the attained pressure of just over 4 torr, the mean free path was still only about 0.05mm [88]. As such, the molecules were still densely packed with respect to the dimensions of the experimental rig, so that heat transfer by gaseous conduction would still be by intermolecular collisions [89], i.e. there should be no temperature jump at the wall [6]. Consequently, there would be no marked difference in the behaviour of the gas when compared with that at atmospheric pressure. The range of thermal conductivity applicable is therefore 0.0262<k<0.0466, (300<T<600) [63].

6.3.3. Approximation of gaseous conduction:

The gaseous conduction was approximated by calculating separately the heat transfer by conduction from the enclosing walls to the inner body walls, and that from the heaters to the innerbody walls. Uniform wall and heater temperatures were assumed in order to obtain a single ΔT for each system. The use of shape factors [11] gave the required approximation for wall-to-IB conduction. Each heater was treated as a flat strip from which heat was conducted to an opposing flat strip. The total heat transfer by gaseous conduction (heater to inner body wall) averaged 3%.

6.3.4. Extraneous Losses

The main losses occurred through the insulation. The losses through the enclosure stand were negligible (<0.01%). The losses are graphically depicted (see Fig. 6-21b).

6.3.5. Extrapolation for Otrad

The trend of the radiative heat transfers obtained through the vacuum experiments were first noted in order to choose an appropriate type of curve fitting for onward extrapolation to a higher power input, where temperature limitation prohibited further experiments. Either a straight line (C92) or a quartic fit (C91 & C93) was used to simulate the trend. The convective heat transfers were then obtained by subtracting the derived radiative transfers and the extraneous losses from the total power input.
6.4. RESULTS AND DISCUSSION

6.4.1. Flow Visualisation

Flow visualisation was conducted at only a low power input, (300W) for each configuration and before overall steady state conditions could be attained, in order to prevent damage to the specially adapted perspex windows. The smoke patterns were recorded using a 35mm Praktica camera, and also video-taped via a CCD camera connected to a video recorder. Because of rapid dispersion of smoke for these highly convective transient flow conditions, recordings were also carried out schematically.

A large number of configurations were examined with a view to selecting some of these for detailed analyses. These were variants of the convective C9 as deduced from Chapter 3. Consequently, all the tested configurations were mounted at or below the middle horizontal centre-line. Four of the tests were grouped under C91, two under C92, and one as C93. In each case, two of the heating-elements could be traversed inwards, outwards, or vertically, while the other set (the pivotal heaters), would be stationary. The variants under C91 were named C91-j where j was the horizontal offset (in mm) of one of the lower heaters from the vertical wall (see Fig. 6-4a). Similarly for C92, the configurations were C92-15 and C92-45. 15mm was the minimum offset, so C91-15 and C92-15 were simply designated C91 and C92 respectively. C93 was designed so that the pivotal heater was the lower heater at x=135 (also x=215), so that the upper heater could be traversed as15<x<150 (also 335<x<200). In this case, the configuration with the upper heater at x=45 would have been designated C93-45. However, the rapid increase in the calculated view factors easily indicated that there would be a rapid rise in the radiative heat transfers and that the best convective configuration would be C93. Consequently, no variants of C93 have been presented (see Fig. 6-4d). Therefore, the first descriptions refer to C91, C92 and C93 (see Fig. 6-4(a-d)) with the other configurations (see Fig. 6-4(e-h)), subsequently presented.

All the observed flow patterns were actively buoyant (see Fig. 6-13, 6-14).

6.4.1.1. C91

The following descriptions refer to Fig. 6-13a. The rising lower heater plume, which entrained air from the inboard flows, passed close to the upper heater and its plume, squeezed between the heater and the enclosure wall, as depicted in the photograph (see
This action suggested that the upper heaters would be contributing significantly to convective heat transfers. More significantly, the sweeping movement of the cooler air would reduce the effect of the concentrated irradiance from the heater on the adjacent vertical wall, thus possibly reducing losses through insulation.

The upper heater received air from both the lower heater plume and a portion of the descending recirculation. The recirculation was seen to limit the convective contribution by the lower heater. The other portion of the recirculation which flowed closer to the inner body descended to fill the lower space and subsequently flowed slowly towards the lower heater. Because this lower flow did not follow the inner body base surface profile exactly, separating well before the centre-line, it was concluded that its contribution to convection was limited.

6.4.1.2. C92

The upper quadrant flow patterns were similar to those of C91, but the upper recirculation cells were more pronounced (see Fig. 6-13b and the photographs Fig. 6-15e,f). This resulted in the permanent deflection of the rising plumes towards the centre-line, which served to cause the upper flows to follow the inner body top surface profile more closely.

Although the lower heater was subsequently slightly offset (0.5d) from the upper heater centre-line in a temporary test, its rising plume was still deflected towards the enclosure wall, and did not immediately mix with the upper heater plume until well upstream. This is clearly depicted in Fig. 6-15f where a stable stream was seen to rise between the lower heater and the wall, and past the upper heater, apparently without any entrainment. The temporary offset was as a result of the deduction from the interferometric observations of two enclosed heaters in the proximity of a vertical wall (see Chapter 4, and Fig. 4-19). The flow at the base did not quite follow the inner body base profile, being more inclined to drift back towards the rising plume from the lower heaters as clearly depicted in the photograph, (see Fig. 6-15(e,f)), from where it would be entrained.

6.4.1.3. C93

Again the upper section was similar to those of C91 and C92. However, the lower air flows were more complicated due to the demand for air by the lower heaters (see Fig.
6-13c). The rising air plumes from the lower heaters vertically approached the inner body and split into two, the inboard flows forming local closed-loop recirculations. The outboard flows contacted the main recirculations which descended via the inner body sidewalls. The ensuing mixture oscillated and was seen to alternately contribute to the air supply to both heaters. These are shown in the accompanying photograph (see Fig. 6-15h). Essentially, only about half of the available convective flows from the lower heaters contributed to the main stream flows, the other half being apparently restricted to the respective inboard position of the inner body base. Because of the observed sluggishness of the inboard recirculating loops, it was concluded that its contribution to convection would be more pronounced in reducing local radiative heat concentration at the base of the inner body.

6.4.1.4. Other flow configurations

These tests refer to Fig. 6-14a-d.

Starting with C91-135, (see Fig. 6-14a) the lower heater behaved somewhat like that of C93, whereby inboard recirculating flows were created. The bulk of the complementary outboard flows joined the descending flows from the inner body to form the inflows to the upper heaters. This shows clearly in the photograph (see Fig. 6-15d). Inflows to the lower heaters appeared limited, and because of rapid smoke dispersion, it can only be conjectured that limited outboard recirculating flows existed at the lower quadrants. Although, the base of the inner body was seen to benefit from more convection than C91, it is obvious that it would also be subjected to increased radiation because of its proximity to the base-mounted heaters.

Next, to be considered is C91-90 (see Fig. 6-14b and Fig. 6-15c), where the lower heaters were virtually in line with the vertical walls of the inner body. The inboard recirculating flows were larger and descended right to the base, and can be seen to pass much closer to the lower heaters. When considered in conjunction with the weak recirculating flow at the lower quadrant, convective heat extraction from the lower heaters was actually seen to improve.

The third variant C91-45, appeared to have the counter-rotating recirculating flows at the lower heater opposing each other, which somehow seemed to prevent copious flows around the lower part of the heater (see Fig. 6-14c). But the rising plume was
seen to oscillate and swing thus imposing a fanning action as it approached the upper heater. A clear space below the inner body (see Fig. 6-15b) indicated no convection.

It appears therefore that if the lower heaters were to be traversed horizontally from the vertical wall, convective flows generated would first decrease (to a minimum around $S_H=45$), and then increase. There may then be an optimum offsetting along the path. However, the configuration selected for further experimentation was C91.

The other test carried out was for C92-90 where the lower heaters were virtually in line with the inner body vertical walls as in C91-90. The first half of the rising flow from the lower heater was seen to create inboard flows (see Fig. 6-14d and the photograph, Fig. 6-15g), which exchanged heat with the base of the inner body, while the other half was seen to mix and oscillate with the descending flow via the inner body. This variant was seen to create more convection to the inner body base, but the extent to which its flows interfered with the upper heater convection of C92 could not be determined.

Because of transient effects, the results from the flow visualisation could only be regarded as a rough guide as to the possible enhancement or otherwise of convection. Overall, the main convective activity appeared to be centred around the upper wall-mounted heaters, which created localised flows in addition to receiving buoyant flows from the lower heaters. Based on the flow visualisation, C91, C92 and C93 were subsequently selected for detailed thermal analyses.

6.4.2. Wall Temperature Profiles

6.4.2.1. Temperature Profile of the Inner Body

Recorded temperature variations along the length of the inner body were small (the inner body was virtually isothermal). No significant differences were recorded in the temperature profiles of the inner body irrespective of the heating-element configurations (see Fig. 6-15) in spite of the larger thermal mass.

6.4.2.2. Enclosure temperature profile

The distribution of the wall temperatures was initially examined in the preliminary experiments (C20), and subsequently used to determine the optimal positions of the
thermocouples and the zonal areas for calculating the radiative heat transfers. The thermocouples were fixed to the inside walls by reflective aluminium tape, in order to reduce radiative heating of the thermo-junctions. This method was preferred to using a cement-based compound, which because of excessive protrusion would cause the thermocouple to be unduly influenced by convective flows and consequently indicate lower wall temperatures.

The wall temperature profiles varied according to the configuration employed and were a reflection of the proximity of each heating-element to the walls.

The crown temperature profile for C20 (see Fig. 6-16a) showed a significant portion where the temperature was uniform. From the sidewall temperature profile of C92, the lower portion (y<100mm) recorded higher temperatures than the upper section (y>250mm) (see Fig. 6-16d). This indicated that the base of the inner body will receive significantly higher radiative heat transfers from the sidewalls than the top. However, although the heating-elements were generally in the lower portion of the enclosure, the variations were not as pronounced as earlier observed (see Chapter 3). It can also be seen from a consideration of the temperature profiles for C20 and C91 (see Fig. 6-16b,c) that the z-direction isothermality of the central portion of the enclosure did not depend upon the heating arrangements.

It was also noted that the crown (see Fig. 6-16a), and the base (see Fig. 6-16e) showed a slightly higher range of isothermality within the middle portion of the enclosure (350<z<1350mm) than the sidewalls (550<z<1150mm), (see Fig. 6-16d). This can be partly attributed to the reduced view factors from the heaters to the enclosure ends, which reduced the radiative heat transfers. As the power input was increased, with a corresponding increase in the heating-element temperature, a larger temperature difference existed between the interior of the enclosure and the ends (see Fig. 6-16e). Additionally, the proportion of convection to radiation reduced, thereby reducing the attenuating effect of air flows at the higher power input. Any local 3-D recirculation at the ends would also be reduced, thereby accentuating the temperature difference between the central areas between the heaters and the enclosure ends.

However, the surface temperatures can be seen to be sufficiently uniform in the range 500<z<1200mm, so that any annular air space data within these limits can be confidently treated as two-dimensional.
6.4.3. Air Space Temperatures

The three convective configurations (C91, C92 and C93) have been studied in some detail, with data being recorded across at least three positions parallel to the respective walls (horizontal or vertical) of the annulus. This allowed a comprehensive analysis of each set of data with respect to air temperature variations across the spans.

6.4.3.1. Vertical air space temperature profiles (y-axis)

The vertical air space is restricted to the gap provided between the inner body and the enclosure, providing an annular width for data acquisition of 87.5mm minimum. The requirement for increased data points was necessitated by the complicated air flows associated with this type of enclosure with inner body configurations (C9, Chapter 3), because the central gaps accommodate both the rising buoyant air and the returning air at different temperatures. The process of obtaining more data points was achieved by rotating the thermocouple rack in the horizontal (x) direction and taking readings at four spatial intervals, at zero mm., (i.e. nearest to the vertical enclosure wall), then at 30, 55, and 85mm. By traversing in the vertical direction (at only 3 discrete, calibrated positions on the bracket), it was possible to obtain eleven vertical data ranges (at y=25, 55, 85, 115, 145, 175, 205, 235, 265, 295, and 325mm).

The vertical annular air temperature profiles for all the configurations at 2200W and at discrete horizontal distances are shown in Figs. 6-17(a-d). The flatness of all the temperature profiles (i.e. the small temperature differences between the upper and lower enclosure spaces) confirm that all the configurations studied achieved good convection. Therefore, it was logical to conclude that there was no stratification across all the power input ranges. C93 profiles were least steep, and the highest average profile reduction was shown by C92. The region adjacent to the inner body showed the steepest temperature gradient indicating the zone with the highest convective heat transfers.

Nearest the inner body at x=85mm and within the vertical range 85<y<265 (see Fig. 6-17d), the rate of convective heat transfers should be indicated by the steepness of the curves, assuming that the air flow was parallel to the inner body vertical sidewall, and the radiative heat flux as recorded by the thermo-junctions was minimal. For instance, if recirculating currents exist somewhere along that inner body wall, then the flatness
or steepness of the curves will not necessarily indicate the rate of convective heat dissipation.

For this distance (nearest the inner body, x=85mm), C91 and C92 exhibited the steepest drop in the temperature profiles. But the mean temperatures of C92 was also the highest, which suggests that its convective heat transfers to the sidewalls would be the most efficient for this zone. C93 was virtually flat, and was actually seen to be slightly increased around y=85mm, probably due to the rising flow from the lower heater as observed from the flow visualisation (see Fig. 6-13c). Close to the enclosure walls (x=0mm), the air temperatures were seen to be quite similar, except for C92, which recorded significantly higher temperatures because of the closely spaced heaters. At the core of the annulus as indicated by the individual configurations (see Fig. 6-17e-g), the profiles were virtually flat but dropped sharply near the inner body (x=85). This was most marked for C92. At the lower power input (see Fig. 6-17h-j) the profiles of C92 (Fig. 6-17i) were remarkably similar to that produced at the higher power input (see Fig. 6-17f). However, some discrepancy noted for C91 and C93 indicate that the flow path would be significantly altered as the power input was increased.

6.4.3.2. Upper air space temperature profiles (x-axis)

Data were recorded for the span of the enclosure 0<x<350mm, and at three heights, y = 325, 295, and 265mm, the latter being parallel and nearest to the top of the inner body (see Figs. 6-18(a-c)).

At y=265mm, the portion of the data nearest to the inner body was within 85<x<265mm. C91 had the average warmest temperatures in this zone, with C93 the lowest. This is as expected because C91 had the most elevated heating-element. All configurations showed a dip in the temperature profiles at the centre-line which is also as expected, being exposed to the least direct influence of the heating-elements in this zone. The lowest average temperature was consistently produced by C93. Similar results were observed for y=295, where again, the lowest average temperature was produced by C93. At the uppermost level (y=325), C93 consistently achieved the least temperatures at all data points. However the most useful profile is considered to be the section nearest to the inner body (y=265). Here, steep gradients were provided by both C91 and C92 indicating higher convective heat transfers to the inner body top.
At the lower power inputs (see Figs. 6-18d-f), the profiles were somewhat similar (to those at 2200W) except nearest the inner body where the drop in C92 profile was less noticeable, whereas for C91 there was a pronounced reduction. The discrepancy in the temperature profiles of C92 is indicative of altered flow patterns at increased power inputs. At the lower power input, C93 again appeared to be the least effective with respect to convective heat transfers.

The patterns shown in Figs. 6-18(g-i) 2200W, and 6-18(j-l) 530W, are for each configuration's temperature profiles across the upper annular space at different heights. The profiles clearly demonstrate here again that heat is convected mainly in the region of the wall boundaries, and virtually no transfers occur far from the inner body (at the core) as indicated by the absence of gradients (85<y<265). At 530W, C93 again appears to be the least effective.

6.4.3.3. Lower air space temperature profiles (x-axis)

Data were recorded across the span of the enclosure similar to that for the upper annular space, but for y=85mm, 55mm, and 25mm (see Figs. 6-19a-c). The data recorded at y=85mm and for 85mm<x<265mm represented the measurements nearest to the inner body. The presence of heaters in this zone was mirrored in the output of the thermo-junctions. C92 recorded the highest temperatures towards the extreme enclosure walls while C93 showed two peaks below the inner body approximately corresponding to the location of the lower heaters. The mean temperature of C93 was also the highest whereas that of C91 was lowest. Coupled with its steepness, C93 can be assumed to be the most effective in convective heat dissipation in this region. The profiles are also shown individually for each configuration at different elevations (see Fig. 6-19g-i). The similarity of the profiles at the lower power input (see Fig. 6-19j-l) suggest that there would be no significant alteration in flow patterns as the power input was altered.

6.4.4. Steepness of temperature profiles and flow tenacity around the inner body

The above analyses were summarised by adopting a transitional technique which translated the analysis of the individual configurations into something more quantitative by assigning arbitrarily simple units, which visually mirror the convective effectiveness of each heating arrangement.
For instance, the steepness of the temperature profile along the inner body suggests the rate at which the air flows lose heat, or in other words the rate at which convective heat is transferred to the inner body. So the largest unit, 3 would be assigned to the configuration which showed the steepest profile, while a value of one would be assigned to that with the flattest profile.

Similarly, when air flows appeared to be wrapped around the inner body as observed from the flow visualisation, high values would be assigned.

Table 6.2. Simple thermal profile weighting:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Upper inner body ( y=265 )</th>
<th>Vertical ( 85&lt;y&lt;265 )</th>
<th>Lower inner body ( y=85 )</th>
<th>Convective value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C91</td>
<td>2,3</td>
<td>3,1</td>
<td>2,1</td>
<td>12</td>
</tr>
<tr>
<td>C92</td>
<td>3,2</td>
<td>2,3</td>
<td>1,2</td>
<td>13</td>
</tr>
<tr>
<td>C93</td>
<td>1,1</td>
<td>1,2</td>
<td>3,3</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 6.3. Flow visualisation weighting

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Upper inner body ( y=265 )</th>
<th>Vertical ( 85&lt;y&lt;265 )</th>
<th>Lower inner body ( y=85 )</th>
<th>Flow value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C91</td>
<td>2,3</td>
<td>3,1</td>
<td>2,1</td>
<td>12</td>
</tr>
<tr>
<td>C92</td>
<td>3,2</td>
<td>2,3</td>
<td>1,2</td>
<td>13</td>
</tr>
<tr>
<td>C93</td>
<td>1,1</td>
<td>1,2</td>
<td>3,3</td>
<td>11</td>
</tr>
</tbody>
</table>

Adding gives \( C91=24, C92=26, \) and \( C93=22. \)

These initial analyses therefore suggest that the convective heat transfers to the inner body would be in the descending order of \( C92, C91, \) and \( C93. \) This simple approach in
analysis, though largely subjective through the flow speed analyses, can reinforce any assertions deduced in the analyses. However, further limitations as to the adoption of this method would be the difficulty in ascertaining the positive or negative contribution of the complicated vortices to the heat transfers.

6.4.5 Discussion of the experimental techniques

6.4.5.1. Evacuation

The atmospheric tests were first performed up to the required power input of 2200W. The rig was then cooled, and reassembled with the appropriate jointings, leadthroughs and seals. Power was then supplied until steady state conditions were attained, the various heater and wall temperature data compared with that of the previous runs, and then evacuation applied. Reduction from atmospheric pressure was initially very time consuming.

However, after the initial purge period which lasted six hours, the rig subsequently responded very rapidly to evacuation, and reduction to 300 torr from 760 torr was repeatedly achieved very rapidly (< 55s from 755torr). For C92 only and at 520W, it was kept constant at this pressure (i.e. 300 torr) while the rates of increase in the heater temperatures were noted. Subsequent reduction to 25 torr suggested that most of the convective activity had already ceased by 300 torr. This is similar to observations made by Brooks [58], where interferometric tests were performed at 317, 92, and 10 torr on an enclosed cavity. It was found that limited convection occurred at 317 torr, but had virtually ceased by 92 torr; at 10 torr, no convection was indicated by the interferogram.

It can be recommended therefore, that for particularly difficult evacuation tests, data gathered at as high as 50 torr could be regarded as being independent of convective flows, although gaseous conduction heat transfers would still need to be considered.

6.4.5.2. Pressure measurements

Because the operating pressures were above 3 torr, the Pirani gauge was found not to be necessary, except at the commissioning (purging) stage when the pressures dropped below 0.5 torr.
With no hot air movements under evacuation, there would be no convective heat transfers to the enclosure crown. The ensuing changes to the temperature profiles of the crown are shown (see Fig. 6-20a), where the crown temperatures were lower under evacuation, than when atmospheric tests were carried out. This clearly demonstrates that for base-mounted or lower sidewall-mounted ovens, the main heat transfers to the upper cavity is by convection.

To accomplish this, the air must first of all be heated; then it must achieve sufficient buoyancy to reach the cooler crown, where a considerable proportion of the heat would be lost. The descending air is consequently cooler, thereby keeping the heater at a lower temperature than would otherwise be for radiative configurations. Also, the initial contribution of convection to the heat transfers to the inner body is reduced because of this initial heat losses to the crown before the air descends to the inner body.

This experimental evidence permits the explanation of why more prolonged preheat would always be necessary for convective configurations.

At the middle of the enclosure sidewall (y=185mm), the temperature profile along the length of the enclosure (z-axis) was also lower (see Fig. 6-20b). But at the lower portion of the sidewall (y=15mm) in the vicinity of the heating-elements, the z-axis temperature profile was higher under evacuation than when under atmospheric tests (see Fig. 6-20c). As there was no cooler air movement to sweep over the enclosure surface, the central portion (z~850mm) recorded higher temperatures after receiving direct radiation from the heaters, and reduced temperatures at the ends (z<200mm), because of the lower view factors.

It can be seen quite clearly (see Fig. 6-20d) that convection reduced the temperature profile gradient along the vertical wall, the profile being relatively flat, when compared with the evacuated temperature profile. A uniform wall temperature would radiate more uniformly, that is, there would be less concentrated irradiance to an inner object.

This again demonstrates that convection redistributes heat energy, thereby improving temperature uniformity of heated objects.
For the limited range of power input and temperatures studied, it was found that the overall arithmetic mean enclosure surface temperatures under evacuation were nearly equal to those for atmospheric studies. This is because for enclosure areas in close proximity to the heaters, the wall temperatures were significantly higher under atmospheric pressure, but for zones far from the heaters, the mean temperatures were lower under evacuation (see Fig. 6-20(a-d)), and much more so for the upper horizontal surface. The percentage difference between the mean wall temperatures was only 6.5% so that the heat losses via the insulation under atmospheric tests were utilised with only minimal numerical alterations.

6.4.5.4. Inner body temperature variation:

Only a small adjustment was made to the thermocirculator temperature controller in order to keep the external inner body surface at the same temperature as observed in the atmospheric tests. The anticipated changes in the inner body temperature difference between the inlet and outlet streams did not materialise because the thermo-junctions were not sensitive enough to indicate any subtle changes which might have occurred. It was concluded that the thermocirculator compensated for any such changes by reduced cycling. Therefore, it was assumed that the heat transfers to the inner body under evacuation were equal to those under atmospheric pressure.

6.4.5.5. The various problems associated with this technique are:

a) The initial pumping down period was lengthy, which was then supplemented by a further period to attain steady-state conditions.

b) Achievement of sustained pressures of less than $10^{-1}$ torr was time consuming and, for this assembled rig, ultimately impracticable.

c) The temperature profiles of the enclosure walls would alter, which in turn, would alter the radiative heat transfers to the inner body, and also the heat losses through insulation and the inner body. However, if the boundary-conditions remain as at atmospheric tests, the convection component of the heat transfers is simply the reduction in the heat input obtained under vacuum conditions. Since the radiative computations are not required to derive the convective component of the heat transfers, this method can easily be seen to be subject to much less uncertainty, and consequently more accurate, even though the radiation heat transfer profile may alter.
d) The enclosure, the inner body and the other inner components must be designed to withstand vacuum (-1x10^5 Nm^-2). This required a structurally robust apparatus constructed of materials with different thermal properties and thickness from the usual oven materials of mild steel or aluminium; the cost in resources must therefore include design expertise, raw materials, fabrication techniques, special data acquisition and control equipment and heating-elements.

e) Expensive seals were required to achieve evacuation in a reasonably short period of time.

f) To obtain the convective component of the heat transfers, the heater temperatures at evacuation were maintained at the same level as those obtained under atmospheric pressures; the intricate iterative procedure for this was time consuming (see section 6.2.5.3), because the enclosure surface temperatures were also changing and re-radiating towards the heaters, which simultaneously affected the heater temperatures again and the vacuum level, thereby making the iteration procedure complicated; a precision heating-element temperature control circuit would improve the operational procedure substantially.

g) Extrapolation of the vacuum data was required in order to obtain the results at elevated temperatures beyond the conditions where the components exceeded their operational limits.

6.4.6. Difference between Modelled and Vacuum Orad

An underestimation of the radiative heat transfers was anticipated not only because only one heater reflection was computed, but because no reflections from the end plates were incorporated due to their high emissivity. If the percentage difference between the modelled and that obtained by evacuation was linear, then one could possibly suspect that the wrong value of a constant, such as the emissivity (in the heat exchange factor) was responsible for the difference.

The error initially calculated was very large (48%) when the evacuated data was used as the basis. Therefore, a rescrutiny of the experimental data was undertaken to ascertain the source of discrepancy.
The Al method of obtaining view factors normally overestimates by greater than 2% for parallel planes (>8% for perpendicular planes) [90], depending upon the fineness of the interval. An inherently optimal step size of 2 was utilised in the Al algorithm which gave a mean error of 1.8%. However, as analytically derived formulae were employed, the view factors were treated as being subject only to very low errors. Using the reciprocity relationship \( A_1 F_{12} = A_2 F_{21} \), the error in the total view factors (from all the enclosure surfaces to all the inner body surfaces) was obtained from:

\[
F_{1B\text{-enclosure}} = \frac{1}{A_{1B}} \sum_{j=1}^{n} \left( F_{j-1B} A_j \right)_{\text{(enclosure)}} \tag{6-3}
\]

which should have been equal to unity because the inner body could not see itself. The final error obtained in this way was only 1.2% when compared with unity. This was also treated as a linear constant. A comparison of the analytically-derived formula with the Al method showed that the slight negative error originated from the view factors obtained from the perpendicular planes. The error was traced to the manner in which zero or negative logarithmic solutions of the analytically derived view factor formulae were numerically trapped as zeros.

The variation of emissivity of the SS enclosure with temperature \((0.65<\varepsilon<0.67, 673K<T<873K \ [91])\) was considered to be too low to be a major source of computational error. The measured emissivity utilised for the sandblasted enclosure was 0.42 and was similarly assumed not to vary with increased temperature. Even then, a variation of the emissivity was verified to cause only an approximately linear variation in the exchange factor. Therefore, a non-linear variable, such as the temperature, which was an independent quartic variable, would be suspected.

Noting that under evacuation, the power input to the heating-elements was reduced to achieve the original temperature readings of the heater thermo-junctions, heat transfers would then take place by radiation and gaseous conduction only. If the heat losses via the insulation were identical to that lost under atmospheric pressure, then the difference between the heat input under evacuation and that under atmospheric pressure would be attributed to heat transfer by convection. The only variation here would be to obtain and add the heat transfer under gaseous conduction (subsequently found to be less than 3%) to obtain the true value of \( Q_{\text{conv}} \). However, a slight reduction (~6.5%) in the heat losses through the insulation was detected when a numerical, mean temperature averaging technique was undertaken thus:
where \( j \) is the zone number. This reduction in \( Q_{\text{insul}} \) shows that if the losses through the insulant was assumed to be negligible, then the value of \( Q_{\text{rad}} \) obtained would be considerably lower. This principally accounted for the discrepancy between the modelled \( Q_{\text{rad}} \), and that obtained via evacuation. Unfortunately, this does not altogether eliminate the dependency of \( Q_{\text{rad}} \) on thermometric accuracy, particularly if extrapolation is necessary. However, it is to be noted that the bulk of the convective component of the heat transfers is still the difference between the atmospheric and evacuated \( Q_{\text{rad}} \) and infinitely more reliable. The heat balance now becomes:

\[
Q_{\text{rad(evacuation)}} = (Q_{\text{in}} - Q_{\text{insulation}} - Q_{\text{gaseous conduction}})_{\text{(evacuation)}} \quad (6.5)
\]

\[
Q_{\text{conv}} = Q_{\text{in(atmospheric)}} - Q_{\text{in(evacuation)}} + Q_{\text{gaseous conduction}} \quad (6.6)
\]

So long as the losses via the insulation and the power input could be accurately obtained, this method would still give a very reliable result. The maximum error obtained was then well within the span of the uncertainty for the lower temperature range. Another advantage of this technique is that the evacuated data reproducibility is guaranteed to virtual-zero percent variance, depending upon the consistency of the external thermal boundary-conditions. This is because, the effect of the variability of environmental pressure on natural convection heat transfers is eliminated.

For extrapolation, a historical trend in \( Q_{\text{conv}} \) was not available. Therefore, it was not feasible to obtain an acceptable extrapolation for the range where inherent thermal limitations in equipment prevented the acquisition of experimental data. The alternative method adopted was to extrapolate the heat loss via the insulation using a least squares linear fit, and that of the radiative heat transfer under evacuation extrapolated using a power fit. The type of curve fitting chosen resulted from the main variable in each equation, which was the temperature. Although the thermal conductivity of the insulant increased slightly in the range tested, the error introduced by using a linear fit for the losses via the insulation was considered negligible. This more accurate analysis revealed the initial source of error, as the mean wall temperature which was some 6.5% lower under evacuation.

The heat transfer by radiation is graphically shown in Fig. 6-21a, and losses via the insulation in Fig. 6-21b. From the data (see Tables 6.4 and 6.5), and as subsequently graphically indicated, (see Figs. 6-21c), the computations overestimated the radiative
heat transfers at the lower power inputs by up to 14%. However, as the power input was increased, the error rapidly diminished to become a slight underestimation beyond a power input of 960W. This was partly attributed to the extrapolation technique employed which was considered to be subjective. However, the trend of the experimental data as well as known analytical variables constrained the choice of regression.

To trace other sources of error, it was established, by numerically varying the emissivity (0.3<ε<0.7) for a constant surface area and temperature, that a variation of emissivity would only cause an approximately linear variation in the exchange factor, and a corresponding linear variation in the calculated radiation heat exchange. Therefore, it was concluded that, for the atmospheric tests, the temperature indications would be one source of error. One recommendation would be to utilise a larger number of zones in order to obtain more exact surface temperatures under atmospheric pressure, and then validating with evacuation.

To obtain the actual values from the tabulated data, the percentage differences were subsequently applied to the values calculated for the inner body surfaces. C20, which was tested essentially to validate the integrity of the apparatus, was not included in the convective vacuum studies (see Table 6.5). The data in Table 6.5 were taken from the highest power input, which is similar to actual oven conditions at higher temperatures. The data here were very close to that obtained under atmospheric conditions, which also validated the radiation model but only at these higher power inputs.
### Table 6.4. Modelled (Atmospheric) Qrad at 2200W
(units in Watts)

<table>
<thead>
<tr>
<th>configuration</th>
<th>C20</th>
<th>C91</th>
<th>C92</th>
<th>C93</th>
</tr>
</thead>
<tbody>
<tr>
<td>heater-to-zone</td>
<td>711</td>
<td>956</td>
<td>1164</td>
<td>1091</td>
</tr>
<tr>
<td>enclosure zone to inner body</td>
<td>1127</td>
<td>840.4</td>
<td>845</td>
<td>850</td>
</tr>
<tr>
<td>heaters, direct to inner body</td>
<td>512</td>
<td>369</td>
<td>282</td>
<td>384</td>
</tr>
<tr>
<td>QRAD to inner body top</td>
<td>459</td>
<td>216</td>
<td>195</td>
<td>173</td>
</tr>
<tr>
<td>QRAD to inner body side(x2)</td>
<td>(713)</td>
<td>(724)</td>
<td>(628)</td>
<td>(552)</td>
</tr>
<tr>
<td>QRAD to inner body base</td>
<td>295</td>
<td>234</td>
<td>276</td>
<td>476</td>
</tr>
<tr>
<td>Sum QRAD to inner body</td>
<td>1638</td>
<td>1210</td>
<td>1127</td>
<td>1234</td>
</tr>
<tr>
<td>QLOSS (insulation)</td>
<td>231</td>
<td>194</td>
<td>184</td>
<td>203</td>
</tr>
<tr>
<td>QCONV</td>
<td>331</td>
<td>796</td>
<td>889</td>
<td>763</td>
</tr>
</tbody>
</table>

### Table 6.5. Qrad by Evacuation (at 2200W)

<table>
<thead>
<tr>
<th>configuration</th>
<th>C91</th>
<th>C92</th>
<th>C93</th>
</tr>
</thead>
<tbody>
<tr>
<td>heater-to-zone</td>
<td>955.4</td>
<td>1164</td>
<td>1087</td>
</tr>
<tr>
<td>enclosure zone to inner body</td>
<td>864</td>
<td>845</td>
<td>847</td>
</tr>
<tr>
<td>heaters, direct to inner body</td>
<td>369</td>
<td>282</td>
<td>383</td>
</tr>
<tr>
<td>QRAD to inner body top</td>
<td>222</td>
<td>189</td>
<td>172</td>
</tr>
<tr>
<td>QRAD to inner body side(x2)</td>
<td>(744)</td>
<td>(604)</td>
<td>(550)</td>
</tr>
<tr>
<td>QRAD to inner body base</td>
<td>240</td>
<td>267</td>
<td>474</td>
</tr>
<tr>
<td>Sum QRAD to inner body</td>
<td>1209</td>
<td>1126</td>
<td>1251</td>
</tr>
<tr>
<td>QLOSS (insulation)</td>
<td>186</td>
<td>196</td>
<td>182</td>
</tr>
<tr>
<td>QCONV</td>
<td>805</td>
<td>879</td>
<td>767</td>
</tr>
</tbody>
</table>
6.4.7. Inner body radiative heat distributions

Only the heat distribution by radiation to the various walls of the inner body could be assessed with respect to the heat input, since the convective heat distribution to the individual inner body walls and its attenuating effect could not be separately determined.

The ratios of the radiative heat received between the base and that received by the top of the inner body were virtually constant throughout the power input range (see Fig. 6-21d). The heaters were all mounted at the lower portion of the enclosure. Therefore, it was expected that the base of the inner body would receive more radiation than the top. This was certainly true for C93 and, to some extent C92. But for C91, the top received the same amount as the base giving a ratio of about unity (see Fig.6-21d). This was attributed to the enclosure crown temperatures, which gained sufficient heat from both the mid-mounted heaters and the convective flow thereby offsetting the absence of a crown-mounted heater.

The sidewalls were also subjected to considerable radiative heat transfers, being highest for C91. The respective ratios to the inner body sidewalls were also uniformly maintained throughout the power input range (see Fig.6-21d).

6.4.8. Heat transfer analyses of the configurations

The trends of the heat transfers are depicted in Figs. 6-22 to 6-25. Ra for all the configurations were decreased as the power input increased. The view factors of the heating configuration of C92 was the lowest and it was expected that it would also produce the lowest radiative heat transfers. Since the heater temperatures were also lower due to the improved air flows as observed in the flow visualisation (see Fig. 6-13), its calculated radiative heat transfers were consequently the lowest. This is clearly depicted in Fig. 6-25b where the radiative heat transfer trends for C91 and C93 were also shown to be virtually identical.

The domination of the convective heat transfers for C92 was also shown to extend up to an input of 1520W before radiation became the major source of heat transfers to the
inner body (see Fig. 6-23b). For C91 and C93 however, radiation was dominant at an earlier stage (960W) of the power input (see Fig. 6-22b and 6-24d).

6.5. DISCUSSION

Because of the high thermal conductivity of the inner body, it was impossible to detect the local influence of the convective flows on the inner body temperatures.

Table 6.6. Correlations obtained:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Correlation</th>
<th>Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>C91</td>
<td>Nu = 0.287 Ra^0.251</td>
<td>8.5x10^7 &lt; Ra &lt; 14x10^7</td>
</tr>
<tr>
<td>C92</td>
<td>Nu = 7.109 Ra^0.0743</td>
<td>17.5x10^7 &lt; Ra &lt; 42x10^7</td>
</tr>
<tr>
<td>C93</td>
<td>Nu = 1.145 Ra^0.174</td>
<td>8.5x10^7 &lt; Ra &lt; 10.2x10^7</td>
</tr>
</tbody>
</table>

The correlations obtained from the previous investigation of C9 (see chapter 3) using a least squares linear fit (Nu = -2E-05Ra + 0.68) was seen to be numerically different from those of the present investigations (see Table 6.6). Aside from the differences in enclosure depth and the opaque end plates, which improved the acceptability of C92 data as 2-D, the inner body dimensions utilised for C9 was not wholly symmetrical, being rectangular within a square enclosure. The inner body surface area of C92 was also larger and cooler, thus accounting for the much lower air space temperatures. The smaller annular gap as well as the aforementioned differences ensure that the correlations would significantly differ, as previously observed, from enclosure convection heat transfer characteristics.

The correlation obtained for C91 surprisingly conformed to the trend of universal correlations. This may be due to the flow patterns which was the most symmetrical for the upper and lower portion of the cavity, as well as the improved change in wall temperature with elevation.
It was expected that C91 would have a comparative value of convection to C92. However, as the upper heating-elements had large view factors (with respect to the inner body sidewalls), C91 also produced higher direct radiation. Being an enclosed system, the convective component was consequently lower. The same argument applies to C93 because of the proximity of its lower heating-elements to the base of the inner body. A visual examination could then be used to predict the convective effectiveness of heating-element arrangements with respect to the radiation view factors.

The use of standard Nusselt numbers and Rayleigh numbers may lead to quite misleading interpretations as indicated by the range of correlations. The convective flows were not evenly distributed within the enclosure because of pronounced upper cavity vortices, whereas correlations generally tend to represent uniform heat transfer distributions.

Referring to Fig. 6-25b, it can be seen quite clearly that the trend of the convective to radiative heat ratios is instantly indicative of the heat transfer characteristics of the system, with C92 demonstrating significant convective advantages. Although C91 indicated a universal correlation when compared with the other two configurations, the limits imposed should be rigorously observed if these were to be incorporated into design guidelines.

At the oven air temperatures (≈130°C), 40% of the heat transfers for C92 was by natural convection, while it was 36.6% and 34.9% for C91 and C93 respectively.
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7. DISCUSSION
7.1. DISCUSSION OF THE EXPERIMENTAL TECHNIQUES

Two experimental techniques were employed to determine the convective component of the total heat transfers - a thermometric and an evacuation method. Interferometry was also employed and although no quantitative analyses were utilised from the results, the interferograms provided a unique insight into heater-wall proximity behaviour. The experimental studies also provided an opportunity to examine the benefits which accrued from the use of either method. The use of a long 2-D rig permitted the extensive flow visualisation studies to be undertaken which provided a sound basis upon which to identify certain heat transfer problems. The problems or benefits associated with the experimental studies are now considered in turn.

7.1.1. Flow visualisation

The flow visualisation technique (see Chapter 3), utilised smoke generated by passing air through a tubular bed of chemical granules. The use of high temperature glass windows allowed smoke data acquisition at elevated temperatures. Because of rapid smoke dispersion however, the flow was presented schematically. A similar flow visualisation technique was employed for the enclosed heater (see Chapter 4).

However, the positioning of the camera in the shadow cast by the inner body (pipe and piping system) was more critical, because the shadow projected was smaller than that obtained via the inner body of Chapter 3. Consequently, for the line heat source (9.5mm dia. electric heater), the use of the camera was not practicable. Hence, the related flow visualisation was also presented schematically.

For the vacuum rig, the availability of dedicated flow visualisation apertures eliminated these photographic restrictions. Although the dedicated apertures improved the quality of the video recordings, the use of perspex, however, reduced the operating temperatures at which the flow visualisations could be conducted satisfactorily. Consequently, any convective effect that the hot enclosure walls might have added to the flow was generally absent. Therefore, it is recommended that higher temperature (pyrex glass) windows be utilised in order to achieve flow visualisation at a much higher temperature.
7.1.2. An improved adjustment procedure for the MZI

An existing problem tackled in the course of this investigation was to enable the operation of the MZI in an infinite fringe mode. This mode greatly simplifies the evaluation of the ensuing interferograms. In spite of the use of the dedicated adjusting procedure available, it was still impossible to operate it in this mode. This problem was solved by developing an improved adjustment procedure, which was validated in the course of this investigation (see Appendix A).

7.1.3. Deducing the convective heat transfers by evacuation

The convective heat transfer was obtained by taking the difference between the meter reading at atmospheric pressure and at evacuation and adding the very small proportion by gaseous conduction. This process is inherently less erroneous because it omits the process of zoning and associated radiation heat transfer calculations which were subjected to cumulative uncertainties. More important is the fact that data gathered under vacuum would be the same irrespective of the atmospheric pressure and would be consistently more reliable and reproducible.

In this study, a square-sectioned enclosure, 350x350x1700mm was designed and the capability to operate under vacuum was validated.

In addition to the design expertise required, the other requirements and problems associated with employing this method for deducing the convective component of the total heat transfers were discussed in section 6.4.5.5.

However, the method offers two main advantages that are unique:

7.1.3.1. The convective component of the heat transfers obtained would be directly obtained and inherently more reliable. The vacuum data would also be universally more consistent.

7.1.3.2. The effectiveness of convection to attenuate the wall temperature profiles could be determined by comparing the profiles under evacuation to the more uniform profiles obtained under atmospheric conditions.
7.2. DISCUSSION OF THE OVERALL RESULTS

7.2.1.
It was concluded that C9 produced the most convection (see Chapter 3). But it was also observed that its time to reach steady-state was longest, whereas for C2, it was the shortest. It is clear, therefore, that convective arrangements would always take much longer to achieve steady-state conditions, and may prove to be the least desirable from the sole consideration of energy efficiency. A thorough explanation for this was provided in Chapter 6 (see 6.4.5.3). However, a desire for temperature uniformity would override this temporal consideration. Also, for prolonged steady-state operation, transient effects may be less significant. The time to reach steady-state conditions was also short for C4. It was also emphasised that the value of Ra (and to a lesser extent, Nu) generally decreased as the power input was increased.

7.2.2.
Before attention could be directed towards the main aim of obtaining improved convective component of the heat transfers, an important issue, that of the optimal position of a heater in a rectangular enclosure had to be resolved. This was carried out in Chapter 4. It was established that at low Ra, the enclosure base corners are ideal locations for hot spots such as electrical components and electronics boards in a totally enclosed, intrinsically safe system. Also as the Ra increased towards $1 \times 10^5$, the proportion of heat losses by natural convection rapidly declined. The design advice suggested an offset (<1.5d) specifically for the 9.5mm diameter horizontal cylindrical heater along the middle or lower region of a vertical wall.

When multiple cylindrical heaters are mounted horizontally, one above the other, adjacent and parallel to a vertical wall, the offset from the wall should be increased progressively with heater elevation, to ensure that the rising heated air from the lower heater in addition to the entrained flow, would be accommodated by the offset between the latter heater and the vertical wall. Arrays of enclosed horizontal fire tubes or electric heaters along a vertical wall should benefit from this concept. The implication for non-enclosed systems, such as refrigeration condenser tube arrays, is that convective heat losses should be enhanced if the array profile were to be slightly inclined, with the lowest tube being nearest the wall, and offset by less than 1.5d.
The large amount of experimental information provided by this phase of the study, could form the basis of improved numerical analyses and methods. Especially important were the variation of convective heat transfers with heater location in an enclosure, and that the flow visualisation alone could be utilised to provide the solution for the optimal location for maximum convective heat transfers of horizontal cylindrical heaters, by noting the position where the upper vortex disappears, as the heater approaches the vertical wall.

7.2.3. The improved method of obtaining convective flows was carried out in Chapter 6 where C9 was developed to give C91, C92, C93 and their variants. Because the evacuation technique gave the total natural convection heat transfer however, it was still found to be important to quantify the radiative component to each side of the inner body. Therefore, an elaborate radiation modelling was carried out which involved over 412 surface zones and reflections and adjusted via the vacuum data. It was then possible to gain an insight into the differences in heat transfer activities to the inner body between the studied configurations. Each of the configurations was found to have its own merits.

C92 was the most convective and somewhat similar to existing natural convection configurations in cubical ovens. Adding heating-elements along the wall above this arrangement could actually be to the detriment of natural convection as inferred via the interferograms (see Fig. 3-28), where the upper plume was seen to be deflected away from the interior and towards the upper corner. In spite of the insensitivity of the rig to transients, it was still possible to discern that C93 appeared to reach steady-state faster than the other two configurations, and because of its increased base heating, it is also recommended for further developments as well as a variant C91-135. C91 had the most uniform enclosure heating characteristics. This was because the crown of the oven was warmest, thereby contributing to radiative heat transfers to the upper inner body horizontal surface. The capability of C91 to uniform heating merits a further exploration as to further development.
8. CONCLUSIONS AND RECOMMENDATIONS
8.1. CONCLUSIONS

The experimental studies have demonstrated that locating heating-elements in the lower half of the enclosure (C92, see Fig. 8-1) would provide the highest convective heat transfers, as well as improved uniformity of the heated products. However, it is obvious that the design of natural convection heating systems cannot be oversimplified by a general recommendation of a single type of heating arrangement. While heaters mounted on the lower half of the vertical wall of an oven have produced the best convective heat transfers in this study, the type of product to be predominantly heated (whether high conductivity aluminium, or low conductivity foods and plastics), and their arrangement, would determine the most suitable type of heating arrangement, and this could include base-mounted heating systems.

The thermometric technique of obtaining and analysing the convective component of the heat transfers was supplemented by an evacuation technique, which gave the convective component of the heat transfers directly. The evacuation technique was shown to be inherently more accurate than the method utilised for the studies carried out under atmospheric pressure, because it is not prone to the variability in the environmental pressure. The use of multi-zone radiation modelling enabled a fairly high accuracy in data analyses to be achieved, for the experiments carried out at atmospheric pressure.

It was shown that a line heat source in a rectangular-section enclosure would achieve higher convection along the vertical wall than at the middle of the enclosure. It was also shown that the enhancement in the convective heat transfers would only occur if vortices or cells between the heater, the adjacent vertical wall and the upper horizontal wall disappear, as the heater is horizontally traversed towards the vertical wall. For a single, larger cylindrical heater, an enhancement due to a chimney effect cannot occur because the upper vortex or cells would always exist (between the plume and the vertical wall), which interfere with copious flow around the cylinder.

Furthermore, as the heater temperature increases (ΔT and Ra increase), the positions for maximum convective heat transfers shift upwards along the centred vertical (y-z) plane (0.25<Y<0.5; 7.5x10^4<Ra<1.1x10^5; X=0.5). Also at low Ra, along the vertical wall, the increase in convection becomes less significant. For optimal convective heat transfers from an enclosed, 9.5mm diameter horizontal cylindrical heater, the heater-to-wall separation should be less than 15mm (Ra=7.5x10^4). For arrays of vertically-
aligned, horizontal cylindrical heaters situated next to an adjacent vertical wall, the array should be tilted away from the wall, such that the rising, heated fluid from the lower heater, as well as the entrained flow, would be accommodated by the spacing between the downstream heaters and the vertical wall.

8.2. RECOMMENDATIONS

For cylindrical heaters in enclosures, further work should take advantage of interferometry for a detailed analysis of the local heat transfers for an improved accuracy of the Nusselt numbers. Data should be acquired at a larger number of finite steps as a general stepping stone to improved understanding of enclosed heat transfer processes, to determine if there are certain discontinuities in trends, and an encouragement to improved numerical methods. The employment of other enclosures of different aspect ratios could be considered, as well as different sized and multiple heaters along the vertical wall. This would permit the development of related empirical correlations.

The development of ovens is product-led. Therefore, recommendations from the oven studies (see Chapter 3) could include several of the studied configurations for onward development. The developmental process could take advantage of the changes in convection brought about by the alteration in the proximity of the heating-elements to the enclosing walls.

Where base heating is not a priority, C8, which achieved slightly more convection than C7 is recommended for further development. For C7, increased numbers and differential control of the upper heating-elements could be studied, as well as modelling the irradiance on the baking plane, with a view to improving the temperature uniformity of the finished products. However, the study confirmed that C2, with one heater along each of the four enclosure walls, approached steady-state fastest, and although it does not conform to a convective configuration, a further development of this is also recommended from a consideration of efficient energy usage.

Generally, the best natural convection would be obtained from heaters mounted horizontally and offset along the lower half of the vertical walls (C91 and C92). Where base heating is not a priority, C91 is recommended for further investigation because it
combines enhanced convective heat transfers with a rapid start-up to steady-state conditions, as well as improved temperature uniformity of the enclosure.

For increased base heating, the upper heater of C93 could be traversed inwards to create a high heat flux at the base (see Fig. 8-2). In this context, C91-135 which was examined in the flow visualisation, is also recommended for further development.

Further work should also focus on the effect of multiple inner bodies within cubical or convoyerised tunnel ovens on the flow and heat transfer characteristics of the system; the effect of non-louvered radiation shields which form parallel walls locally enclosing wall mounted heaters; the use of staggered, large diameter gas-fired tubes as heat sources; and the effect of generous rounding-off of the upper corners of ovens.
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APPENDICES
APPENDIX A

ADJUSTMENT OF THE MZI (and the evaluation of the interferograms)

A.1. Introduction

From time to time it is necessary to reset the drift or loss of alignment caused by vibration, thermal expansion, or inadvertent manipulation of the adjusting devices. The need for an improved adjustment procedure arose because the use of the existing dedicated method [57] still failed to produce the Infinite fringe mode. The layout is reproduced in Fig. A-1.

A.2. Modes of operation

The MZI can be used in three different modes:

a. The instrument can be adjusted to produce several parallel (or wedge) fringes each having a small finite width and spacing. As temperature gradients are introduced in the test beam, points of equal fringe shift (i.e. isotherms) can be identified.

b. When an undistorted interferogram is superposed on a distorted interferogram (to yield moiré fringes), isotherms can be identified by locating lines of equal fringe shift. This mode of operation has the advantage of eliminating the effects of imperfections of the interferometer optical plates, as both the distorted and undistorted fringe patterns suffer equally as a result of any defects.

c. The fringes can be as widely spaced as possible until only one fringe occupies the entire screen or field of view (nominally infinite fringe spacing). As temperature gradients are introduced in the test beam, the fringe will shift and also become narrower. Several fringes will come into view and each fringe is nominally an isotherm.

A.3. Adjustment

The following adjustment procedure is based largely on the procedure specifically dedicated to the MZI available at Cranfield University [57]. The main variation is the incorporation of the 'cross hairs' method [92].

If the geometric alignment has been carefully set up, then go to the second part - A6, 'The method of cross-hairs', after noting the safety instructions A.4.5 and A.5.5. For standard operations where only a small adjustment is required, it is common to use only the M2 adjusting devices to regain the optimised settings. Basically the initial procedure is to align the laser light source, adjust the four optical plates, insert the pinhole assembly and re-align.
A.4. Initial Preparations

A.4.1. Obtain a pair of appropriate safety goggles for eye protection.

A.4.2. Obtain two test templates made from thick cardboard paper and mark them as shown (see Fig. A-2). The offset marking is to allow for parallax effects due to the thickness of the card or template.

A.4.3. Obtain, on a suitable mobile stand a screen preferably made of graph paper.

A.4.4. Check to see that each wheel stand is reasonably inflated. Uniform inflation of the wheeled tyres is not critical although it should facilitate the subsequent adjustment of the pinhole filter on the input bench assembly.

A.4.5. The optical devices are precision-manufactured, costly, and easily damaged. The optical surfaces should, therefore not be touched or otherwise they may require expensive, expert cleaning.

A.5. Geometric alignment

Refer to Fig. A-3, A-4 and A-5.

A.5.1. On the upright stands, there are facilities for over 20mm of vertical (height) adjustment for each of the four optical devices. Check that all the four optical surfaces are raised to only about halfway up their adjustable mountings (≈6 acme threads), and that M2 is also positioned at about its central position on the vernier translation table.

A.5.2. Each of the mirrors and beam splitters has two fine vernier rotational adjustment about the horizontal and vertical axes. Using these screws ensure that the optical plate holding faces are initially flat with the gymbal assembly faces.

A.5.3. Remove the laser pinhole filter assembly (integral with L1) and the collimating lens L2.
A.5.4. Position one test template to cover M2. The template is positioned such that the continuously drawn diameter is vertical and the offset mark, (if any), on the horizontal and to the left.

A.5.5. Precaution [93]:

Wear appropriate SAFETY GOGGLES and then, switch on the laser light source.

A.5.6. The laser gun can be adjusted vertically via its two span supports; a coarse horizontal adjustment is effected by loosening the flange mountings (see Fig. A-4) and manually shifting the bench in the required direction; a finer horizontal-arc adjustment of the gun is effected by a rocking pivot, using the two screws on either side of the pivoted carrier bench.

A.5.7. Adjust the laser to strike the optical centre of M2 (the appropriate offset point on the card).

Position the second test template over BS1 (on the input side) and adjust the laser to strike its optical centre. Remove the test template over BS1 and check the displacement from the optical centre of M2; if necessary readjust the laser and bench.

Replace the test template over BS1, and check again for centring.

Iterate this procedure to obtain the optical centre of BS1 and M2 simultaneously.

A.5.8. Remove the test template from BS1 and position it over mirror M1 so that the offset is to the right.

Obtain the optical centre of M1 by rotation of BS1 about its axes; the vertical (height) position of M1 is also adjustable using the upright.

Remove the test template from M1 and position it on BS2 (see Fig.A-5) on the same side as M1 but with the offset now to the left. Obtain the optical centre of BS2 by rotating M1 about its axes; the height of BS2 can be adjusted at this stage. Shift the other test template from mirror M2 to BS2, the offset now to the right.
A.5.9
With both sides of BS2 now covered, adjust M2 by rotation in order to obtain the corresponding optical centre on the M2 side of BS2 without altering the height of BS2. Remove the test templates.

A.5.10.
L2 is positioned on the input bench and the height and orientation easily fixed by directing the faint reflection back along the laser beam. Remove L2.

A.5.11.
The mobile screen is now positioned on the input collimating bench as closely as possible to BS1, and adjusted vertically so that the light strikes somewhere close to its centre of area. This point is marked.

A.5.12.
The pinhole filter assembly is now re-positioned, as close to the laser as practicable.

The assembly consists of a small, convex condensing lens and a tiny aperture. The aperture can be located using vertical and horizontal vernier adjusters, while, on the same table, the lens can be moved axially towards the aperture; additionally the assembly table can be moved normal to the laser by loosening the mounting and sliding along the input bench. This assembly is adjusted so that the aperture is positioned at the focal point (a short distance), of the condensing lens.

A.5.13.
The brightness on the mobile screen (which is not necessarily uniform) can be used as a guide as to the ideal position of the aperture. (Moving the mobile screen along the bench to ascertain laser height parallelism may introduce errors since the earlier use of the pivot bench adjuster screws would have introduced relative inclination to the horizontal).

A.5.14.
L2 is then re-positioned so that the aperture is somewhat at, or near its focal point. Alternatively, the optimal location is obtained by moving L2 along the input bench in the direction of BS1 until the diameter of the illumination on the screen (≈190mm) just becomes constant, (i.e. beam parallelism or collimation is achieved);

It may be necessary to readjust the height of L2 since the bench may no longer be parallel to the light beam. As a guide, L2 will faintly reflect some laser light back towards the aperture and laser gun direction. Rotation of L2 (about the vertical), and some height adjustment, should enable the misalignment to be corrected, by ensuring that the reflection is in line with the laser source.
A.5.15. The mobile screen is now transferred to the decollimating bench. The decollimating lens L3 is positioned as close to BS2 as practicable. Because of geometrical approximations in the adjustment procedure, the beams may not have recombined identically at the surface of BS2. In which case two separate tiny dots should be seen at the focal point of L3. Whenever the two foci are coincident, fringes should be produced.

A.6. The method of cross hairs - $\alpha$ [92]

If the focal points are brought together (using M2 or BS2), fringes should be visible on the screen. To obtain fringes of the widest spacing (infinite fringe), the method of cross hairs is employed.

A.6.1. Position the movable screen on the output (de-collimating) bench between BS2 and the decollimating lens L3.

A.6.2. A cross hairs is placed on the input collimating bench, between BS1 and L2 (see Fig. A-6). Due to angular misalignment two images of these cross hairs can be observed on the output collimating bench screen. Note how far apart the images are.

A.6.2.1. Rotate BS2 to bring the two cross hairs images together.

A.6.2.2. Shift the screen to the two focal points beyond L3 and, using M2, the two focal points are brought together. This will influence the original positions of the cross hairs images.

A.6.2.3. Re-position the screen between L3 and BS2 and check the proximity of the two cross hairs.

A.6.3. IF: the cross hairs images are nearer than they were initially,
    repeat the process A6.2.1 - 3
    until both the images of the cross hairs and the focal points are each coincident simultaneously.

A.6.4. But If: the cross hairs images are now farther apart than they were initially,
    reverse the process:
    4. Rotate M2 to bring the two images together
5. Rotate BS2 to bring the focal points together
6. Check the proximity of the cross hairs images by repositioning the screen between L3 and BS2.

A.6.5.
Continue either process until both the images of the cross hairs and the focal points are each coincident simultaneously. At this stage, there should be only one fringe, or at most two fringes covering the entire screen.

The cross hairs method converges rapidly but it requires that the initial geometric alignment be carefully set up.

A.6.6
A further optimising technique by Brooks [58] which can be adopted if more than one fringe is still visible is to traverse M2 (along the path that bisects the included angle between the incident and reflected rays) as follows:

First of all, swing the fringes into the vertical plane by slightly rotating M2 about its horizontal axis. Now, using the horizontal vernier translation devise, traverse M2 inwards (which shortens the reference beam path length) or outwards (lengthens the reference beam path length). The fringes will be seen to rapidly cross the screen, widening or narrowing depending upon the direction of translation; traverse in the direction that provides the wider fringe spacing. M2 is finally rotated about its axes to bring the central fringe into view or to provide the widest possible fringe spacing.

If necessary, the method of cross hairs is re-applied.

For normal operations, it is usually sufficient to use M2 adjusting devices only, to regain the optimised settings.

A.7. Method of alignment of the test cell along the beam

Exact alignment of the test cell with the interferometric beam was found to be difficult. Common methods for alignment include:

(a) the use of cross hairs at each end of the test cell [58] and matching the interferometric image with a previously drawn contour of the cross-section of the test cell on the screen, and

(b) observing spurious fringes caused by diffraction at the wall [56,33].

In this study, the output beam was expanded using a condensing lens of a short focal length (see Fig. A-8). This also magnified any mis-alignment which was then detected on the screen. This optical method was combined with the diffraction method (b) and the alignment of the enclosure and the inner objects with the beam was thus facilitated.
A.8. Evaluation of the Interferograms

When the interferometer is set up from the infinite fringe mode (see A.2c), evaluating the subsequently disturbed interferogram is considerably simplified as the fringes are nominally isotherms. Each fringe has shifted by a constant from the initial zero order fringe. The temperature of any section within the interferogram is then obtained by multiplying the °C/ fringe with the number of fringes from the reference wall to the point of interest.

The relationship between fringe shift (AN) and the corresponding temperature change (ΔT) has been derived [56,58] and adapted for the present rig as follows:

The number of wavelengths of light, N, along a test section of path length Z is given by:

\[ N = \frac{Z}{\lambda_0/n} \]  
(A.1)

The relationship between the refractive index of a fluid and its density is:

\[ \frac{1}{\rho} \left( \frac{n^2 - 1}{n^2 + 2} \right) = \text{constant} \]  
(A.2)

For a gas, \((n+1)/(n^2 + 2)\) is nearly constant so that eqn.(2) reduces to

\[ (n-1)/\rho = G_1 \]  
(A.3)

where \(G_1\) is the Gladstone-Dale constant. Thus, for a change in the refractive index from \(n_1\) to \(n_2\)

\[ (n_1 - n_2) = G_1 (\rho_1 - \rho_2) \]  
(A.4)

Combining eqns (1) and (4)

\[ AN = G_1 Z (\rho_1 - \rho_2)/\lambda_0 \]  
(A.5)

Substituting for \(G_1\) from eqn.(2) yields:

\[ AN = \left( n_1 - 1 \right) \frac{Z}{\rho_1} \left( \rho_1 - \rho_2 \right) \]  
(A.6)

For a gas at constant pressure,

\[ \rho_1 T_1 = \rho_2 T_2 \]  
(A.7)

and eqn.(6) becomes:

\[ AN = \left( n_1 - 1 \right) \frac{Z}{\lambda_0} \frac{\Delta T}{T_2} \]  
(A.8)

where \(\Delta T = T_2 - T_1\)

Rearranging eqn.(8), the relation between fringe shift and temperature change is obtained in terms of a reference temperature and the corresponding refractive index of the gas in the test section. Thus

\[ \Delta T = \frac{T_1 \Delta N}{\lambda_0 (n_1 - 1) - \Delta N} = \frac{T_2 \Delta N}{\lambda_0 (n_c - 1) - \Delta N} \]  
(A.9)

where \(T_c\) represents the temperature at the cold surface.
From eqns (2), (3) and (7),
\[
\frac{n_1 - 1}{n_0 - 1} = \frac{p_1}{p_o} = \frac{T_o}{T_h}; \text{ so, } n_c - 1 = (n_0 - 1) \frac{T_o}{T_c}
\]  
(A.10)
where \(n_c\) and \(n_o\) are the refractive indices at \(T_c\) and \(T_o\) respectively.

Substituting eqn. (10) into eqn. (9), then:
\[
\Delta T = \frac{Z}{\lambda_o} (n_o - 1) \frac{T_c}{T_h} - \Delta N
\]  
(A.11)
For each experimental rig, the value \(\left[\frac{Z}{\lambda_o} (n_o - 1)\right]\) can be taken as a constant, \(G_2\). Therefore, for a rig length of 0.75 as used in chapter 3:
\[
Z = 0.750m, \lambda = 632.8 \times 10^{-9}, n_o - 1 = 0.2936 \times 10^{-3}, \text{ then } G_2 = 347.98
\]
For \(\Delta N = 1\), and the cold wall surface temperature \(T_o = 273K\),
\[
\Delta T = T_h - 273 = \frac{273}{347.98\left(\frac{273}{T_h}\right)} - 1
\]
whence \(T_h = 273.789\) or \(\Delta T = 0.789^\circ C/\text{fringe shift}\) (at \(T_o = 273\)).
Similarly, for \(\Delta N = 2\) fringes, \(T_h = 1.587K\), and for \(\Delta N = 3\) fringes, \(T_h = 2.394K\) (at \(T_o = 273K\)). So it is easily seen that the relationship between the value of temperature per fringe shift and the number of fringes is not linear.
Generally, \(T_c^2 - T_c G_3 T_h + T_c^2 G_3 = 0\), where \(G_3 = G_2/\Delta N\).

So for \(T_c = 20^\circ C = 293K\), and \(\Delta N = 10\) fringes, then \(G_3 = 34.8, T_c G_3 = 10193.2, T_c^2 = 85849\) and \(T_h\) can be obtained from:
\[
T_h = 0.5 \left\{ + \left( T_c G_3 \right) \pm \sqrt{ \left( T_c G_3 \right)^2 - 4 T_c^2 G_3} \right\}  
\]  
(A.12)
i.e. \(T_h = 301.9K\)

Sources of error [94, 56, 58] could include:

- (a) measurement of fringes
- (b) proximity of fringes to solid boundaries
- (c) poorly processed photographs
- (d) poor definition of fringes adjacent to solid walls
- (e) vibration
- (f) end effects,
- (g) refraction

It must also be noted that any adjustment error for the infinite fringe is additively superimposed on the interferogram, i.e. if more than one fringe occupies the screen. This error, which is equivalent to higher temperature readings than would exist in the test cell, is suppressed if the number of fringes is large [56].
Fig. A.1: Layout of the Mach-Zehnder Interferometer
Fig. A-3  Reference and Working Beams recombine Identically
Fig. A-4  Input collimating bench adjusting aids
Fig. A-5. Output bench adjusting aids and
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Fig. A-7  Adjustment using cross hairs
Fig. A-8 Beam expanding system (to facilitate test rig alignment)
APPENDIX B - VIEW FACTOR CALCULATIONS.

B.1. Introduction

In order to calculate the radiative heat transfers in Chapter 3, it was necessary to determine the view factors. Integrating the view factor equation has been shown to be numerically tedious. Therefore, the use of established view factors were considered but the method of crossed strings was finally adopted.

B.2 Error Propagation from Published Data

From the view factors which already exist in the open literature [6],[58] in graphical or tabulated format, other view factors of similar geometries could be deduced by view factor algebra. By making suitable approximations, other view factors such as from the cylindrical heating elements to the planar inner body, can be obtained. However, several of the documented view factors formulae were seriously in error particularly those involving non-planar surfaces.

The accuracy that could possibly be obtained is also limited because many tables are only obtainable for six-figure accuracy (or graphs read only to a best of 2-figures), which easily lead to large inaccuracies when view factor algebra is employed because of error propagation.

Error propagation from the use of view factor algebra, to deduce related configurations, had also been established by Feingold [95]. The view factors employed are therefore calculated using the crossed strings or related methods.

B.3. Data for Exchange Areas

Fig. B-2a shows the heating elements in all the possible arrangements. The enclosure surfaces were named such that the total upper surface was denoted by P, the sides by Q and S, and the base by R. The corresponding inner body surfaces are similarly denoted. Surface P to J (P-J) was treated as parallel planes, to obtain a view factor of 0.30. It is also seen that a portion of surface P, (OP) would also see surface J (see Fig. B-2b). This, and similar exchange areas were treated as non-intersecting perpendicular planes which yielded a view factor of 0.122 each.

The heater strip was treated as a flat surface, 8mm wide and exchanging with the upper surface as shown (see Fig. B-2c). When a heater could see more than one inner body surface, such as when located at the enclosure corners, it was treated as either a perpendicular, or parallel surface to the appropriate inner body surface, resulting in two view factors.

The view factors employed are shown in Table B.1.
Examples: View factors (from-to)

QP-J: Perpendicular planes
\('=SP-J, =QR-L, =SR-L, =0.122'\)

Q-K: Parallel planes \('=S-M, =0.175'\)

Heater b, parallel plane to K \('=0.114'\)

Heater b, perpendicular plane to L \('=0.18'\)

Heater c, parallel plane to J \('=0.393'\)

Heater strip = 8 x 580 mm
<table>
<thead>
<tr>
<th>top</th>
<th>area..1</th>
<th>emissiv..1</th>
<th>emissiv..2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-J</td>
<td>0.3</td>
<td>0.245</td>
<td>0.85</td>
</tr>
<tr>
<td>QP-J</td>
<td>0.12217</td>
<td>0.098</td>
<td>0.85</td>
</tr>
<tr>
<td>SP-J</td>
<td>0.12217</td>
<td>0.098</td>
<td>0.85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>base</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R-L</td>
<td>0.3</td>
<td>0.245</td>
<td>0.85</td>
</tr>
<tr>
<td>QR-L</td>
<td>0.12217</td>
<td>0.098</td>
<td>0.85</td>
</tr>
<tr>
<td>SR-L</td>
<td>0.12217</td>
<td>0.098</td>
<td>0.85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>sides</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-K</td>
<td>0.17514</td>
<td>0.245</td>
<td>0.85</td>
</tr>
<tr>
<td>PQ-K</td>
<td>0.0516</td>
<td>0.0665</td>
<td>0.85</td>
</tr>
<tr>
<td>RQ-K</td>
<td>0.0516</td>
<td>0.0665</td>
<td>0.85</td>
</tr>
</tbody>
</table>

| S-M       | 0.17514 | 0.245      | 0.85       | 0.7        |
| PS-M      | 0.0516  | 0.0665     | 0.85       | 0.7        |
| RS-M      | 0.0516  | 0.0665     | 0.85       | 0.7        |

**Heater examples**

| top centre | 0.5464762 | 0.0073 | 0.9 | 0.7 |
| top left   | 0.3933856 | 0.0073 | 0.9 | 0.7 |
| side centre| 0.4499757 | 0.0073 | 0.9 | 0.7 |

| a-L        | 0.103    | 0.0073   | 0.9  | 0.7 |
| a-M        | 0.16236685 | 0.0073 | 0.9  | 0.7 |
| b-K        | 0.114    | 0.0073   | 0.9  | 0.7 |
| b-L        | 0.18050505 | 0.0073 | 0.9  | 0.7 |
APPENDIX C
UNCERTAINTY ANALYSIS

C.1. Introduction

Errors noted during the experimental work were corrected before the data were recorded and utilised. Such corrections were necessary for example when poor thermojunction contacts were suspected, or unrealistic readings were observed from damaged thermojunctions.

Errors which occurred in the experimental studies due to uncertainty in the accuracy of the instrumentation, or to the data associated with equipment or materials employed must be accounted for. Similarly, other errors such as those derived for use in the formulae (such as the view factors) must also be accounted for, except when error-free, analytically derived formulae were employed. The relevant uncertainty was determined either by simple derivatives, or by the root-mean-square method.

C.2. Uncertainty in the convective heat transfers

The uncertainty from the experimental data was determined as follows:

In the experimental analyses $Q_{conv}$ to the inner body was obtained from:

$$Q_{conv} = Q_{in} - Q_{rad} - Q_{insul}$$  \hspace{1cm} (C.1)

The uncertainty in $Q_{conv}$ was obtained by considering individual errors. $Q_{in}$ was read directly from the wattmeters which was supplied with the calibration data and was utilised here as $\pm 2\%$ for each reading.

From $Q_{insul} = (k/t)A\Delta T$, the area $A$ and the insulation thickness $t$ were treated as constants. Although the thermal conductivity $k$ for Rockwool varied with temperature, its value as obtained from the supply data contained no uncertainty and was similarly treated as a constant thus:

$$Q_{insul} = c_3 \delta \theta_i$$  \hspace{1cm} (C.2)

Therefore, the uncertainty in $Q_{insul}$ (i.e. $\delta Q_{insul}$), which was directly proportional to the uncertainty in the calibrated temperature values (see Table C.1), was analysed as follows:

$$\delta Q_{insul} = \theta_i \delta c_3 + c_3 \delta \theta_i = c_3 \delta \theta_i$$  \hspace{1cm} (C.3)

so, $\delta Q_{insul}/Q_{insul} = \delta \theta_i/\theta_i$  \hspace{1cm} (C.4)

where $\delta \theta_i$ and $\theta_i$ are in $^\circ$C.

<table>
<thead>
<tr>
<th>Temperature range (°C)</th>
<th>Uncertainty (± °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 400</td>
<td>3</td>
</tr>
<tr>
<td>400 - 1100</td>
<td>0.75</td>
</tr>
</tbody>
</table>
The derivation of the formula \( Q_{\text{rad}} = \varepsilon A_0 F T^4 \), makes various assumptions and approximations as discussed by Siegell and Howell [82]. Even then it is well established as a calculation tool so that \( \varepsilon \) can be treated as a constant. Therefore, only three variables were considered - the emissivity, view factor and temperature, the rest being lumped together in a constant, \( c_4 \).

Hence \( Q_{\text{rad}} = c_4 \varepsilon F T^4 \) \hspace{1cm} (C.5)

and \( \frac{\partial Q_{\text{rad}}}{\partial \varepsilon} = c_4 F T^4 \), \( \frac{\partial Q_{\text{rad}}}{\partial T} = 4 c_4 \varepsilon F T^3 \) and \( \frac{\partial Q_{\text{rad}}}{\partial F} = c_4 \varepsilon T^4 \)

It was pointed out [96] that when an uncertainty is to be obtained from differences of variables whose values are numerically close, the uncertainty could be very large. If the net \( Q_{\text{rad}} \) is taken as the nominal \( Q_{\text{rad}} \), then equation (C.5) and its derivatives become:

\[
Q_{\text{rad}} = c_4 \varepsilon F(T_1^4 - T_2^4), \quad \frac{\partial Q_{\text{rad}}}{\partial \varepsilon} = c_4 F(T_1^4 - T_2^4), \quad \text{etc., but it was not essential to work out this for all the individual zones because the relative differences in the temperature values at the respective measured points were marginal. However, it is to be noted that a 0.5°C error in the measurement of } T_1 \text{ when } T_1=273K \text{ would result in a 0.7% error in the quartic temperature term, whereas at } T_1=473K, \text{ only a 0.4% error would occur. That is at lower temperatures, any measurement errors are inherently magnified. This is in addition to lower errors being specified for thermojunctions at elevated temperatures. If } U_{\text{rad}} \text{ represents the uncertainty in } Q_{\text{rad}}, \text{ and } U_\varepsilon, \ U_F \text{ and } U_T \text{ the uncertainties in the independent variables, then the uncertainty, adapted from Kline and McClintock [97] is:}

\[
U_{\text{rad}} = \pm \sqrt{ \left( \frac{\partial Q_{\text{rad}}}{\partial \varepsilon} U_\varepsilon \right)^2 + \left( \frac{\partial Q_{\text{rad}}}{\partial F} U_F \right)^2 + \left( \frac{\partial Q_{\text{rad}}}{\partial T} U_T \right)^2 } \hspace{1cm} (C.6)
\]

The error in the temperature measurements involving the radiation and insulation terms varied with increasing temperature. It was consequently found convenient to plot a curve of temperature against uncertainty at convenient thermometric values (see Tables C.2 and C.3, and Fig. C-1 and C-2), from where other values of uncertainty could be obtained at corresponding temperatures.

The emissometer employed was calibrated by taking the emissivities for a standard low emissivity reflective plate and that for a high emissivity plate. The ensuing linear graph of emissivity versus voltage was utilised for the measured emissivity of the experimental apparatus. A mean emissivity of 0.42 was obtained after averaging the data obtained from several zones of the enclosure surfaces. However, the uncertainty in emissivity obtained through the calibration data was ±0.01 and this was applied without any adjustment.
Now, the view factor from a totally enclosed object to its enclosure is unity. Therefore, the uncertainty in the view factor was derived from the reciprocity relations $A_2F_{21}=A_1F_{12}$, noting that $F_{12}$ does not include $F_{11}$ where the enclosure partially sees itself. By summing up the total zonal exchange areas, and comparing with unity, the error in the view factor was obtained as 0.062 (6.2%) for the values utilised in chapter 3. This also fixed the value of $F$ as unity in the uncertainty analysis.

### Table C.2. Uncertainty in $Q_{\text{insul}}$

<table>
<thead>
<tr>
<th>$U_T$(°C)=$\delta\theta_j$</th>
<th>$\Delta T=\theta_j$(°C)</th>
<th>$k$</th>
<th>$U/Q=\delta\theta_j/\theta_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>250</td>
<td>0.079</td>
<td>0.012</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>0.066</td>
<td>0.015</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>0.055</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>0.045</td>
<td>0.03</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>0.038</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.033</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### Table C.3. Uncertainty in $Q_{\text{rad}}$

<table>
<thead>
<tr>
<th>$T$(K)</th>
<th>$U_T$</th>
<th>$U_{\text{rad}}$</th>
<th>$Q_{\text{rad}}$</th>
<th>$U_{\text{rad}}/Q_{\text{rad}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>873</td>
<td>0.75</td>
<td>958.7</td>
<td>13832.1</td>
<td>0.06931</td>
</tr>
<tr>
<td>773</td>
<td>0.75</td>
<td>589.5</td>
<td>8502.6</td>
<td>0.06933</td>
</tr>
<tr>
<td>673</td>
<td>0.75</td>
<td>338.9</td>
<td>4885.3</td>
<td>0.06937</td>
</tr>
<tr>
<td>573</td>
<td>3</td>
<td>185.7</td>
<td>2567.2</td>
<td>0.0723</td>
</tr>
<tr>
<td>473</td>
<td>3</td>
<td>87.9</td>
<td>1192</td>
<td>0.0737</td>
</tr>
<tr>
<td>373</td>
<td>3</td>
<td>35.2</td>
<td>461</td>
<td>0.0763</td>
</tr>
<tr>
<td>323</td>
<td>3</td>
<td>20.4</td>
<td>259</td>
<td>0.0786</td>
</tr>
<tr>
<td>298</td>
<td>3</td>
<td>15.1</td>
<td>187.8</td>
<td>0.0801</td>
</tr>
</tbody>
</table>

The maximum uncertainty is simply obtained from:

$$U_{\text{conv}} = \frac{\delta Q_{\text{conv}}}{Q_{\text{conv}}} = \delta Q_{\text{conv}} \pm \delta Q_{\text{rad}} \pm \delta Q_{\text{insul}} (C.7)$$

noting that the maximum uncertainty is obtained by adding the uncertainty to $Q_{\text{in}}$, while those of $Q_{\text{rad}}$ and $Q_{\text{insul}}$ were subtracted from them. It is easily seen here that for small values of $Q_{\text{conv}}$, the uncertainty would be very large. Other values were substituted from the appropriate temperatures at the same $Q_{\text{in}}$ as follows:

For a particular value of $Q_{\text{in}}$, the uncertainty in $Q_{\text{rad}}$ was obtained from the graph (see Fig. C-1) at the mean temperature used to evaluate that $Q_{\text{rad}}$. Similarly, the uncertainty in $Q_{\text{insul}}$ was read from the graph (see Fig. C-2) at the corresponding temperature obtained from the test data. Because the uncertainty in $Q_{\text{insul}}$ decreased with temperature increase, the uncertainty read using $\Delta T$ for $Q_{\text{insul}}$ was marginally higher than if the wall temperature data had been used. For configuration 1, when $Q_{\text{in}}$ was 201W at ±1.5% (±2%
for C91-3), δQrad at 411.8K was read from Fig. C-2 as 0.08, and δQinsul at 46.8°C read from Fig. C-3 as 0.09.

When an uncertainty is to be obtained from differences of variables whose values are numerically close, it has been found that the uncertainty would be very magnified. This would apply for both Qrad and Qin, but because Qinsul was generally much lower than either Qin or Qrad, the uncertainty in Qinsul would have only a marginal effect on the overall uncertainty. Conversely, when the numbers used to obtain Qconv are numerically close to Qin, so that Qconv was very small, the uncertainty in Qconv would be extremely large as aforementioned and as obtained in this study. The uncertainty was also magnified when ratios of numerically different numbers were considered.

**Table C.4. Uncertainties (%) In the heat transfers by convection (Chapter 3).**

<table>
<thead>
<tr>
<th>Input (W)</th>
<th>C1</th>
<th>C6</th>
<th>C8</th>
<th>C9</th>
</tr>
</thead>
<tbody>
<tr>
<td>201</td>
<td>7.3</td>
<td>6.75</td>
<td>8.3</td>
<td>5.7</td>
</tr>
<tr>
<td>805</td>
<td>17.7</td>
<td>23.6</td>
<td>21.5</td>
<td>13.7</td>
</tr>
</tbody>
</table>

**Table C.5. Uncertainties (%) In the heat transfers by convection (Chapter 6).**

<table>
<thead>
<tr>
<th>Power input (W)</th>
<th>C91</th>
<th>C92</th>
<th>C93</th>
</tr>
</thead>
<tbody>
<tr>
<td>520</td>
<td>10</td>
<td>10.65</td>
<td>9.92</td>
</tr>
<tr>
<td>960</td>
<td>12.25</td>
<td>11.54</td>
<td>12.12</td>
</tr>
<tr>
<td>1540</td>
<td>14.39</td>
<td>12.23</td>
<td>14.24</td>
</tr>
<tr>
<td>2200</td>
<td>18</td>
<td>13.69</td>
<td>17.8</td>
</tr>
</tbody>
</table>

Now, the power measurements for the evacuated studies were taken from the same instrument without switching it off, which leads to the assumption that the difference taken would be subject to zero error. This is the basis for reasoning that the propagation in uncertainty would be very much reduced. Therefore, the uncertainty for the evacuation studies, in addition to not embracing the individual uncertainties from over 450 zones, would be much lower than that for the atmospheric modelling calculations.

**C.3. Uncertainty for Q ratios**

When ratios are utilised to present the analysis, the uncertainties were not neutralised as would be intuitively anticipated either for Qconv/Qstr or for Qrad/Qin and Qconv/Qin. Thus for \( \psi = \frac{Q_p}{Q_s} \), adopting the benchmark root-mean-square method [97], and substituting for \( \frac{\partial \psi}{\partial Q_p} \) and \( \frac{\partial \psi}{\partial Q_s} \), equation C.5 can now be re-written:

\[
U_{Q/Q_x} = \pm \sqrt{\left( \frac{1}{Q_x} \right)^2 \delta Q_x^2 + \left( \frac{Q_x}{Q_x^2} \right)^2 \delta Q_x^2}
\]  

(C.8)
where \( \delta Q_p \) and \( \delta Q_s \) represent the uncertainties in the numerator and denominator respectively, and \( U(\psi) \) the overall uncertainty in the arbitrary ratio \( \psi \). It can now be seen that although a larger denominator would contribute to a lower uncertainty, it really is the individual uncertainties that are the influencing parameters.

**Table C.6. Uncertainties (%) in the Q/Q ratios by convection (Chapter 4)**

<table>
<thead>
<tr>
<th>Input (W)</th>
<th>Sidewall ((Y=0.5))</th>
<th>Base (Central)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.92</td>
<td>17.0</td>
<td>24.8</td>
</tr>
<tr>
<td>11.52</td>
<td>10.7</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Equation C.8 shows the cumulative effect of the uncertainties. The uncertainties in \( Q_{\text{conv}}/Q^*_{\text{conv}} \) (see Table C.6) also reflect the important influence of the individual uncertainties. The ratios calculated for the base mounted configurations with higher individual uncertainties recorded higher overall uncertainties in spite of having lower values in the denominators than the sidewall mounted heat ratios.

**Fig. C-1**

Variation in uncertainty for Qinsul with increasing temperature

**Fig. C-2**

Variation in uncertainty for Qrad with increasing temperature
APPENDIX D

INFLUENCE OF HIGH TEMPERATURES ON NATURAL CONVECTION HEAT TRANSFERS (for enclosed systems)

The total heat flux to an inner body is represented by:

\[ q = q_{\text{conv}} + q_{\text{rad}} \] (D.1)

The air adjacent to a heated vertical wall will rise by natural convection. Experience suggests that the higher the temperature difference between the vertical wall and the ambient, the more vigorous the convective flow would be. Intuition consequently suggests also that the convective heat transfer would correspondingly increase.

The cause of flow by natural convection is attributed to the temperature gradient, which sets up density gradients in the air. The resultant buoyancy force is in opposition to the gravitational force. This sets up free convection currents. The analysis is well established [11] to give:

\[ Nu = \frac{hL}{k} = c_1 \left( \frac{\rho^2 g \beta \Delta T L^3}{\mu^2} x \frac{\mu c_p}{k} \right)^{\gamma} = c_1 (Gr \ Pr)^{\gamma} \] (D.2)

where Gr is the measure of the vigour of the flow (i.e. the ratio of the buoyancy forces to the viscous forces), while Pr indicates the thermometric conductivity.

As the temperature rises, the thermal conductivity of air rises which at first suggests that microscopic or molecular conduction would increase the convective heat transfers. But the increase in temperature also causes a reduction in the density of the air; so the mass of air in direct contact with the hot surface is also reduced. From D.1, the effect of the reduced density term (within the numerator in the Rayleigh number) can now be seen to be additive to that of the increased thermal conductivity (in the denominator).

An examination of air properties [63] at 300K and at 1100K shows, for a unit \( \Delta T \) and L, a 350-fold decrease occurs in the buoyancy term. Simultaneously, the 4th power dependence on the temperature variable would have caused a 40-fold increase in the radiative term (e.g. 1100^4-1099^4:3254-3244).

Fig. D-1 depicts the increase of the thermal conductivity, Fig. D-2 the decrease of air density, while Fig. D-3 that of the reduction of Ra with increased temperatures. These confirm that as the air temperature is increased, the convective component of total heat flux must decrease, and at elevated temperatures e.g. as encountered in some high temperature ovens (700K) and furnaces (1050K), the influence of natural convection is virtually suppressed by the inherent characteristics of air properties so that thermal energy transfer will be achieved principally by radiation.
Therefore this limitation should always be borne in mind when convection, particularly natural convection is expected to play an important part in enclosure heat transfer designs.

For this reason, forced convection ovens and furnaces tend to use very high rates of air circulation at elevated temperatures because convective heat transfer is often reduced to less than half of its start-up value [8]. Because reflective (low emissivity) loads would be heated by radiation less rapidly than high emissivity loads, convection would be advantageous over radiation heat transfer. It so happens that the light metallic alloys are generally of low emissivity and require heating to relatively low temperatures where convection and temperature uniformity are indispensable characteristics. This is in contrast to the higher emissivity heavier metals which require heating to higher temperatures (>1000K) and radiation is employed.

However, the foregoing knowledge appears not to have been implemented in the specification and use of infra-red curing ovens for beverage can tops whereby can seals are cured at 226°C by roof-mounted infrared quartz tubes [96]. It is highly recommended that convective ovens should still be adopted for reflective or low emissivity loads rather than radiation ovens.
Fig. D-1

Increasing thermal conductivity with increasing temperature

Reduction in air density with increased temperature

Reduction of Ra with increased temperature
(for unit temperature difference, unit length)
APPENDIX E

THE DESIGN OF RECTANGULAR VACUUM/PRESSURE VESSELS

E.1. INTRODUCTION

The ASME Boiler and Pressure Vessel Code VIII D1 [73] provides design guidance for rectangular pressure vessels subject to internal pressure. The formulas, which are also obtainable from Faupel [74], are for internal pressure, but they will apply to cases of external pressure by reversing the stresses and the pressure. While the use of Codes and Standards simplify the testing required, promote more uniformity of design and the cost of validity of the products, the present design problems have not been adequately covered. Design stress limitations were obtained from BS5500 [99]. Hydraulic calculations for the inner body were simplified by utilising the friction factor concept for turbulent flow [79].

E.2 DESIGN OF VACUUM VESSEL OF RECTANGULAR CROSS-SECTION

E.2.1. Introduction

A square-sectioned vessel was designed by welding together 4 SS 304L plates (1700x356), using fillet welds. The fabrication procedure required that the connecting fillet weld could be deposited on only the exterior of the corners, because the interior of the enclosure was too long to allow control of the welding process. The resulting triangular-shaped corner rather than the rigid, square-edge shape as published [73] (see Fig. E-1), required improved stress calculations. Therefore, extra effort was devoted to front-end design calculations in order to optimise the resources. The corners were still considered as rigid, so that the central plate deflection δ, the bending moment, M and the direct stresses \( \sigma \), were calculated using tabulated data from flat plate stress analyses [100].

E.2.2. Procedure

The design procedure adopted was as follows:- The minimum plate thickness was calculated and checked for buckling; then the stresses at the fixed (corner) edges were calculated. 3D (Mohr’s circle) method was utilised to obtain the maximum principal stresses of the highly stressed parts.

E.2.3. Calculations:

E.2.3.1. Sidewall plate thickness

The required plate thickness was calculated from the tabulated data presented in [101] and derived from [100] - rectangular plates with clamped
edges carrying uniformly distributed loads. For plate dimensions \( y \) and \( z \), where \( z \) is the shorter side, the maximum deflection, \( \delta \), takes place at the centre of the plate:

\[
\delta_{\text{max}} = \alpha \frac{p z^4}{E w^3} \quad (E.1)
\]

but the maximum direct stress occur at the centre of the longer edge:

\[
G_{\max(\text{centre of long edge})} = \frac{\beta_1 p z^2}{w^2} \quad (E.2)
\]

and the direct stress at the plate centroid is given by:

\[
\Gamma_{\text{(plate centre)}} = \frac{\beta_2 p z^2}{w^2} \quad (E.3)
\]

where \( \alpha, \beta_1 \) and \( \beta_2 \) are given in Table E.1, \( p \) is the uniform pressure \((1.1 \times 10^5 \text{Nm}^{-2})\), \( w \) is the plate thickness, and \( E=200\text{GNm}^{-2} \).

It can be noticed from Table E.1 (for constant \( v=0.3 \)) that when \( y/z > 2.0 \), the effect of the restraining edges on the stiffness of the plate diminishes, and this necessitated checking for Instability because of the axial (end plate pressure) load.

**Table E.1. Constants for uniformly loaded rectangular plates (clamped edges \( v=0.3 \)).**

<table>
<thead>
<tr>
<th>( y/z )</th>
<th>1.00</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
<th>( \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.0138</td>
<td>0.0188</td>
<td>0.0226</td>
<td>0.0251</td>
<td>0.0267</td>
<td>0.0277</td>
<td>0.0284</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.3078</td>
<td>0.3834</td>
<td>0.4356</td>
<td>0.4680</td>
<td>0.4872</td>
<td>0.4974</td>
<td>0.5</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.1386</td>
<td>0.1794</td>
<td>0.2094</td>
<td>0.2286</td>
<td>0.2406</td>
<td>0.2472</td>
<td>0.25</td>
</tr>
</tbody>
</table>

By using reinforcing members, the dimensions to be considered were reduced from 0.35x1.7m to 0.35x0.31m giving the ratio \( y/z=1.13 \). To obtain the optimal thickness (for \( \delta_{\text{max}} \leq t/2 \)), the main values used as input are in Table E.2.

**Table E.2 Calculation of optimal thickness**

<table>
<thead>
<tr>
<th>Thickness, ( w ) (mm)</th>
<th>( y/z ) (350/310)</th>
<th>( \alpha )</th>
<th>( \delta_{\text{max}} \times 10^{-3} )</th>
<th>( w/\delta )</th>
<th>is ( w&gt;2\delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.938 (5/16&quot;)</td>
<td>1.13</td>
<td>0.017</td>
<td>7.516</td>
<td>242</td>
<td>Y</td>
</tr>
<tr>
<td>6.35 (1/4&quot;)</td>
<td>1.13</td>
<td>0.017</td>
<td>14.68</td>
<td>17</td>
<td>Y</td>
</tr>
<tr>
<td>4.763 (3/16&quot;)</td>
<td>1.13</td>
<td>0.017</td>
<td>34.8</td>
<td>5.39</td>
<td>Y</td>
</tr>
<tr>
<td>3.175 (1/8&quot;)</td>
<td>1.13</td>
<td>0.017</td>
<td>117.4</td>
<td>1.06</td>
<td>N</td>
</tr>
</tbody>
</table>

Although the minimum plate thickness was obtained as 4.763mm, 6.35mm thick plates were selected to reduce the value of \( M \) required for restraint at the edges.

**E.2.3.2. Stresses at the Corners**

The direct stresses \( \xi_x \) and \( \xi_y \) were obtained using equation (E.2). To \( \xi_y \) was
added the stresses from the mass of the vertical plate and the pressure forces as shown (see Table E.3). For the lower corner, these were subtracted from $\zeta_y$. The SS plates were available in imperial sizes. Table E.4 shows the stresses obtainable at $1.1 \times 10^5$ and at maximum vacuum ($1.0 \times 10^5$). The latter were used in subsequent calculations following the design advice from Sec.3.2.3 of BS5500 (vacuum vessels - relaxation of design pressure) [99]. Although the stress caused by atmospheric pressure on the end plate was only $3.77 \times 10^6$ compressive, it introduced a third dimension into the stress calculations. The shear stress $\Gamma$ was estimated by considering the fillet weld as a non-prismatic, wedge-shaped section not subject to twisting. The value obtained was added to that produced by the mass of the plates and the pressure forces to obtain $\Gamma = 4.32 \times 10^6$. The principal stresses were then obtained thus:

$$\zeta_1 = \frac{1}{2} (\zeta_x + \zeta_y) \pm \frac{1}{2} \sqrt{(\zeta_x - \zeta_y)^2 + 4\Gamma_y^2}$$

where $\zeta_x = 93.15 \times 10^6$, $\zeta_y = 84.15 \times 10^6$, $\Gamma = 4.32 \times 10^6$.

Using $\zeta_z = -3.77 \times 10^6$ as a principal stress, a 3-D Mohr's stress analysis subsequently yielded:

$\zeta_1 = 94.89 \times 10^6$, $\zeta_2 = 82.4 \times 10^6$, $\zeta_3 = -4.2 \times 10^6$ and $\Gamma_{\text{max}} = 49.55 \times 10^6$.

Only a very small section of the plate edge centres would be subjected to these stresses. From the material supply inspection certificate (BS 304S11 TYPE 304L), the tensile stress was given as $596 \text{ MNm}^{-2}$, and the yield stress $313 \text{ MNm}^{-2}$. The design Code (ASME) limits the stresses to 2/3rd the yield stress or, for SS, to 0.9 of the design stress at the operating temperature, whichever is the lower.
The layout of the enclosure is shown in Fig. E-2. It includes construction details and methods of attachment of the I-section foot and end plate channel supports. The end view shows the drilled position of attachment of the channel-section end plate supports. The method of fabrication of the pads for the inner body, heaters, and flow visualisation are depicted in Fig. E-3. The all-round welded construction permitted the assumption that a stress discontinuity would exist between adjacent plate elements.

**E.2.3.3. Operational limitations**

Data from BS5500 (Table 2.3c) [99] gave the design stress for both 304S11 and 304S61. The latter data aligns closely with the stress data of 304S11 TYPE 304L supplied and it shows that the maximum stress (99.1 MNm⁻² under vacuum) would be accommodated at plate temperatures up to 400°C (90% of 127 MNm⁻²). This is the absolute design limit (f₀ₕ = 1) under vacuum for the enclosure. Therefore, the maximum recommended wall temperature for f₀ₕ=1.5 under vacuum is 200°C. It is to be noted that under vacuum, the wall nearest to the heater would register temperatures approaching that of the heater. Therefore, the heater temperature under full vacuum should be continuously monitored and kept not higher than 300°C, based upon the experimental data (see Fig. 6-10, Chapter 6).

**E.2.3.4. Stresses at the Inner body support pads**

The stress induced on the enclosure walls by the inner body were found to be very low, but as an example, the operational mass of the inner body to be carried by the two pads was 125 kg. The reinforcing members of the enclosure were assumed to provide a discontinuity from the effects of the external pressure force; that is, at the extreme ends of the enclosure vertical wall, in the region occupied by the inner body support pads, stresses set up as a result of the external pressure would be negligible. Also, by providing the stands for the enclosure in line with the position of the inner body support pads, it ensured that there would be no twist of the welds. Therefore, only the weld area of the pads, and the weld area within that area of the vertical enclosure walls were considered in the stress calculations. Hence, the enclosure vertical plate weld area=0.1x0.004x2, to resist 9.81x125/2, gave \(\tau=0.697\text{ MNm}^{-2}\).

**E.2.4. Enclosure end plates**

Provision was made at the enclosure base supports whereby channel sections were bolted to carry the end plates. Two L-section SS brackets were welded externally across the roof (x-direction) at both ends to which the upper channel sections were bolted. Each channel section was provided with threaded holes through which M6 bolts were screwed to keep the end plates tightly sealed against the milled faces of the vacuum enclosure. This arrangement should ensure that the end plate edges could be treated as
fixed-fixed. However, there was uncertainty as to how uniformly tight the plates could be under various operational conditions. Therefore, the plate edges were treated as free-free and the thickness obtained using the deflection procedure as for the enclosure plates. (see Table E.5). Although the lowest calculated size was 6mm, the generous thickness arrived at (10mm) was as a result of safety and corrosion thickness considerations because MS plates were specified.

<table>
<thead>
<tr>
<th>x/y</th>
<th>Thickness, w mm (inches)</th>
<th>$\delta_{\text{max}}$</th>
<th>w/δ</th>
<th>is w&gt;2$\delta$</th>
<th>$\zeta_{\text{max}}$ x10$^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>10 (0.39&quot;)</td>
<td>0.366</td>
<td>27.3</td>
<td>Y</td>
<td>48</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>8 (0.315&quot;)</td>
<td>0.714</td>
<td>11.2</td>
<td>Y</td>
<td>75</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>6(0.236&quot;)</td>
<td>1.69</td>
<td>3.54</td>
<td>Y</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>4(0.157&quot;)</td>
<td>5.7</td>
<td>0.7</td>
<td>N</td>
<td></td>
</tr>
</tbody>
</table>

**E.3. DESIGN OF INNER VESSEL OF RECTANGULAR CROSS-SECTION**

**E.3.1. Introduction**

The inner body dimensions were specified as 175x175x1400. The length of 1400mm, which was considerably shorter than the enclosure length was chosen so that the enclosure would accommodate the inner body support pipes, which also acted as cooling fluid inlet and outlet pipes.

The inner body was fabricated by welding together 4 MS plates to form a square-sectioned hollow inner body. The design procedure for calculating the optimal wall thickness was similar to that utilised for the vacuum enclosure. The specification also included a requirement for isothermal operation. In order to remove the heat input, it was designed for regulated fluid circulation. A baffle was incorporated which directed the fluid flow as shown (see Fig. 5-2), to sweep a substantial internal surface area of the inner body.

The head losses due to friction and the expected increased power input required the specification of a more powerful thermocirculator. Therefore, the inner body walls should withstand an internal pump pressure of 1.8 bar and the vacuum enclosure pressure of -1x10$^5$Nm$^{-2}$, i.e. it was designed to withstand an internal pressure of 3 bar. Easier control of the welding for the MS plates permitted the corners to be welded with increased angular weld deposits and penetration.

Although some innovative features (chiefly the void space and the baffle) reduced the operational mass of the inner body, the calculations were still based upon a fully loaded mass (see E.3.3).
E.3.2. Inner body wall thickness

Each inner body plate dimension was 175x1400mm, and end plates 165x165. For the inner body sidewalls, the full ratio (1400/175) was utilised in calculating the required plate thickness, because there were no reinforcing members. Although the minimum optimal thickness was 4mm, subsequent stress calculations dictated the use of 6mm thick wall plates (see Table E.7). In the design process, bolted end plates were originally considered so that safety and corrosion inspection of the interior could be carried out. However, fabrication constraints necessitated welding the end plates on to the four walls. Consequently, a short operational lifetime was anticipated because of the inability to carry out internal inspection of the MS inner body.

Table E.6 Calculation of optimal thickness (pressure) for inner body walls

<table>
<thead>
<tr>
<th>Thickness, w mm (inches)</th>
<th>δ&lt;sub&gt;max&lt;/sub&gt;</th>
<th>w/δ</th>
<th>is w&gt;2δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 (0.315&quot;)</td>
<td>0.086</td>
<td>93.2</td>
<td>Y</td>
</tr>
<tr>
<td>6 (0.236&quot;)</td>
<td>0.203</td>
<td>29.48</td>
<td>Y</td>
</tr>
<tr>
<td>4 (0.157&quot;)</td>
<td>0.687</td>
<td>5.82</td>
<td>Y</td>
</tr>
<tr>
<td>2 (0.079&quot;)</td>
<td>5.49</td>
<td>0.364</td>
<td>N</td>
</tr>
</tbody>
</table>

In addition to withstanding a total pressure of 3bar, axial tension due to pressure, and upper surface compression (lower surface tension) were considered because the end plates had to carry the mass of the operational inner body. This resulted in selecting 6mm thick plates.

Table E.7. Results of the stress calculations (x10<sup>6</sup>)

<table>
<thead>
<tr>
<th>Thickness</th>
<th>4mm</th>
<th>6mm</th>
<th>8mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>ζ&lt;sub&gt;max&lt;/sub&gt;</td>
<td>238.3</td>
<td>105.9</td>
<td>59.6</td>
</tr>
<tr>
<td>ζ&lt;sub&gt;centre plate&lt;/sub&gt;</td>
<td>110.2</td>
<td>48.9</td>
<td>27.6</td>
</tr>
<tr>
<td>δ&lt;sub&gt;mass&lt;/sub&gt;</td>
<td>0.461</td>
<td>0.137</td>
<td>0.058</td>
</tr>
<tr>
<td>ζ&lt;sub&gt;mass&lt;/sub&gt;</td>
<td>2.81</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It can be seen that the maximum stress is less than 110MNm<sup>-2</sup> under vacuum. The yield stress of 275 gives a fos of 2.5. Other calculations involved the torsional effect of the inlet and outlet pipes used to suspend the inner body.

E.3.3. Fluid flow circuit design

It was necessary to consider the differential pressure caused by the extended surface area swept by the process (cooling) fluid before the specification of the thermocirculator. Although the fluid utilised was a mixture of anti-freeze and water, only the properties for the latter were considered. Two inlet pipes
and two outlet pipes were found to be necessary to reduce the pressure drop across the inner body to less than 0.7 bar.

To admit fluid into the inner body chamber, 16 equidistant holes, 8 on each inlet pipe were drilled. The hole diameters (8 mm) were derived by considering the total pipes csa, dividing by 16, and deducing the required drill diameter. The inlet pipe csa was (2 off): $2 \times 0.021^2 \pi/4 = 7.0 \times 10^{-4}$; for 16 holes, each csa = $7.0 \times 10^{-4}/16 = 4.37 \times 10^{-5}$. Thus the minimum drill diameter = $\sqrt{4A/\pi} = 0.0078 m$ (7.8 mm). The outlet pipes were similarly drilled. However, a slightly fewer number of holes were required because of the reduction in flow resulting from friction losses upstream.

A baffle was incorporated to first of all deflect the fluid downwards, and then upwards to flow closely along the vertical wall (see Fig. 5-2), the gap between the baffle and the vertical walls being only 10 mm. The flow directions are also shown in the enlarged section through B-B (see Fig. E-4). Although the baffle ensured good flow contact with the vertical walls, the flow contact area considered in calculating the head loss due to friction was consequently increased.

An empty pipe (102 mm dia.) was installed within the baffle chamber as a void space. The perspective drawing (see Fig. E-5) shows the strengthening required for the end baffle plates, as well as two 2 mm air vent holes on the baffle necessary only during the initial filling stages. The main advantages of the void space were to reduce the overall operational mass of the inner body as well as to reduce the overall capacity of the fluid circuit. Following from these, an added benefit would be the reduced heating-up period required for the inner body.

However, because the internal spaces could not be inspected, the inner body stresses were still based on the total flooded mass. To complete the void space, the pipe was sealed at both ends with flat plates, the thickness calculated as in E.3.2, but using formulae for flat plates and diaphragms [101].

The outlet pipe holes were offset from the inlet pipe arrangement, but a 15th hole was made slightly larger (10 mm), to compensate for the reduced number of holes. The path length of fluid and the presumed flow contact area were calculated using half the internal pipe length, the downward flow, the upward flow and the approaches to the pipes thus:

$L = \text{perimeter} = (1400/2 + 150 + 175 + 175/2) \times 10^{-3} m = 1.113 m$.

The swept area = $\text{csa(in)} + \text{half inner body area} + \text{csa(out)} = 0.246 m^2$. But the area used to calculate the velocity is the minimum csa, taken to be that of the pipe. Therefore, using the data for the 31 litres/min thermocirulator, the mean velocity $v = \text{Volume flow/csca} = 5.1667 \times 10^{-4}/(2 \times 3.497 \times 10^{-4}) = 0.739 m/s$, the
Reynolds number \( (\rho_{\text{water}} \text{ at } 50^\circ\text{C}) = 2.8 \times 10^4 \), below the turbulent range and giving the friction factor \( f = 0.012 \) [79]. The head loss due to friction through the pipes was consequently low. The loss through the 31 holes was:

\[
h_f = \frac{4 f L v^2}{d \ 2g} = \frac{4 \times 0.012 \times 31 \times 0.003 \times 0.739^2}{31 \times 0.008 \times 2 \times 9.81} = 5.1 \times 10^{-4} \text{m}^2\text{g}^{-1}
\]

and similarly through the pipes, 0.24m, i.e. the overall \( \Delta p = 1000 \times 9.81 \times 0.24 = 2.35 \text{kNm}^{-2} \), (<1.24% of working pressure of 1.9bar). This low pressure loss was practicable because of the large system flow diameter.

It was necessary to ensure that the mass of the inner body was equally and uniformly carried by the support (inlet and outlet) pipes. This was achieved by welding them together on a common flange. A mating flange with two corresponding pipes was utilised which passed from the inside of the enclosure through the enclosure support pads, and outside from where the flexible hoses were connected. The MS supports for the inner body, were provided with oval openings (42x35), to accommodate any differential expansion (8mm maximum for a differential temperature of 200°C) between the SS enclosure and the MS inner body. Fig. 5-4b also shows the assembled inner body arrangement but with the vacuum seals in place.

The assembled rig end view is shown in the photographs (see Fig. 5-5b) and it is to be noted that the inner welds of the enclosure were built up only at the 8 corners and for short distances (20mm each) due to the aforementioned difficulty in weld controls.

**E.3.4. The heater capacity**

The empty enclosure mass, including the MS end plates was 160kg. With a mean \( C_p \) of 500 Jkg\(^{-1}\)K\(^{-1}\), it would require a heat input of 80 kJK\(^{-1}\). The lumped capacitance method [11] was suitable for the present purpose, the Biot number being less than 0.1 (\( Bi = 4 \times 10^{-3} \)). The enclosure wall thickness was doubled and assumed immersed into an infinite space at 200°C with convective boundary conditions. The time taken for the interior (adiabatic) node to reach 199°C was calculated as 6.4 hours. Thus the required heat rate would be \( 80000 \times 200 / (6.4 \times 3600) = 695 \text{W} \).

This pertains to only one hemispherical half of the csa of a cylindrical heater because the other half would be radiating to the inner body. So then, two heaters along the entire length of the enclosure must each have a minimum capacity of 700W for steady-state conditions. To achieve the initial radiative or convective boundary conditions, noting that the inner body would remain at only 50°C, and that the interior node would actually be in contact with a non-adiabatic boundary (insulant thickness=100mm), the heater capacity was similarly deduced and specified as 2000W.

The heaters were suspended via their terminals using 25mm long electrically insulating sindanyo bushes and via MS brackets.
Fig. E-1 Welding arrangement at the corners

Rigid square edge (ASME)

Single edge fillet weld

Welding arrangement
NOTES CONTINUED
7 90° ELBOWS FROM 11: IT MAY NOT BE POSSIBLE TO
FIT 2 ELBOWS IN GAP BETWEEN ITEMS 5 AND 7. EACH
END THEREFORE AN ALTERNATIVE CAN BE USED
SEE SECTION C ON PC15902 SHEET 1 AND ALSO
LH VIEWS ON THIS DRAWING.
8 SUPPORT INTERNAL TUBES AS NECESSARY

ALTERNATIVE JOINT CONSTRUCTION
1) NO ELBOW PROTRUDING AT BEAD SUBMIT TO
2) WHERE PIPE PASSES THROUGH PLATE ITEM 5.
3) TOP BEAD TO BE ALTERNATIVE 3. IN 12 GAUGE.
NOTE: IN 12 GAUGE, PIPE STAGE AVAILABLE.

THIRD ANGLE PROJECTION

<table>
<thead>
<tr>
<th>ITEM</th>
<th>PART NO.</th>
<th>DESCRIPTION</th>
<th>USES</th>
<th>NOTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>90° ELBOW A</td>
<td>M2G</td>
<td>NOS</td>
<td>A2</td>
</tr>
<tr>
<td>11</td>
<td>90° ELBOW B</td>
<td>M2G</td>
<td>NOS</td>
<td>A2</td>
</tr>
</tbody>
</table>

Fig. E-5
The fraction of radiation leaving one surface that reaches another surface depends on the geometric orientation and size of the surfaces with respect to each other and is referred to as the geometric view factor. Other names for the view factor include angle factor, configuration factor or shape factor. The solution of any problem of radiative heat exchange between bodies which see each other requires the knowledge of the surface to surface view factor.

Referring to Fig. (F-1), the black body radiation leaving surface 1 and directly incident on surface 2 is

\[ Q_{12} = (E_b A_1) F_{12} \]  

where \( F_{12} \) is the view factor from surface 1 to 2.

The assumption is that the radiation leaves the emitting surface uniformly in all directions (i.e. diffuse surface) so that in the absence of an intervening medium, the proportion arriving at another surface depends upon how much of the viewing area is seen.

**F.2. Derivation**

The intensity of radiation normal to an emitting surface is related to the black-body emissive power by

\[ I_n = \frac{E_b}{\pi}, \text{ where } E_b = \sigma T^4 \]  

(F.2)

When the direction of the emission is at an angle \( \phi \) to the normal to the surface, the intensity of radiation is expressed by Lambert's cosine law [6]:

\[ I_\phi = I_n \cos \phi = \frac{E_b \cos \phi}{\pi} \]  

(F.3)

The solid angle subtended by \( dA_2 \) at the source \( dA_1 \) is given by

\[ d\omega = dA_2 \cos \phi_2 / s^2 \]

where \( s \) is the interconnecting line at an angle \( \phi \) to the normal to \( dA_1 \). The radiation from \( dA_1 \) emitted through the small solid angle is then given by

\[ dQ_{b(1-2)} = I_n dA_1 d\omega \]

Therefore the radiation incident and absorbed by \( dA_2 \) with simplified subscripts is:

\[ dQ_{b12} = I_1 d\omega_1 dA_1 \]
\[ = (I_n \cos \phi_1) \cos \phi_2 dA_2 / s^2 (dA_1) \]
\[ = E_b \cos \phi_1 \cos \phi_2 dA_2 dA_1 / \pi s^2 \]  

(F.4)

Similarly the radiation incident from \( dA_2 \) and absorbed by \( dA_1 \) is

\[ dQ_{b21} = E_b \cos \phi_2 \cos \phi_1 dA_1 dA_2 / \pi s^2 \]  

(F.5)
which can simply be obtained by reversing the subscripts. Substituting for $E_b$ from (F.2), the net radiation exchange between the two elemental surfaces is:

$$dQ_b = dQ_{b12} - dQ_{b21} = \frac{\sigma \cos \phi_1 \cos \phi_2 dA_1 dA_2}{\pi s^2} (T_1^4 - T_2^4) \quad (F.6)$$

The total $Q$ can then be obtained by integrating over both areas:

$$Q_b = \sigma (T_1^4 - T_2^4) \iint_{A_1} \frac{\cos \phi_1 \cos \phi_2 dA_1 dA_2}{\pi s^2} \quad (F.7)$$

Comparing (F.1) and (F.7)

$$F_{12} = \frac{1}{\pi s^2} \iint_{A_1} \cos \phi_1 \cos \phi_2 dA_1 dA_2 \quad (F.8)$$

and from symmetry of the integral equation,

$$A_1 F_{12} = A_2 F_{21} \quad (F.9)$$

The solution of any problem of radiative heat exchange between bodies requires the knowledge of the surface to surface view factor. This depends upon whether the double integration of equation (F.8) can be carried out. The analytical determination is especially difficult except for simple geometries. Of course, the integration can be carried out numerically, but the calculation time increases exponentially with the number of surfaces involved, and ascertaining the degree of accuracy can be impossible.

For parallel and for perpendicular rectangular planes, the exact solutions are known. Standard view factor tables and charts are available for some of these as well as for a limited number of different configurations [59]. One method which evolved in evaluating new view factors is the view-factor algebra, which makes extensive use of reciprocity relations (F.9), and summation rules where complicated arrangement of surfaces with known view factors, are manipulated by superposition of simpler related configurations. But because the starting values obtained from most tables are only to about 6 significant figures, or from charts, at best a 2-figure accuracy, considerable error propagation of 57% or more could arise from an incorrect starting value with an error as low as 0.02%, depending upon the complexity of the resultant algebraic equation [95].

**F3. Analytical Solutions**

Exact solutions of view factors of rectangular planes which are either perpendicular or parallel to each other are available [102,103].

For perpendicular rectangles (see Fig. F-2), equation (F.8) is written as:

$$F_{12} = \frac{1}{\pi s^2} \int_{z_1}^{z_2} \int_{x_1}^{x_2} \cos \phi_1 \cos \phi_2 dydz dx dz \quad (F.10)$$

and for parallel rectangles (see Fig. F-3), it is written as:
To simplify the numerical computation, the variables \( \cos \phi_1, \cos \phi_2, \) and \( s \) are expressed in terms of the parallel Cartesian coordinates, and \( \cos \phi_1 = \cos \phi_2 = y/s. \)

The distance between centres of the two areas obtained from the direction cosines of the parallel planes is:

\[
s^2 = (x_e - x_i)^2 + y^2 + (z_e - z_i)^2
\]

thus,

\[
F_{12} = \frac{1}{\pi A_1} \int \int \int \frac{y^2}{(x_e - x_i)^2 + (z_e - z_i)^2 + y^2} \, dx_1 dz_1 dx_e dz_e
\]

and this gives, after the four integrations:

\[
F_{12} = \frac{1}{2 \pi A_1} \left[ \frac{(x_e - x_i)\sqrt{y^2 + (z_e - z_i)^2}}{y^2 + (x_e - x_i)^2} \tan^{-1} \frac{x_e - x_i}{\sqrt{y^2 + (x_e - x_i)^2}} + \frac{(z_e - z_i)\sqrt{x_e - x_i)^2 + y^2}}{y^2 + (x_e - x_i)^2} \tan^{-1} \frac{z_e - z_i}{\sqrt{y^2 + (x_e - x_i)^2}} \right]_{x_1, z_1, x_e, z_e}
\]

For inclined planes at an arbitrary angle \( \alpha \) (see Fig. F-4), the distance between the centroids of the two areas is:

\[
s^2 = x_e^2 - 2x_e y \cos \alpha + y^2 + (z_e - z_y)^2, \quad \cos \beta_1 = (y \sin \alpha)/s, \quad \cos \beta_2 = (x_e \sin \alpha)/s,
\]

and

\[
F_{12} = \frac{\sin^2 \alpha}{A_1 \pi} 
\]

\[
\int_{x_1}^{x_2} \int_{z_1}^{z_2} \int_{x_e}^{x_e} \frac{x_1 y}{x_e^2 - 2x_e y \cos \alpha + y^2 + (z_e - z_y)^2} \, dx_e \, dz_e \, dx_1 \, dy
\]

Three of the integrations have been carried out analytically [103], but the fourth must be done numerically.
\[ A_{1}f_{12} = \sum \sum \ldots \]
\[
\begin{align*}
\frac{\sin^2 \alpha (z_y - z_e)}{2\pi} \int_{y_{1}}^{y_{2}} & \left[ \frac{\cos \alpha (x_e - y \cos \alpha - y \sin^2 \alpha)}{\sin^2 \alpha (x_e^2 - 2xy \cos \alpha + y^2)^{\frac{1}{2}}} \right. \\
& \tan^{-1} \left( \frac{z_y - z_e}{x^2 - 2x_e y \cos \alpha + y^2} \right) + \\
& \frac{\cos \alpha}{\sin^2 \alpha (z_y - z_e)} \left. \right] \, dy \\
& \left. \left( \frac{1}{\sin \alpha} \right) \right] \\
& \frac{\tan^{-1} \left( \frac{x_e - y \cos \alpha}{(y^2 \sin^2 \alpha + (z_y - z_e)^2)^{\frac{1}{2}}} \right)}{2(z_y - z_e)} \\
& \frac{y}{\sin \alpha} \tan^{-1} \left( \frac{x_e - y \cos \alpha}{\sin \alpha} \right) \\
& \frac{\ln \left( \frac{x_e^2 - 2xy \cos \alpha + y^2 + (z_y - z_e)^2}{x_e^2 - 2xy \cos \alpha + y^2} \right)}{z_y - z_e} \\
& \left. \right] \\
& \ldots \ldots (F.15)
\end{align*}
\]

The perpendicular plane is a simplified version of the inclined plane. Referring to Fig. F-3, and eqn (F-11), \( \cos \phi_1 = y/s, \cos \phi_2 = x_{e}/s \) and the distance between centres of the two perpendicular areas considered is obtained from \( s^2 = x_{e}^2 + y^2 + (z_y - z_e)^2 \) which yields
\[
F_{12} = \frac{1}{2\pi} \int_{x_{1}}^{x_{2}} \int_{x_{1}}^{x_{2}} \int_{y_{1}}^{y_{2}} \frac{x_{e}y}{\left( x_{e}^2 + y^2 + (z_{e} - z_i)^2 \right)^{2}} \, dy \, dz \, dx \, dz \\
\ldots \ldots (F.16)
\]
The evaluation of (F. 13) or (F. 17) is done in a series of additions so that the 4 x 2 limits will result in the summation of 2^4 (16) different equations. The insertion of the appropriate preceding arithmetic sign can be accomplished for (F. 13) as follows:

\[
\sum_{n=1}^{2} \sum_{m=1}^{2} \sum_{s=1}^{2} \sum_{t=1}^{2} (-1)^{(j+k+i+m)} F(x_i, z_i, z, \gamma) = (F. 18)
\]

and for (F. 17)

\[
\sum_{n=1}^{2} \sum_{m=1}^{2} \sum_{s=1}^{2} \sum_{t=1}^{2} (-1)^{(j+k+i+m)} F(y_i, z_y, z, \gamma) = (F. 19)
\]

**F4. Numerical Integration**

Although the availability of analytical solutions simplify and reduce the cost of the computation required to only 16 basic functional summations, the vast majority of view factor computations are, however, still done numerically since most of the surfaces are non planar. The apparently simple arbitrarily-inclined plane still required one numerical integration, and further highlights the difficulty in obtaining closed-form representation of geometric view factors.

The problem of obtaining view factors is not that they are inherently difficult to compute numerically, but that the calculation time increases exponentially with the number of surfaces involved. In calculations involving \( j \) surfaces, there are \( j^2 \) view factors. View factor algebra can only reduce this to \( \frac{j(j-1)}{2} \), or for a 20-node model, there will be a minimum of 190 computations.
The common numerical methods used are based on either the double area integration (AI), or the double line or contour integration. When the surface is not approximated by the diffuse relationship, the Monte Carlo statistical ray tracing technique, can be employed. Although the contour integral method is more accurate and computationally more efficient, it is not suitable for studying the details of the view factors across a plane, and consequently not ideal for obtaining irradiance distribution. The following discussions relate to the AI method which was the main numerical method employed in this study.

**F4.1 Double Area Integration**

For rectangular surfaces, equation (F.8) is expressed in the required form as either (F.12) - for parallel planes, (F.16) - for perpendicular planes or (F.14), for arbitrarily inclined surfaces. Integration over a rectangular surface area implies integrating first in length and then in depth, which requires four summations over the two surfaces. The surfaces are divided into finite sub-surfaces, the number depending on the accuracy desired. The view factor is then evaluated numerically replacing the quadruple integral with elemental quadruple summations. The following algorithm demonstrates one of the elementary procedures for obtaining view factors numerically from parallel planes.

**F4.1.1. Algorithm for parallel planes (see Fig. F-6 and Table F7)**

Set the initial dimensions and coordinates of dA1,dA2  
Evaluate the coordinates of both centroids  
Calculate view factor dA1 to dA2  
Increment dA1 along one of the edges, (xe).  
  Repeat view factor calculation (i.e. new dA1 to old dA2).  
  Sum view factor  
If end of xe,  
  reset xt to starting value,  
  increment dA2 one step along the other edge (ze),  
  repeat view factor calculations and summation.  
At end xe, all the surface of dA2 scanned, therefore:  
  increment dA1 along one of the edges; repeat from start(centroids), then along the other edge, calculating until all surfaces scanned.

The flow chart is shown (see Table F7). It was found that the most accurate step size on the VAX 8510 was 2. The minimum number of operations from an elemental area 2x2 on the enclosure surface to one side of the inner body was $4 \times (1400/2) \times (176/2) = 246400$. It is easily seen that a large amount of CPU time was incurred in the process of obtaining the view factors for the 1700x350x350 tunnel oven system. However, for greater clarity the flow chart has not been presented in an optimised version (which took advantage of multiple calculations within DO loops).
Fig. F-1 Direct radiation from surface 1 to 2

Fig. F-2 Coordinates for perpendicular planes
Fig. F-3 Coordinates for parallel planes

Fig. F-4 Arbitrarily inclined planes
**Fig. F-5** NUMERICAL INTEGRATION OF PERPENDICULAR PLANES

**Fig. F-6** NUMERICAL INTEGRATION OF PARALLEL PLANES
Fig. A7 Flow Chart for Parallel Planes

**INPUT:** \( z_1, z_2, x_1, x_2, z_{i1}, z_{i2}, x_{i1}, x_{i2}, y, \text{stepe, stepi} \)
\( \text{dArea1=stepe}^2; \text{dArea2=stepi}^2 \)

- \( z_{bl} = z_1 \)
- \( z_{b2} = z_{bl} + \text{stepe} \)
- \( z_{bc} = (z_{b2} + z_{bl}) \times 0.5 \)

- \( x_{bl} = x_1 \)
- \( x_{b2} = x_{bl} + \text{stepe} \)
- \( x_{bc} = (x_{b2} + x_{bl}) \times 0.5 \)

- \( z_{tl} = z_{i1} \)
- \( z_{t2} = z_{tl} + \text{stepi} \)
- \( z_{tc} = (z_{t2} + z_{tl}) \times 0.5 \)

- \( x_{tl} = x_{i1} \)
- \( x_{t2} = x_{tl} + \text{stepi} \)
- \( x_{tc} = (x_{t2} + x_{tl}) \times 0.5 \)

\[ \text{sum} = \text{sum} + 0.3183099 \times y \times y \times \text{dArea1} \times \text{dArea2} / ((x_{tc} - x_{bc})^2 + (z_{tc} - z_{bc})^2 + y \times y)^2 \]

- \( x_{tc} = (x_{t2} + x_{tl}) \times 0.5 \)
- \( z_{tc} = (z_{t2} + z_{tl}) \times 0.5 \)
- \( x_{bc} = (x_{b2} + x_{bl}) \times 0.5 \)
- \( z_{bc} = (z_{b2} + z_{bl}) \times 0.5 \)

**OUTPUT:** \( \text{vf12} = (1/\text{Area1}) \times \text{sum} \)

- \( \text{stop} \)
- \( \text{end} \)