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Abstract.

This thesis makes use of an alternative SPH formulation, the Total Lagrangian formulation, to characterise dynamic events in solids and to achieve the proposed objectives outlined in Chapter 1. The structure is as follows:

Chapter 1, Introduction, describes the motivation for this research and outlines the objectives and the structure of this thesis.

Chapter 2, SPH fundamentals, supplies the standard procedure to generate particle equations and provides a comprehensive summary of gradient approximation formulae in SPH. The discretised SPH form of the conservation laws is included here.

Chapter 3, SPH drawbacks: describes the limitations of SPH such as particle deficiency, consistency, zero energy modes, treatment of boundaries and the tensile instability problem. A rigorous stability analysis of continua and SPH particle equations is also presented in this chapter.

Chapter 4, Total Lagrangian SPH. Continuum Mechanics considerations are discussed here; detailed derivations of SPH equations in a total Lagrangian framework are given together with potential corrections to the total Lagrangian SPH equations.

Chapter 5, Total Lagrangian SPH algorithms and their implementation using FORTRAN. This chapter gives a brief introduction to explicit codes. It also provides flow charts describing the Total Lagrangian algorithms and their integration into the MCM code.

Chapter 6, Total Lagrangian SPH code validation. This chapter includes problems of varying degrees of complexity. Examples are provided to illustrate how the Total Lagrangian SPH code compares to a conventional collocational SPH code. Cases are supplied for which the analytical solution is known, and the results compared with the SPH approximations in order to show the
accuracy of the approximation. Some examples are supplied which provide a
direct comparison between SPH and non linear FE results and SPH and
experimental results.

Chapter 7, Alternative formulation of SPH equations and improvements
to the standard MCM code: Various modifications to the standard SPH code are
presented. These modifications include the implementation of subroutines that
make use of an alternative approach to ensure the conservation of mass law is
met locally at every particle. The introduction of XSPH to achieve further
stabilisation of the code was also carried out and some examples are provided.
The theory behind an alternative form of the conservation of mass equation as
proposed by Belytschko [4] is explained and its implementation into the SPH
code is assessed through examples. Also, an alternative formulation of SPH
equations based on the general theory of mixed Lagrangian-Eulerian
formulations [35] is presented: these equations could serve as the foundation for
future research in this field.

Chapter 8, Conclusions are presented in this chapter.

A brief literature review is provided at the beginning of each chapter as a
means of introduction to the topic and a concise summary outlines the main
points discussed.
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Glossary.

\( \ddot{a} \)  Acceleration

\( A,\psi \)  Any physical field

\( B,B \)  Matrix of derivative correction terms

\( \delta \)  Body forces per unit mass

\( C \)  Speed of sound

\( C_i \)  Coefficients of the polynomial equation of state

\( D, \dot{\epsilon}, \ddot{\epsilon} \)  Rate of deformation tensor

\( D_i \)  Damage parameters in the Johnson-Cook material model

\( E \)  Green-Lagrange strain tensor

\( E \)  Young modulus

\( e \)  Specific internal energy

\( \dot{F} \)  Material velocity gradient

\( F_{ij}, \overline{F} \)  Gradient of deformation tensor

\( f' \)  Time derivative of \( f(r,t) \) at a constant referential co-ordinate \( r \)

\( f_i \)  Gradient of \( f(r,t) \) with respect to referential co-ordinates \( r \)

\( G \)  Shear modulus

\( h, h \)  Smoothing length

\( I,J \)  Particle identification sub-index

\( J \)  Jacobian, determinant of gradient of deformation tensor

\( L \)  Velocity gradient

\( L \)  Matrix of derivative correction terms

\( P'P \)  Second order tensor, 1st Piola-Kirchhoff stress tensor

\( P \)  Pressure, 1st Piola-Kirchhoff stress tensor in 1-D

\( q = \frac{r}{h} \)  Parameter that relates inter-particle distance to smoothing length

\( R, R, \omega \)  Spin tensor

\( r = |\vec{x} - \vec{x}'| = |\vec{x} - \vec{x}'| \)  Inter-particle distance

\( r \)  Referential coordinates

\( S,S \)  Deviatoric stress, 2nd Piola-Kirchhoff stress tensor

\( S \)  Sub-domain of particle \( I \)

\( S_i \)  Coefficients of the Mie-Gruneisen equation of state

\( T \)  Scalar field such as temperature

\( u, \ddot{u} = \ddot{x} - \ddot{X} \)  Displacement of a material point

\( V_0 \)  Initial volume of particle \( I \)

\( \vec{v} \)  Vector field such as velocity

\( W(r,h), W(\ddot{x} - \ddot{x}', h) \)  Smoothing function
$\tilde{W}(\tilde{X} - \tilde{X}', h_0)$  Normalised smoothing function in terms of material coordinates

$\dot{w}_i$  Difference between the velocity of a material point $X$ and the velocity of a referential point $r$ multiplied by the Jacobian

$x, x$  Spatial or Eulerian co-ordinates

$\mathbf{X}, X$  Lagrangian or material coordinates

$\gamma_0$  Gruneisen gamma

$\delta_y$  Kronecker delta

$\delta(x - x')$  Dirac delta function

$\Delta t$  Time step

$\dot{e}$  Rate of deformation written in an arbitrary referential domain

$\varepsilon_{ss}$  Smoothing and truncation error

$\kappa$  Wave number

$\Lambda$  Pulse length

$\mu$  Excess compression in the polynomial equation of state

$\nu$  Poisson ratio

$\sum_{s \in S}$  Weighted sum over the $S$ domain

$\vec{\sigma}, \sigma$  Cauchy stress tensor

$\sigma^\gamma$  Jaumann stress rate

$\phi(X,t)$  Mapping of initial into current configuration

$\phi(r,t)$  Mapping of referential configuration into current configuration

$\phi(X,t)$  Mapping of initial configuration into referential configuration

$\nabla_X$  Nabla operator with respect to a material point $X$

$\omega$  Complex frequency

$\Omega$  Particle domain

$\Omega_r$  Referential domain

$\Omega_x$  Spatial domain

$\Omega_x$  Initial/Material configuration

$\langle \cdot \rangle$  Smoothing approximation

$\frac{\partial}{\partial t} \frac{D}{Dt}$  Partial and material derivative operator
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In the language of Mathematics, equations are like poetry: They state truths with a unique precision, convey volumes of information in rather brief terms, and often are difficult for the uninitiated to comprehend. And just as conventional poetry helps us to see deep within ourselves, mathematical poetry helps us to see far beyond ourselves—if not all the way up to heaven, then at least out to the brink of the visible universe.

(Michael Guillen in “Five Equations that Changed the World”)
CHAPTER 1

INTRODUCTION

Smoothed Particle Hydrodynamics (SPH) is a novel numerical technique that has found widespread application in the simulation of transient dynamic events where large deformations of the problem domain need to be studied with accuracy. SPH was originally conceived for astrophysical problems and was first introduced by Lucy [58] and Gingold and Monaghan [31] independently. However, recent applications incorporate strength of materials [12, 37, 46, 51, 77, 86, 87] and the study of fluid flow [22, 33, 43, 71, 77]. These advances and the flexibility of the SPH method to incorporate new physics have made it an attractive tool to model problems in solid mechanics, problems involving fluid-solid interactions [85], phase change [65], explosive charges [74] and multi-phase flows [64], and it has recently been applied to model viscous and heat conducting flow problems [16] and conduction heat transfer [44].
In essence, SPH is a pure Lagrangian particle method that uses no underlying grid to approximate the value of a function or its derivative at a point. Instead, SPH relies on interpolation theory whereby the value of a field can be approximated by using a smoothing function (or "kernel") and by performing a weighted sum of discretised particles over the domain of interest. In addition, the kernel approximation allows spatial gradients to be determined from the value of the function at discrete points and the value of the first spatial derivative of the kernel, rather than from the value of the derivatives of the function itself. This key feature of SPH represents the main computational strength of the method and the reason SPH is regarded as meshless in nature: a rigid connectivity of nodes is not required for the approximation of the gradient terms found in a great deal of equations in physical mathematics.

In contrast, standard Eulerian and Lagrangian finite element formulations require an underlying mesh for the approximation of the spatial derivative terms, which make them computationally expensive and impractical in some scenarios such as in applications that involve free surfaces and moving boundaries [55].

1.1 The Motivation for this Research.

Meshless methods in general and the SPH method in particular should not be regarded as the panacea to every existing deficiency in modern computational mechanics. The initial excitement experienced by the computational mechanics community was brought to an end when it was discovered that, similarly to other numerical techniques, SPH also caused some unwanted effects. The numerical simulation of solids revealed that SPH suffered from certain instabilities which manifested as an unphysical clumping of particles. This condition is known in the literature as tensile instability [63, 79, 80]. In the computational characterization of solids this condition is highly undesirable since it does not allow differentiation of real fracture from numerical fracture. A number of solutions to the tensile instability problem
have been proposed, including non-collocational SPH (where stress or velocity field data is carried by a different set of interpolating particles [26]), the introduction of interparticle forces based on an interparticle contact potential or interparticle contact algorithms [63,69,70] and Lagrangian kernel based interpolation SPH [6,73]. The use of Lagrangian kernels in a Total Lagrangian framework is the avenue fully exploited in the current research. This ensures the required level of accuracy and the minimization of numerical instability effects in the characterisation of dynamic events in solids. Additionally, the different types of corrections necessary for first order consistency [9,45,74] are also addressed and introduced in the final version of the Total Lagrangian SPH code.

Kernels can incorporate a varying smoothing length, $h$, which is comparable to adaptive gridding in mesh-based codes [68]. This allows a better resolution in regions within the domain where a higher level of detail in the solution is required. A varying smoothing length is also very useful when large expansions occur within the material and particles become either so distant from each other that they no longer interact, or so close that a large number fall within the smoothing length. In these cases, $h$ should be made to vary accordingly [7,68]. This is known as adaptivity. New algorithms will be created and incorporated to the existing code if required.

Some authors [39,40] state that a meshless Lagrangian formulation linked to a standard finite element Lagrangian formulation is a very robust tool since it makes both severe distortion and structural response applications possible within one single Lagrangian code. In this project the Total Lagrangian SPH code will be linked to an ordinary mesh based Finite Element code (DYNA 3-D) through a contact algorithm that makes use of a contact potential to define a repulsion force between SPH nodes and FE particles. This part of the dissertation is a direct extension of the algorithm proposed by [25].
In order to demonstrate the accuracy of the code, the numerical results have to be compared with experimental data and with analogous numerical techniques. Existing experimental data will be used for correlation purposes. In other cases, a direct comparison with other numerical techniques such as non-linear finite elements will be carried out. In literature, the most commonly employed tests for correlation and validation are the Taylor test [47,61], the plate impact test [18,42] and the penetration test [38,76]. Consequently these tests will be used to demonstrate the computational accuracy and robustness of the code.

The existing SPH Cranfield code (the “MCM code”) was originally developed in FORTRAN. Hence several FORTRAN subroutines need to be created and many others modified in order to seamlessly integrate the Total Lagrangian SPH code into the existing MCM code. It is expected a tracking document will be required to capture the created and modified FORTRAN files. This document should outline the nature of the changes, date of last modification and level or type of modification needed.

1.2 Summary of objectives.

The objectives of this project are:

1.- To extend the capabilities of the existing Cranfield Smoothed Particle Hydrodynamic (SPH) code (MCM) into a 3-D total explicit Lagrangian SPH code integrated to the material models available in DYNA 3-D.

2.- To investigate and implement a suitable adaptivity algorithm into the SPH code if required.

3.- To demonstrate through correlation with existing experimental data and alternative numerical techniques, that large deformation in solids can be accurately modelled through the use of the SPH code resulting from this research.

4.- To explore further improvements to the SPH method.
1.3 Structure of the thesis.

This thesis makes use of an alternative SPH formulation, the Total Lagrangian formulation, to characterize dynamic events in solids and to achieve the proposed objectives outlined. The structure is as follows:

Chapter 2, SPH fundamentals, supplies the standard procedure to generate particle equations and provides a comprehensive summary of gradient approximation formulae in SPH. The discretised SPH form of the conservation laws is included here.

Chapter 3, SPH drawbacks: describes the limitations of SPH such as particle deficiency, consistency, zero energy modes, treatment of boundaries and the tensile instability problem. Techniques available to tackle these issues are discussed. A rigorous stability analysis of continua and SPH particle equations is also presented in this chapter. This permits the reader to identify the terms that yield the tensile instability condition in the ordinary SPH equations, and how these terms are no longer exhibited when the equations are derived in a Total Lagrangian framework.

Chapter 4, Total Lagrangian SPH. Continuum Mechanics considerations are discussed here. Detailed derivations of SPH equations in a total Lagrangian framework are given together with potential corrections to the total Lagrangian SPH equations.

Chapter 5, Total Lagrangian SPH algorithms and their implementation to FORTRAN. This gives a brief introduction to explicit codes. In addition, flow charts describing the Total Lagrangian algorithms and their integration into the MCM code are provided.

Chapter 6, Total Lagrangian SPH code validation. This chapter includes problems of varying degrees of complexity. Examples are provided to illustrate how the Total Lagrangian code compares to a conventional collocational SPH code. Cases are supplied for which the analytical solution is known, and the
results compared with the SPH approximations in order to show the accuracy of this method. Other examples demonstrate how certain corrections restore 1st order consistency in the approximation of derivatives. Finally, some examples are supplied which provide a direct comparison between SPH and non-linear FE results and SPH and experimental results.

Chapter 7, Alternative formulation of SPH equations and improvements to the standard MCM code: Various modifications to the standard SPH code are presented. These modifications include the implementation of subroutines that make use of an alternative approach to ensure the conservation of mass law is met locally at every particle. The introduction of XSPH to achieve further stabilization of the code was also carried out and some examples are provided. The theory behind an alternative form of the conservation of mass equation as proposed by [4] is explained and its implementation into the SPH code is assessed through examples. Also, an alternative formulation of SPH equations that make use of a moving reference frame is sketched; these equations could serve as the foundation for future research in this field.

Chapter 8, Conclusions are presented in this chapter.

In the Appendix, some Total Lagrangian input files in 1-D, 2-D, 3-D are provided and the expected results are also included as a means of code verification.

A brief literature review is provided at the beginning of each chapter as a means of introduction to the topic and a concise summary outlines the main points discussed.
Chapter 1 provided a brief introduction to the SPH method, its key features and its flexibility to model a variety of physical phenomena. It was stated that one of the computational strengths of the method was that spatial derivatives can be approximated through the derivatives of the interpolating function without the need for a background mesh. When this method is applied to the conservation laws of Continuum Mechanics, which are expressed in the form of partial differential equations, these expressions are transformed into integral equations which estimate the kernel approximation of the field variables at a point. Computationally, in a fully collocational SPH scheme, information is only known at discrete points, hence integrals are evaluated as sums over neighbouring points. In this Chapter the basic ingredients of the SPH method will be provided. In addition, a detailed analysis of derivative
approximations will be carried out. Subsequently, SPH interpolating formulae will be used to derive the standard SPH equations of the conservation laws in an Eulerian form. Finally the resulting error of an SPH approximation will be evaluated and sources of error identified.

2.1 The Basic Ingredients of the SPH Method.

2.1.1 Particle discretisation and its advantages over mesh-based discretisation.

Prior to discussing mesh and meshless formulations let us first define a concept which is intimately linked to the nature of the domain discretisation: the concept of spatial and material coordinates.

The spatial coordinate, \( \bar{x} \), specifies the location of a point in space. These coordinates are also called Eulerian coordinates [4,60]. On the other hand, material or Lagrangian coordinates are material points that lie within a body [4,60] and move with the material domain. Each material point has a unique material coordinate which is usually regarded as its spatial coordinate during the initial configuration prior to the deformation process taking place. The mesh description depends on the choice of the independent variables used in the definition of the motion of a body, which can be described in terms of the Lagrangian or material coordinates \( \tilde{X} \), or in terms of the Eulerian or spatial coordinates. The differences between Eulerian and Lagrangian meshes are most clearly seen in the behaviour of the nodes defining the mesh (Fig. 2.1). If the mesh is Eulerian then the Eulerian coordinates of the nodes are fixed (i.e. the nodes are coincident with spatial points). If the mesh is Lagrangian, the material coordinates of the nodes are time invariant (i.e. the nodes are coincident with material points).

The nature of complications that may arise during the solution process depend on the type of mesh selected. For instance, in a Lagrangian mesh, boundary nodes remain on the boundary throughout the evolution of a problem (which simplifies the imposition of boundary conditions in Lagrangian
meshes, for example), whereas in Eulerian meshes boundary nodes do not remain coincident with the boundary. This implies boundary conditions must be imposed at points which are not nodes. Conversely, in Lagrangian meshes the material points remain coincident with mesh points thus the mesh deforms with the material which might yield a severely distorted set of elements. It is a well known fact that computational accuracy degrades with the geometrical quality of the elements. Hence the magnitude of the distortion that can be simulated with a Lagrangian mesh is limited. By contrast, Eulerian elements remain unchanged by the deformation of the material so no degradation of accuracy occurs as a result of material deformation [4]. The ability of the Lagrangian codes to simulate problems with large deformations can be enhanced by the use of erosion algorithms [35]. These algorithms work by removing Lagrangian zones which have reached a user-specified strain, typically above 150% [37]. Erosion algorithms, however, do not attempt to model the physics of the problem. In fact, energy and mass are removed from the problem which clearly contradicts the basic conservation laws of physics.

Fig. 2.1 a) represents a Lagrangian grid "etched" on the body, hence the grid deforms with the body b) represents an Eulerian grid, the deformation of the material is followed through a grid "etched" on a piece of glass.
The Lagrangian methods in which the mesh distorts with the material have the advantage of being computationally fast and give good definition of material interfaces. In addition, a good history of the events associated with each Lagrangian element can be kept. The Eulerian approximation which uses a fixed grid through which material flows, is computationally very expensive but is often better suited to modelling larger deformations such as those experienced by fluid flow. Eulerian meshes also inherently carry the problem of diffusion as the mass moves through fixed space.

Some authors describe the Lagrangian calculations as being more accurate and more efficient to run and Eulerian codes as having greater capabilities and the ability to handle large deformations well [50,61]. Later developments include the use of hybrid techniques whereby two grids are used; one Lagrangian and one Eulerian with information exchange between the two of them. These mappings add a good deal of complexity to the calculations and can also introduce inaccuracies.

As pointed out, under high intensity loading, Lagrangian mesh methods can suffer from severe mesh distortion. As a result, additional efforts such as remeshing or element deletion are needed during the course of the solution which is not computationally efficient. This is one of the main reasons research is being conducted towards the development of meshless methods and one of the fundamental reasons for this PhD project.

Meshless methods do not possess a rigid grid connectivity which makes them ideal for modelling solid mechanics problems that cannot be handled by conventional mesh-based methods. These challenging problems typically involve large deformations of the domain and propagation of cracks with arbitrary and complex paths [18].

Conversely, they are generally not as good as standard finite element methods for structural response applications [46]. Some authors suggest a meshless Lagrangian formulation linked to a standard finite element
Lagrangian formulation would be a very robust tool since it would make both severe distortion and structural response applications possible with one single Lagrangian code [1, 39, 40]. SPH is one of such meshless methods. Although the term “hydrodynamics” reflects its origin in hydrodynamic applications, material strength can also be included as has been shown by several authors [8, 50, 52, 86].

Once it has been determined that SPH is better suited than an ordinary mesh-based technique for solving a given problem, the interpolating function or kernel has to be chosen carefully. The following section will give a brief description of the main characteristics a kernel function should possess if it is to be used successfully in an SPH approximation.

2.1.2 The kernel.

One of the main issues in the SPH method is how to effectively choose or construct a proper shape function that will make use of nodes scattered in an arbitrary manner without using a predefined mesh that provides particle connectivity [54]. In an SPH approximation this function is highly relevant since it not only determines the pattern to interpolate but also defines the width of the influencing area of the particle. This so-called “smoothing function” has to satisfy certain constraints. In theory, any function that meets these constraints can be employed as an SPH smoothing kernel. Some authors have investigated a great number of kernels for accuracy and report that in practice, bell shaped (also called Gaussian) kernels perform better than any other shape functions [17].

Evidently, there exists a wide set of bell shaped functions that can be employed. The consequences of using different kernels in the SPH method are analogous to the use of different difference schemes in the finite difference method. In addition, these bell-shaped kernels could incorporate a varying smoothing length, \( h \), which is analogous to adaptive gridding in mesh-based
codes [17, 68]. This allows a better resolution in regions within the domain where a higher level of detail in the solution is required. A varying smoothing length is also very useful when large expansions occur within the material and particles become so distant from each other that they no longer interact.

Morris [67] reports that in cases when the domain does not undergo substantial compression, a constant smoothing length is sufficient. Whereas in cases where particles become so distant that they cease to interact, or so close that a large number lie within the smoothing length, then a computational scheme incorporating a variable smoothing length should be used, such as that described by Benz [7]. Alternatively, a remeshing technique can also be used as described by Chaniotis et al [16]. The smoothing lengths must be explicit functions of the distances between particles and the number of particles interacting with any given particle should be roughly constant. Again, referring to Morris in [67], it is mentioned that in one dimension, the number of neighbours including the particle over which the interpolating function is centred (referred to as “I” throughout this document) should be about 5 in one dimension, 21 in two dimensions and about 57 in three dimensions. These numbers correspond to a lattice with a smoothing length of 1.2 times the particle spacing and a kernel which extends to $2h$ such as in the case of a cubic spline.

In principle, different discretised equations can make use of different interpolating functions, although there is no evidence that any advantage is gained by that [62]. The most commonly used kernels which satisfy all conditions for an SPH interpolation are the following [7]:

1. Gaussian Kernel. This type of kernel was originally used by Gingold and Monaghan [31]. The form of the kernel is as follows:

$$W(r,h) = \frac{1}{\pi^{3/2}h^3} e^{-r^2}$$  \hspace{1cm} (2.1)

2. Exponential Kernel.
\[ W(r, h) = \frac{1}{8\pi h^3} e^{-q} \]  \hspace{1cm} (2.2)

3.- Cubic Spline Kernel. This kernel has compact support which means that interaction is exactly zero for \(|\mathbf{x} - \mathbf{x}'| \geq kh\), where \(k\) is a scaling factor:

\[
W(r, h) = \begin{cases} 
\frac{1}{4} (2 - q)^3 & \text{if } 0 \leq q \leq 1 \\
\frac{1}{2} \frac{3}{2} q^2 + \frac{3}{4} q^3 & \text{if } 1 \leq q \leq 2 \\
0 & \text{otherwise}
\end{cases} \hspace{1cm} (2.3)
\]

in the above expression, \(a\) is the number of dimensions, \(b\) is the normalized constant with the values \(\frac{2}{3}, \frac{10}{\pi}, \frac{1}{\pi}\) in one, two and three dimensions respectively, \(q = \frac{r}{h} \), \(r = |\mathbf{x} - \mathbf{x}'| = |\mathbf{x}_i - \mathbf{x}_j| \), and the smoothing length is \(h\). Once the smoothing length of each particle has been computed, the interaction of each particle pair must have a smoothing length associated with it. This “average” smoothing length can be obtained using one of the expressions given by Morris [67]:

\[ h_y = \frac{1}{2} (h_i + h_j) \]  \hspace{1cm} (2.4)

\[ h_y = \min(h_i, h_j) \]  \hspace{1cm} (2.5)

\[ h_y = \max(h_i, h_j) \]  \hspace{1cm} (2.6)

or \( h_y = \frac{h_i h_j}{h_i + h_j} \)  \hspace{1cm} (2.7)
2.1.3 Kernel approximation.

In SPH, spatial derivatives are calculated by differentiation of a given interpolation function and functions are evaluated through a weighted sum. To illustrate this consider a continuum represented by a set of interacting particles. (Fig. 2.2)
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Fig. 2.2 Neighbouring particles of a kernel estimate.

Each particle \( l \) interacts with all other particles \( j \) that are within a given distance (usually assumed to be \( 2h \)) from it. The parameter \( h \) determines the spatial resolution of the calculations and it can be fixed or variable as discussed before and \( k \) is a scaling factor. One expression to calculate the value of the smoothing length is given by Gingold and Monaghan in [32] as

\[
h_{ij} = \frac{|\mathbf{x}_i - \mathbf{x}_{i_{\text{max}}}|}{2}
\]

where \( \mathbf{x}_i \) is the position vector of particle \( l \) and \( \mathbf{x}_{i_{\text{max}}} \) is the position vector of particle \( l \)'s most distant nearest neighbour. The interaction between \( l \) and \( j \) is weighted by the smoothing function \( W(|\mathbf{x} - \mathbf{x}', h) \). Using this principle, the value of a continuous function can be estimated at any particle \( l \) based on known values at surrounding particles \( j \) [37]. Likewise, a differentiable interpolant of a function can be constructed from its values at the particle by using a differentiable kernel. Derivatives of this interpolant can be obtained by ordinary differentiation which means there is no need to use finite differences or a grid.
The conventional approach used to generate SPH equations is as follows:

1st step.- Estimate the kernel approximation. For a vector function \( f \) at a point, whose position vector is \( \mathbf{x} \), in an interval \( \Omega \), the conventional kernel approximation is given by the integral interpolant:

\[
\langle f(\mathbf{x}) \rangle \approx \int_{\Omega} f(\mathbf{x}') W(\mathbf{x} - \mathbf{x}') d\Omega
\]  

(2.8)

Where: \( W \) is the kernel function and depends upon distance \( \mathbf{x} - \mathbf{x}' \),

\( \mathbf{x} \) is a parameter,

\( \mathbf{x}' \) is a variable,

\( h \) a width control parameter or smoothing length,

\( \Omega \) is the kernel support centred at a point \( \mathbf{x} \).

A typical kernel function must satisfy the following requirements \([50,53,54,80]\):

\[ W(\mathbf{x} - \mathbf{x}', h) = 0 \text{ when } |\mathbf{x} - \mathbf{x}'| \geq kh \] 

(i.e. the kernel should exhibit compact support).

\( k \) is a scale factor that determines the supporting area of the smoothing function \( W(\mathbf{x} - \mathbf{x}', h) \geq 0 \) in the compact support area where \( |\mathbf{x} - \mathbf{x}'| \leq kh \).

Integration of \( W \) over the entire domain is unity:

\[
\int_{\Omega} f(\mathbf{x}') W(\mathbf{x} - \mathbf{x}') d\Omega = 1
\]

(2.9)

Due to the symmetrical nature of the kernel function, the following expression should hold:

\[
\frac{\partial W(0,h)}{\partial \mathbf{x}'} = 0
\]

(2.10)

Note that the kernel has to be differentiable at least once since the kernel approximation allows spatial gradients to be determined from the values of the function and the first spatial derivative of the kernel rather than the derivatives.
of the function itself. In addition, the derivative should be continuous to prevent large fluctuations in the values of the variables of particle $I$.

In the limit $W$ equals the Dirac delta function as $h$ approaches zero:

$$\lim_{h \to 0} W(\tilde{x} - \tilde{x}', h) = \delta(\tilde{x} - \tilde{x}')$$  \hfill (2.11)

2nd step.- The second step is to convert the kernel integrals into a volume weighted sum. This is known as particle approximation. Thus

$$f_i = \langle f(\tilde{x}_j) \rangle = \sum_{j \in S} f(\tilde{x}_j)W(\tilde{x}_i - \tilde{x}_j, h) \frac{m_j}{\rho_j}$$  \hfill (2.12)

In the equation above the subscript $I$ and $J$ denote particle number, $m_j$ and $\rho_j$ the mass and the density of particle $J$ respectively and $S$ is the sub-domain of particle $I$.

It is important to note that although Equation (2.12) implies a summation over the entire number of particles in the domain, only a small number contribute to the summation since one of the properties of the kernel used in the approximations presented in this thesis (e.g. the cubic spline) is that it has compact support. This means that $W_{ij} = W(\tilde{x}_i - \tilde{x}_j, h)$ falls off rapidly as $|\tilde{x}_i - \tilde{x}_j| \geq h$. In order to make hydrocodes computationally more efficient, search algorithms are standard in all SPH codes which help identify the neighbours of a given particle [53,80].

In SPH, a time-dependent partial differential equation is simplified to a time dependent ordinary differential equation by:

1. - multiplying both sides of the equation with a kernel function;
2. - integrating all the products over the entire domain;
3. - linearising the integrals if needed;
4. - Integrating each term using the technique of integration by parts;
5. dropping boundary terms (since we assume a kernel with compact support), and

6. converting all the integrals into summation over a set of discrete particles.

The steps outlined above will be followed to derive the conservation equations in an Eulerian and a Total Lagrangian form. This will be discussed in the next chapter.

2.2 Approximation of Derivatives.

Consider the vector function \( f(\vec{x}) \). The SPH approximation of this function can be obtained through the integral interpolant:

\[
\langle f(\vec{x}) \rangle \approx \int_{\Omega} f(\vec{x}') W(\vec{x} - \vec{x}') \, d\Omega
\]  

(2.13)

If the approximation of the derivative of \( f(\vec{x}) \) is required, then by taking the derivative of (2.13):

\[
\left( \frac{\partial f(\vec{x})}{\partial \vec{x}'(i)} \right) = \int_{\Omega} \frac{\partial f(\vec{x}')}{\partial \vec{x}'} W(\vec{x} - \vec{x}', h) \, d\Omega
\]

(2.14)

the right hand side of (2.14) can be written as:

\[
\int_{\Omega} \frac{\partial f(\vec{x}')}{\partial \vec{x}'} W(\vec{x} - \vec{x}', h) \, d\Omega = \int_{\Omega} \frac{\partial}{\partial \vec{x}'} \left( f(\vec{x}') W(\vec{x} - \vec{x}', h) \right) \, d\Omega - \int_{\Omega} f(\vec{x}') \frac{\partial W(\vec{x} - \vec{x}', h)}{\partial \vec{x}'} \, d\Omega
\]

(2.15)

Through the use of the Green-Gauss theorem [19], the first integral on the right hand side (RHS) can be written as follows:

\[
\int_{\Omega} \frac{\partial}{\partial \vec{x}'} \left( f(\vec{x}') W(\vec{x} - \vec{x}', h) \right) \, d\Omega = -\int_{\Sigma} \left[ \frac{\partial W(\vec{x} - \vec{x}', h)}{\partial \vec{x}'} \frac{\partial f(\vec{x}')}{\partial \vec{x}'} \right] n \, d\Sigma
\]

(2.16)

The assumption made at this point is that the solution space \( \Omega \) extends far enough so that at its boundaries \( \Sigma \), the kernel \( W(\vec{x} - \vec{x}', h) \) vanishes. This
assumption sets the value of the surface integral to zero, thus (2.3) can be rewritten as:

$$\int_{\Omega} \frac{\partial f(\bar{x}')}{\partial \bar{x}'} W(\bar{x} - \bar{x}', h) \, d\Omega = - \int_{\Omega} f(\bar{x}') \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} \, d\Omega$$  \hspace{1cm} (2.17)

For a numerical approximation, the domain $\Omega$ needs to be discretised in a set of interpolation points and the integral on the RHS of (2.17) needs to be expressed in terms of a weighted sum as follows:

$$- \int_{\Omega} f(\bar{x}') \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} \, d\Omega \approx - \sum_{j \in \mathcal{S}} \frac{m_j}{\rho_j} f(\bar{x}_j) \frac{\partial W(\bar{x}_j - \bar{x}, h)}{\partial \bar{x}_j}$$  \hspace{1cm} (2.18)

hence the approximation of the derivative $f(\bar{x})$ at a point $I$ with position vector $\bar{x}$, is given by:

$$\left\langle \frac{\partial f(\bar{x}_j)}{\partial \bar{x}_j} \right\rangle = - \sum_{j \in \mathcal{S}} \frac{m_j}{\rho_j} f(\bar{x}_j) \frac{\partial W(\bar{x}_j - \bar{x}, h)}{\partial \bar{x}_j}$$  \hspace{1cm} (2.19)

Due to the symmetric nature of the smoothing functions the previous expression can be written as follows:

$$\left\langle \frac{\partial f(\bar{x}_j)}{\partial \bar{x}_j} \right\rangle = \sum_{j \in \mathcal{S}} \frac{m_j}{\rho_j} f(\bar{x}_j) \frac{\partial W(\bar{x}_j - \bar{x}, h)}{\partial \bar{x}_j}$$  \hspace{1cm} (2.20)

It will be shown later that this crude approximation is not even zero order consistent, that is the derivative of a constant field could not be reproduced accurately through (2.20).

The SPH approximation of derivatives can also include density as follows:

$$\nabla A = \nabla \left( \frac{A}{\rho} \right) + \frac{A}{\rho^2} \nabla \rho$$  \hspace{1cm} (2.21)

where $A$ is any physical field. If this expression is used, the evaluation of the SPH approximation is carried out as follows:
Multiplying (2.21) by the smoothing function and then integrating over the entire domain yields:

$$\int_{\Omega} \frac{1}{\rho} \frac{\partial A}{\partial \bar{x}} W(\bar{x} - \bar{x}', h) d\Omega = \int_{\Omega} \frac{\partial}{\partial \bar{x}'} \left( \frac{A}{\rho} \right) W(\bar{x} - \bar{x}', h) d\Omega + \int_{\Omega} \frac{A}{\rho^2} \frac{\partial^2}{\partial \bar{x}'^2} W(\bar{x} - \bar{x}', h) d\Omega$$  \hspace{1cm} (2.22)

Linearisation of the second integral on the RHS of (2.22) yields:

$$\int_{\Omega} \frac{A}{\rho^2} \frac{\partial^2}{\partial \bar{x}'^2} W(\bar{x} - \bar{x}', h) d\Omega = \frac{A(\bar{x})}{\rho^2(\bar{x})} \int_{\Omega} \frac{\partial}{\partial \bar{x}'} W(\bar{x} - \bar{x}', h) d\Omega$$  \hspace{1cm} (2.23)

which can also be written as:

$$\int_{\Omega} \frac{A}{\rho^2} \frac{\partial^2}{\partial \bar{x}'^2} W(\bar{x} - \bar{x}', h) d\Omega = \frac{A(\bar{x})}{\rho^2(\bar{x})} \int_{\Omega} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} d\Omega - \rho \int_{\Omega} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} d\Omega$$  \hspace{1cm} (2.24)

and through the use of the Green-Gauss theorem [19] and by dropping boundary terms:

$$\int_{\Omega} \frac{A}{\rho^2} \frac{\partial^2}{\partial \bar{x}'^2} W(\bar{x} - \bar{x}', h) d\Omega = -\frac{A(\bar{x})}{\rho^2(\bar{x})} \int_{\Omega} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} d\Omega$$  \hspace{1cm} (2.25)

the first integral on the RHS of (2.22) yields:

$$\int \frac{\partial}{\partial \bar{x}'} \left( \frac{A}{\rho} \right) W(\bar{x} - \bar{x}', h) d\Omega = \int \frac{\partial}{\partial \bar{x}'} \left( \frac{A}{\rho} W(\bar{x} - \bar{x}', h) \right) d\Omega - \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} \frac{A}{\rho} d\Omega =$$

$$= -\int \frac{A}{\rho} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} d\Omega$$  \hspace{1cm} (2.26)

Converting the integrals into a summation of N particles over the domain yields:

$$-\int \frac{A}{\rho} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} d\Omega = -\sum_{j} \frac{A}{\rho^2} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} \nabla \bar{x} \cdot W(\bar{x} - \bar{x}', h)$$  \hspace{1cm} (2.27)

and:

$$\int \frac{A}{\rho^2} \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'} d\Omega = -\frac{A}{\rho^2} \sum_{j} m_j \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial \bar{x}'}$$  \hspace{1cm} (2.28)
hence:

\[
\left\langle \frac{1}{\rho} \frac{\partial A(\bar{x}_i)}{\partial \bar{x}_j} \right\rangle = - \sum_{j \in S} m_j \left( \frac{A_i^2}{\rho_i} + \frac{A_j^2}{\rho_j} \right) \nabla \bar{x}_j W(\bar{x} - \bar{x}', h) \tag{2.29}
\]

which can also be written as:

\[
\left\langle \frac{1}{\rho} \frac{\partial A(\bar{x}_i)}{\partial \bar{x}_j} \right\rangle = \sum_{j \in S} m_j \left( \frac{A_i}{\rho_i} + \frac{A_j}{\rho_j} \right) \nabla \bar{x}_j W(\bar{x} - \bar{x}', h) \tag{2.30}
\]

since \(-\nabla \bar{x}_j = \nabla x_j\).

### 2.3 Summary of the SPH Derivative Approximation Formulae

In this section, a comprehensive summary of approximation of derivatives in SPH is provided.

1.- For a scalar function such as a temperature field, the approximation is carried out as follows:

\[
\left\langle \nabla \bar{x}_j T(\bar{x}_i) \right\rangle = - \sum_{j \in S} \frac{m_j T_j}{\rho_j} \nabla \bar{x}_j W(\bar{x}_j - \bar{x}_j', h) = \sum_{j \in S} \frac{m_j T_j}{\rho_j} \nabla \bar{x}_j W(\bar{x}_j - \bar{x}_j', h) \tag{2.31}
\]

since \(-\nabla \bar{x}_j = \nabla x_j\) \tag{2.32}

or in index notation:

\[
\left\langle \frac{\partial T(\bar{x}_i)}{\partial x_{i\alpha}} \right\rangle = \sum_{j \in S} \frac{m_j T_j}{\rho_j} \frac{\partial W(\bar{x}_j - \bar{x}_j', h)}{\partial x_{i\alpha}} \tag{2.33}
\]

2.- For a vector field such as a velocity field \(\bar{v}\), the SPH divergence approximation is computed as follows:

\[
\left\langle \nabla \bar{x}_j \bar{v}(\bar{x}_i) \right\rangle = \sum_{j \in S} \frac{m_j \bar{v}_j}{\rho_j} \cdot \nabla \bar{x}_j W(\bar{x}_j - \bar{x}_j', h) \tag{2.34}
\]

or in index notation:

\[
\left\langle \frac{\partial \bar{v}_j(\bar{x}_i)}{\partial x_{i\alpha}} \right\rangle = \sum_{j \in S} \frac{m_j \bar{v}_j}{\rho_j} \frac{\partial W(\bar{x}_j - \bar{x}_j', h)}{\partial x_{i\alpha}} \tag{2.35}
\]
3. The tensor product of a gradient operator and a vector field is approximated as follows:

\[
\langle \nabla_s \otimes \vec{v} \rangle = \sum_{j \in S} \frac{m_j}{\rho_j} \vec{v}_j \otimes \frac{\partial W(\vec{x}_j - \vec{x}_s, h)}{\partial \vec{x}_s} \tag{2.36}
\]

or in index notation:

\[
\left( \frac{\partial v^a(x_s)}{\partial x_1, \beta} \right) = \sum_{j \in S} \frac{m_j}{\rho_j} v^a_j \frac{\partial W(\vec{x}_j - \vec{x}_s, h)}{\partial x_1, \beta} \tag{2.37}
\]

4. The dot product of a gradient operator and a second order tensor such as the stress tensor \( \bar{\mathbf{P}} \) is:

\[
\langle \nabla_s \cdot \bar{\mathbf{P}}(\vec{x}_s) \rangle = \sum_{j \in S} \frac{m_j}{\rho_j} \bar{\mathbf{P}}_j \cdot \nabla_s W(\vec{x}_s - \vec{x}_j, h) \tag{2.38}
\]

or in index notation:

\[
\langle f^a(\vec{x}_s) \rangle = \left( \frac{\partial P^{\alpha \beta}(\vec{x}_s)}{\partial x_1, \beta} \right) = \sum_{j \in S} \frac{m_j}{\rho_j} P_{\alpha \beta} \frac{\partial W(\vec{x}_s - \vec{x}_j, h)}{\partial x_1, \beta} \tag{2.39}
\]

Although the expressions above are acceptable approximations in an SPH context, a common deficiency shared by all of them is that they are not symmetric with respect to indices \( I \) and \( J \).

In order to ensure Galilean invariance and in order to meet Newton's third law locally, the introduction of symmetry terms is required since symmetric equations tend to produce more accurate approximations. The Galilean invariance principle states that the form of the equations of motion of an isolated system should be invariant when a change of observer, consisting of a translation with a constant velocity is applied.

Symmetry terms can be obtained if the gradients of, say, a scalar field \( T \) are computed in the following way:

\[
\nabla T = \left[ \nabla \rho T - T \nabla \rho \right] \rho \tag{2.40}
\]
Using the expression above, equations (2.41), (2.42) and (2.43) can be derived:

1. Approximation for a scalar:

\[
\rho(\vec{x}_i) \langle \nabla_{\vec{x}_i} T(\vec{x}_i) \rangle = \sum_{j \in S} m_j (T_j - T_i) \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h) \tag{2.41}
\]

where \( \sum_{j \in S} m_j T_j \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h) \) is a rough approximation of \( \nabla(\rho T) \) and \( T_i \sum_{j \in S} m_j \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h) \) is the approximation for \( T \nabla \rho \).

2. Approximation of divergence of a vector field \( \vec{\nu} \):

\[
\rho(\vec{x}_i) \langle \nabla_{\vec{x}_i} \vec{\nu}(\vec{x}_i) \rangle = \sum_{j \in S} m_j (\vec{\nu}_j - \vec{\nu}_i) \cdot \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h) \tag{2.42}
\]

The approximation for a tensor product follows exactly the same rule:

\[
\rho(\vec{x}_i) \langle \nabla_{\vec{x}_i} (\vec{\nu} \otimes \vec{\nu})(\vec{x}_i) \rangle = \sum_{j \in S} m_j (\vec{\nu}_j - \vec{\nu}_i) \otimes \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h) \tag{2.43}
\]

Another acceptable approximation in SPH makes use of (2.30)

An SPH approximation for a second order tensor such as the stress tensor \( \vec{P} \) would be:

\[
\left( \frac{\nabla \vec{P}(\vec{x}_i)}{\rho(\vec{x}_i)} \right) = \sum_{j \in S} \left( \frac{\vec{P}_j}{\rho_j} + \frac{\vec{P}_i}{\rho_i} \right) m_j \cdot \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h) \tag{2.44}
\]

Where the expression \( \sum_{j \in S} \frac{\vec{P}_j m_j \cdot \nabla_{\vec{x}_i} W(\vec{x}_i - \vec{x}_j, h)}{\rho_j} \) is taken as the approximation of \( \nabla \left( \frac{A}{\rho} \right) \).

In all the expressions above, repeated indices indicate summation over that index as per Einstein's dummy index notation.
2.4 Derivation of the Conservation Laws Particle Equations Using Standard SPH Approach.

The equations solved by the Cranfield MCM code are the conservation laws derived in an Eulerian framework. When these equations are discretised through the SPH method, certain conditions during the simulation might lead to the tensile instability problem [13, 26, 73] which results from a combination of an Eulerian kernel with an Eulerian description of motion. It will be shown in Chapter 3 that when the conservation laws are expressed in a Total Lagrangian framework, a stability analysis reveals that the resulting particle equations do not contain the terms that lead to tensile instability.

In an Eulerian referential, the conservation laws take the following form [19]:

a) Conservation of mass:

\[
\frac{D\rho}{Dt} = -\rho \nabla \cdot \vec{v} \tag{2.45}
\]

b) Conservation of momentum:

\[
\rho \frac{D\vec{v}}{Dt} = -\nabla \sigma \tag{2.46}
\]

c) Conservation of Energy:

\[
\frac{De}{Dt} = -\frac{\sigma}{\rho} \cdot \nabla \otimes \vec{v} \tag{2.47}
\]

The dependent variables are density \( \rho \) and specific internal energy \( e \), the velocity \( \vec{v} \) and the stress tensor component \( \sigma \) which is the Cauchy stress tensor. The independent variables are the spatial coordinates \( \vec{x} \) and time \( t \).

Whereas in field based approximations (such as the element-free Galerkin method) the discrete equations are obtained from a weak form, in a fully collocational SPH scheme the particle equations are obtained from the strong form of the equations by collocation, i.e. the governing equations are
enforced at each particle. The next section makes use of the SPH formulae supplied in Section 2.2 and the strong form of the conservation equations (i.e. (2.45), (2.46) and (2.47)).

2.4.1 Conservation of mass in an SPH framework

To approximate the value of density in SPH, it is acceptable, albeit not always advisable, to sum over the particles according to:

\[ \rho(\bar{x}_i) = \sum_{j \in S} m_j W(\bar{x}_i - \bar{x}_j, h) \]  

(2.48)

This expression, however, yields incorrect results at the free boundaries, resulting in particles with underestimated density (refer to Chapter 3 in this thesis). For example, it is reported that for fluids such as water, the density falls to zero at the surface. The equation of state will in turn introduce incorrect pressures and degrade the calculation. To overcome this, approximating the rate of change of density rather than the value of the density at a point is preferred. In this case, all particles are assigned the same initial density which only changes when particles are in relative motion.

Let us work with the form of the conservation of mass equation supplied in the previous section which makes use of the value of the change in density:

\[ \int_{\Omega} \frac{DP}{Dt}(\bar{x} - \bar{x}', h) d\Omega = -\int_{\Omega} \rho \frac{\partial \bar{V}}{\partial t'} W(\bar{x} - \bar{x}', h) d\Omega \]  

(2.49)

Making use of the expression for approximation of divergence of a vector field \( \bar{V} \):

\[ \langle \bar{V}_{i}, \bar{V}(\bar{x}_j) \rangle = \sum_{j \in S} \frac{m_j}{\rho_j} \bar{V}_{j} \cdot \nabla_{i} W(\bar{x}_i - \bar{x}_j, h) \]  

(2.50)

the conservation of mass equation can be written as follows:

\[ \left\langle \frac{DP}{Dt}(\bar{x}_j) \right\rangle = \rho_i \sum_{j \in S} \frac{m_j}{\rho_j} (\bar{V}_i - \bar{V}_j) \cdot \nabla_{i} W(\bar{x}_i - \bar{x}_j, h) \]  

(2.51)
or in index notation as:

$$\frac{D\rho_t}{Dt} = \rho_i \sum_{j \in S} \frac{m_j}{\rho_j} \left( v_i^\theta - v_j^\theta \right) \frac{\partial W(\vec{x}_i - \vec{x}_j, h)}{\partial x_i^\theta}$$  \hspace{1cm} (2.52)

2.4.2 Conservation of momentum.

The conservation of momentum equation can be expressed as a kernel estimate in the following way:

$$\int_{\Omega} W(\vec{x} - \vec{x}', h) \frac{D\vec{v}}{Dt} d\Omega = -\int_{\Omega} \frac{1}{\rho} \frac{\partial}{\partial \vec{x}} W(\vec{x} - \vec{x}', h) d\Omega$$  \hspace{1cm} (2.53)

using (2.44), the following expression can be obtained:

$$\langle \frac{D\vec{v}}{Dt} \rangle = -\sum_{j \in S} m_j \left( \frac{\bar{v}_j}{\rho_j} + \frac{\bar{v}_j}{\rho_j} \right) \vec{a}_{ij} W(\vec{x}_i - \vec{x}_j, h)$$  \hspace{1cm} (2.54)

or in index notation:

$$\langle \frac{Dv_i^\alpha}{Dt} \rangle = -\sum_{j \in S} m_j \left( \frac{\sigma_i^{\alpha\beta}}{\rho_i} + \frac{\sigma_j^{\alpha\beta}}{\rho_j} \right) \frac{\partial W(\vec{x}_i - \vec{x}_j, h)}{\partial x_i^{\gamma}}$$  \hspace{1cm} (2.55)

2.4.3 Conservation of energy.

In order to carry out the SPH approximation, the energy equation is rewritten as:

$$\frac{D}{Dt} = -\frac{\bar{a}}{\rho^2} : \rho \nabla \otimes \vec{v}$$  \hspace{1cm} (2.56)

The conservation of energy equation can be expressed in terms of a kernel estimate as follows:

$$\int_{\Omega} \frac{D}{Dt} W(\vec{x} - \vec{x}', h) d\Omega = -\int_{\Omega} \frac{\bar{a}}{\rho^2} : \rho \nabla \otimes \vec{v} W(\vec{x} - \vec{x}', h) d\Omega$$  \hspace{1cm} (2.57)

The integral on the RHS of (2.57) can be approximated as:

$$-\int_{\Omega} \frac{\bar{a}}{\rho^2} : \rho \nabla \otimes \vec{v} W(\vec{x} - \vec{x}', h) d\Omega = -\frac{\bar{a}(\vec{x})}{\rho^2(\vec{x})} : \int_{\Omega} \rho \nabla \otimes \vec{v} W(\vec{x} - \vec{x}', h) d\Omega$$  \hspace{1cm} (2.58)
using the approximation \( \rho (\bar{x}_i) \left( \nabla_{\bar{x}_i} \otimes \bar{v} (\bar{x}_i) \right) = \sum_{j \in S} m_j (\bar{v}_j - \bar{v}_i) \otimes \nabla_{\bar{x}_i} W (\bar{x}_i - \bar{x}_j, h) \) for the term inside the integral we obtain:

\[
\left\langle \frac{D \varepsilon (\bar{x}_i)}{Dt} \right\rangle = \frac{\bar{\sigma}_i}{\rho_i \bar{v}_i} \sum_{j \in S} m_j (\bar{v}_j - \bar{v}_i) \otimes \nabla_{\bar{x}_i} W (\bar{x}_i - \bar{x}_j, h) \tag{2.59}
\]

or in index notation:

\[
\left\langle \frac{D \varepsilon_i}{Dt} \right\rangle = \frac{\sigma_{\alpha\beta}}{\rho_i \bar{v}_{\alpha}} \sum_{j \in S} m_j (v_{j\alpha} - v_{i\alpha}) \frac{\partial W (\bar{x}_i - \bar{x}_j, h)}{\partial x_{i\beta}} \tag{2.60}
\]

### 2.4.4 Rate of deformation tensor in SPH

An important kinematic measure in the Eulerian formalism is the rate of deformation, hence the SPH equation of the rate of deformation tensor is also here.

The rate of deformation tensor has the following form:

\[
\bar{D} = \frac{1}{2} (\nabla \otimes \bar{v} + \bar{v} \otimes \nabla) \tag{2.61}
\]

The approximation of \( \nabla \otimes \bar{v} \) is readily obtained using (2.36):

\[
D_{i\alpha}^{\beta} = \frac{1}{2} \sum_{j \in S} \frac{m_j}{\rho_j} \left[ (v_{j\alpha} - v_{i\alpha}) \frac{\partial W (\bar{x}_i - \bar{x}_j, h)}{\partial x_{i\beta}} + (v_{j\beta} - v_{i\beta}) \frac{\partial W (\bar{x}_i - \bar{x}_j, h)}{\partial x_{i\alpha}} \right] \tag{2.62}
\]

The stress tensor can be defined in terms of an isotropic part which is the pressure \( P \) and a traceless symmetric deviatoric stress \( S \). The expression for the complete stress tensor is as follows:

\[
\sigma_{\alpha\beta} = P \delta_{\alpha\beta} + S_{\alpha\beta} \tag{2.63}
\]

The pressure is normally computed using an equation of state having functional form \( P = P(\rho, E) \) such as the Mie-Gruneisen equation for solids or the gamma law for gases (the expressions can be found in [50]).
For the deviatoric (or anisotropic) part of the stress tensor the following equation can be written:

\[ \dot{S}^{\alpha\beta} = \mu D^{\rho,\alpha\beta} - \frac{1}{3} \delta^{\alpha\beta} D^{\rho,xx} \] (2.64)

where \( \mu \) is the shear modulus, \( D^{\rho,\alpha\beta} \) is the traceless rate of strain and \( D^{\alpha\beta} \) is the total strain rate tensor. This expression isn’t material frame independent which means that the material response will depend, in an unphysical way, on rotation, translation and on the observer describing those two motions. As an example take a bar which is pre-stressed at its initial configuration. If that bar undergoes rigid body motion, the state of stress within the bar is frozen in time, i.e. an observer riding with the bar will see no changes in the state of stresses within the bar. However, when viewed from a space fixed coordinate system (as is the case in the Eulerian approach), the components of the Cauchy stress will change during the rigid body motion (take rotation as an example). Therefore, although the state of stress within the material is frozen in time, the derivative of the stress is non-zero. To account for this apparent inconsistency, frame independent or objective stress rates have been formulated and they are widely in use. The most commonly adopted is the Jaumann rate \([1, 15, 50]\). By making use of the definition of Jaumann rate we can write the following expression for the stress rate:

\[ \dot{S}^{\alpha\beta} = 2\mu \left( D^{\alpha\beta} - \frac{1}{3} \delta^{\alpha\beta} D^{\gamma\gamma} \right) + S^{\alpha\gamma} R^{\beta\gamma} + S^{\beta\gamma} R^{\alpha\gamma} \] (2.65)

where \( R \) is the antisymmetric part of the velocity gradient tensor and is known as rotation rate or spin tensor and is defined by:

\[ R^{\alpha\beta} = \frac{1}{2} \left( \frac{\partial v^\alpha}{\partial x^\beta} - \frac{\partial v^\beta}{\partial x^\alpha} \right) \] (2.66)
The approximation to the spin tensor is identical to the SPH approximation for the strain rate tensor which has been obtained before with the plus sign replaced by a minus sign as follows:

\[ R_{ij}^{ab} = \frac{1}{2} \sum_{j \in \mathcal{E}} \rho_j \left[ (v_j^a - v_i^a) \frac{\partial W(\bar{x}_j, \bar{x}_i, h)}{\partial x_i^b} - (v_i^b - v_j^b) \frac{\partial W(\bar{x}_i, \bar{x}_j, h)}{\partial x_j^a} \right] \quad (2.67) \]

All the SPH expressions above can be rewritten in terms of the derivatives of the smoothing function \( W(\bar{x} - \bar{x}', h) \) with respect to the \( \bar{x}_j \) coordinates bearing in mind that \( -\nabla_{\bar{x}_j} = \nabla_{\bar{x}_j} \). The derivative of the smoothing function is obtained through the chain rule as follows:

\[ \frac{\partial W(\bar{x} - \bar{x}', h)}{\partial x_i^a} = \frac{x_i^a - x_{i'}^a}{r} \frac{\partial W}{\partial r} = -\frac{\partial W(\bar{x} - \bar{x}', h)}{\partial x_j^a} \quad (2.68) \]

where \( r = |\bar{x} - \bar{x}'| \)

2.5 SPH Approximation Error.

In SPH there are two types of errors, namely truncation errors and smoothing errors. Some researchers have also identified an error due to the particle disorder within the SPH domain which is directly linked to the truncation error \[49\]. In this section the analysis will be restricted to a 1-D case as in this case an expression for error estimation is much simpler to develop and it aids in understanding the potential source of error when using SPH. Initially, the smoothing error is dealt with and subsequently a similar development is shown for the estimation of truncation errors.

The general idea for calculating the smoothing error is to find an expression that yields the difference between the evaluation of a function, or the derivative of a function at a given point in space, versus the value of the smoothed function at the same point. In other words, the main idea is to find

\[ \varepsilon = f(x) - <f(x)> \quad (2.69) \]

The approximation of a function \( f \) is given by (2.13):
Equation (2.13) can be expanded as a Taylor series as follows:

$$
\int_{\Omega} f(x') W(x-x', h) \, dx' = f(x) \left|_{x' = x} \right. \int_{\Omega} W(x-x', h) \, dx' +

+ \frac{\partial f(x')}{\partial x'} \bigg|_{x' = x} \int_{\Omega} W(x-x', h) \, dx' + \frac{\partial^2 f(x')}{\partial x'^2} \bigg|_{x' = x} \int_{\Omega} (x-x')^2 W(x-x', h) \, dx' + ... \quad (2.70)
$$

In order to approximate the derivative of the function $f$ rather than the function $f$ itself, the following Taylor series expansion is performed (note at this stage the derivatives of the function have not yet been replaced by the derivative of the smoothing function on the right hand side of Eq (2.70)):

$$
- \int_{\Omega} f(x') \frac{\partial W(x-x', h)}{\partial x'} \, dx' = \frac{\partial f(x')}{\partial x'} \bigg|_{x' = x} \int_{\Omega} W(x-x', h) \, dx' + \frac{\partial^2 f(x')}{\partial x'^2} \bigg|_{x' = x} \int_{\Omega} (x-x')^2 W(x-x', h) \, dx' +

+ \frac{\partial^3 f(x')}{\partial x'^3} \bigg|_{x' = x} \int_{\Omega} W(x-x', h) \, dx' + ... \quad (2.71)
$$

From the properties of the normalized kernel: $\int_{\Omega} W(x-x', h) \, dx' = 1$

and it will be shown in Chapter 4, Eq (4.41), that: $\int_{\Omega} (x-x') W(x-x', h) \, dx' = 0$

hence, (2.71) can be written as:

$$
- \int_{\Omega} f(x') \frac{\partial W(x-x', h)}{\partial x'} \, dx' = \frac{\partial f(x')}{\partial x'} \bigg|_{x' = x} \int_{\Omega} W(x-x', h) \, dx' + \frac{\partial^2 f(x')}{\partial x'^2} \bigg|_{x' = x} \int_{\Omega} (x-x')^2 W(x-x', h) \, dx' + ... \quad (2.72)
$$

Eq (1.74) can be written:

$$
- \int_{\Omega} f(x') \frac{\partial W(x-x', h)}{\partial x'} \, dx' = \frac{\partial f(x')}{\partial x'} \bigg|_{x' = x} \int_{\Omega} W(x-x', h) \, dx' + \frac{\partial^2 f(x')}{\partial x'^2} \bigg|_{x' = x} \int_{\Omega} (x-x')^2 W(x-x', h) \, dx' + ... \quad (2.73)
$$

Equation (2.73) is the contribution to error due to smoothing approximation. The preceding expression can be written as:
\[
- \int_{\Omega} f(x') \frac{\partial W(x-x',h)}{\partial x'} dx' - \left. \frac{\partial f(x')}{\partial x'} \right|_{x'=x} \frac{h^2}{2} \int_{\Omega} \frac{(x-x')^2}{h^2} W(x-x',h) dx' + O(h^4)
\]

which is of second-order in \( h \). The preceding derivation can be found in [72].

The next source of error is introduced by the numerical discretisation of the integral in Eq (2.70). This type of error is called truncation error [49] and is induced by the accuracy of the nodal integration. The truncation error is expressed as follows:

\[
\varepsilon_i = \langle f(x) \rangle - \sum_{j \epsilon S} \frac{m_j}{\rho_j} f_j W_{ij}
\]

(2.75)

Again, if the 1-D case is considered, the kernel function must satisfy (2.9) and (4.41) However, this only holds for continuous forms. The discretised forms of (2.9) and (4.41) are \(- \sum_{j \epsilon S} \frac{m_j}{\rho_j} f_j W_{ij}\) and \(- \sum_{j \epsilon S} (x_i - x_j) \frac{m_j}{\rho_j} f_j W_{ij}\) respectively and the numerical values of these two approximations may not necessarily be exactly 1 and 0 as is expected in the continuous forms (i.e. the continuous form of conditions (2.9) and (4.41) may not be valid after the SPH discretisation has taken place).

The truncation error is dependent on the accuracy of the nodal integration employed and on the particle distribution [49]. For an orderly and even distribution of particles, the truncation error is of order \( h^2 \) or higher [49]. For a disordered but evenly distributed particle arrangement, the average truncation error is of order \( h \ln h \frac{n^{-1}}{2} \) [49].

Summary.

The basic components of the SPH method have been provided in this chapter. A comprehensive compilation of SPH formulae and the standard
methodology to obtain these expressions have been supplied. Subsequently, the conservation laws of continuum mechanics have been discretised in space using the resulting interpolating formulae. Finally, the main two sources of error of the SPH method, namely truncation and smoothing errors, have been identified and expressions to evaluate these errors have been provided. In this chapter, the following notation was enforced: \( T \) for scalar fields, \( \mathbf{v} \) for vector fields and \( \mathbf{P} \) for second order tensors. This has been done to emphasise that equations that look the same will generate particle equations with entirely different properties depending on the nature of the field under consideration. In subsequent chapters, this notation is dropped under the assumption that the reader is familiar with the continuous forms of the conservation laws and with basic concepts of Continuum Mechanics.
It is well known that the conventional SPH method initially proposed by Lucy and Gingold and Monaghan [31,58] has a number of shortcomings including inconsistency and rank deficiency [73] (which is related to a type of spurious instability present in the particle equations) as well as tensile and material instability. Later it will be shown that rank deficiency and tensile instability are the result of the type of discretisation carried out in SPH: the former is related to the cut-off wave number whereas the latter refers to the effect of the product of the second derivative of the smoothing function and the value of stress. The material instability present in the particle equations is desirable since it is also present in the continuum equations.
Further limitations inherent in SPH which still hamper the full exploitation of the method are the treatment of boundary conditions and spurious zero energy modes [7]; these shortcomings will be briefly described before the stability of particle equations is dealt with rigorously.

3.1 Particle Deficiency.

The basic SPH approximations are derived for interior nodes which assume there is a full distribution of neighbouring nodes. When the distribution of nodes is not full, inaccuracies in the computations are introduced. These inaccuracies can be minimized by the introduction of normalized kernels which are also very effective when the nodes are distributed in non-uniform arrangements [46].

As an example, consider an equally-spaced distribution of interpolation points. If the kernel used has compact support then the effect of particles outside this support will be zero. If the particles have uniform density then the particles at the interior of the domain will feel the effect of neighbouring particles on two sides, while particles at the boundaries will appear underdense as the contribution comes from particles on one side only. The normalization of the kernel restores particle deficiency at the boundaries.

Fig. 3.1 An example of kernel approximation of $F(x)$ in interior particles with complete support and in boundary particles.
This avenue is fully exploited in the present thesis. The numerical examples presented in Chapter 6 demonstrate the advantages of kernel normalization.

3.2 Consistency of SPH Equations.

This problem has been briefly described in Chapter 2. Consistency (or completeness) of the SPH equations refers to the highest order polynomial the method is capable of reproducing accurately. In its most basic form, standard SPH equations are not even zero order consistent. This deficiency in the method implies that a constant field will not be interpolated accurately if the standard form of the SPH equations is to be used. This problem can easily be tackled by introducing symmetry terms into the discretised equations. With symmetric terms (Refer to Chapter 2, Section 2.3) the interpolation becomes zero order consistent for all interior particles which possess complete support. However for particles that lie close to the boundary or at the boundary, the one sided contribution of particles still introduces inaccuracies in some practical cases despite the symmetry terms.

3.3 Boundary Conditions in SPH.

When dealing with free surfaces, boundary conditions in SPH have been successfully ignored since the value of stress drops to zero at a distance $2h$ due to the lack of neighbouring particles outside the smoothing length. This one sided contribution yields approximate results at the solid surface because, although stresses and velocities might drop to zero at the free surface, the density should not. The problem becomes more noticeable when a normalized form of the kernel is introduced since kernel normalization compensates for the lack of neighbours outside physical boundaries [45, 74]. In the normalized SPH case, both free and traction boundaries have to be imposed rigorously at the
One way in which boundary conditions are treated is through the introduction of so-called ghost particles [34,50]. The ghost particle method uses artificial particles lying within a specified distance from the real boundaries. These are mirroring particles which have the same density and value of stress as real particles lying within a 2h distant of the boundary but with opposite velocity.

![Constant Velocity Field Gradient Approximation](image)

Fig. 3.2 Two SPH schemes are used to approximate the gradient of a constant velocity field. The standard SPH with no symmetry terms uses \( \nabla v_j = \frac{m_j}{\rho_j} v_j \nabla w_{ij} \) to approximate the gradient whereas \( \nabla v_j = \sum_{j \in S} \frac{m_j}{\rho_j} (v_j - v_j) \nabla w_{ij} \) contains symmetry terms.

The effect of these fictitious particles is included explicitly in the summations of field and gradients [34]. It has been reported by Liu and Liu [53] that mirroring ghost particles of this kind are not enough to prevent real particles from penetrating the boundary. Monaghan [66] suggested introducing a line of virtual particles located right on the solid boundary to generate a highly repulsive, non-physical potential that increases as the real particles get...
closer to the virtual ones, thus preventing unphysical penetration at the boundaries. Campbell [14] has suggested introducing the boundary terms into the SPH particle equations. It is the author’s experience that when trying to implement boundary terms into an SPH code, one is faced with a density term at the boundary, which, in the author’s opinion has little or no physical meaning. The introduction of ghost particles increases the complexity of the numerical code significantly. In addition, the introduction of boundary terms in SPH equations, although mathematically rigorous, poses new and unresolved problems. More work is required in this area before a general purpose treatment of boundary conditions method is available in SPH.

3.4 Zero Energy Modes.

In certain cases, a highly oscillating value of a variable, typically a velocity field with a wavelength of twice the inter-particle distance [15] or a highly oscillating stress field [80], will yield spurious results. A zero energy mode is a pattern of nodal displacements that produce zero strain energy. This mode is the consequence of the field variables and their derivatives being approximated at the same particle in a fully collocational scheme. That is; all information is located at the particle positions and not in a staggered fashion [80]. As an example, take a distribution of 3 particles in 1-D where the odd particles have the same value and sign of stress, whereas even particles have a different value (Refer to Fig.3.3). When the value of stress of the neighbouring particles is introduced into the momentum equation, the resulting value of acceleration for particle I will be zero and consequently so will the value of the velocity irrespective of the value of stress of particle I

In our example, the 1-D momentum equation for 3 evenly distributed \((\Delta x = 2h)\) particles with the same density is written as:
\[ \ddot{x}_i = \frac{1}{\rho} \left( \sigma_{i-1} W'(-\Delta x) + \sigma_i W'(x_i) + \sigma_{i+1} W'(-\Delta x) \right) \]

but the derivative of a bell shaped function is anti-symmetric, hence:
\[ W'(-\Delta x) = -W'(\Delta x) \]

and \[ W'(x_i) = 0. \]

This equation will produce no acceleration if the stresses at the odd particles \( i-1 \) and \( i+1 \) have the same value, regardless of the value of stress at particle \( i \). The approximation for acceleration at particle \( i \) using a fully collocational SPH scheme is therefore \( \ddot{x}_i = 0. \)

![Fig.3.3 Spurious zero energy mode at particle \( i \) caused by a highly oscillating stress field. Red dots represent SPH particles.](image_url)

If the acceleration in the problem above gets approximated through a staggered centred difference algorithm such as the Von Neumann-Richtmyer (VNR) scheme (as quoted by Swegle et al. in [80]), the resulting acceleration will
be non-zero. In this scheme, the material particles carry position, velocity and acceleration but all other quantities are located at the mesh centres between particles (Refer to Figure 3.4).

![Diagram](image)

Fig.3.4 Set-up used to approximate the acceleration at particle I using the VNR staggered centred finite difference approximation scheme. Red dots represent SPH particles.

The finite-difference expression for the acceleration of node $I$ uses the values of the stress at half inter-particle distance (i.e. $\frac{\Delta x}{2} = h$) and is expressed as follows:

$$\ddot{x}_I = \frac{1}{\rho} \left( \frac{\sigma_{I+1/2} - \sigma_{I-1/2}}{h} \right)$$

This yields a non-zero value for the acceleration at particle $I$.

The spurious SPH mode presented above is known as "zero energy". It is a condition carried not only by particle methods but also by standard finite element methods. The fundamental problem is that all information is carried by a single material point [80]. One potential solution is the introduction of
stress points as proposed by Dyka and Ingel [26]. This idea was later extended to 3-D by Vignjevic et al. [78].

3.5 The Tensile Instability Problem.

Let us turn our attention to the tensile instability problem since this is one of the main aspects of this thesis.

This numerical condition was originally identified by Swegle et al [80], Balsara [2], Dyka and Ingel [26], amongst others. Tensile instability is a situation in which the motion of particles becomes unstable under tensile stress. It manifests as an unphysical clumping of particles and can ultimately lead to a premature termination in the numerical solution [13, 26, 73].

Swegle et al. [79] carried out a stability analysis in the 1D equations and then extended this result to a multi-dimensional case. The stability analysis carried out was a Von Neumann analysis and the reader is referred to Swegle et al. [80] for a detailed explanation of this technique.

In their analysis, Swegle et al found out that the tensile instability neither depends on the artificial viscosity nor on the time integration scheme. The sufficient condition for unstable growth is a combination of the derivative of the gradient of the kernel and the stress at the particle. Mathematically this condition can be expressed as follows: \( W'' \sigma > 0 \). This condition implies that as long as the product of the second derivative of the smoothing function and the stress at a particle is greater than zero, unstable growth will take place.

Consider the next case as an example. In 1D standard SPH method, the first neighbour particle is found at \( h \) (the smoothing length) from particle \( I \). The smoothing function used by the Lagrangian code generated for this dissertation makes use of a cubic spline smoothing function. From Figure 3.5 it can be observed that the gradient of the spline has its minimum at \( 2/3 \) of \( h \) which indicates that from the first neighbour to the boundary of the support,
the second derivative of the kernel will always result in a positive value. We can therefore conclude that under tension (i.e. stress value greater than zero) the standard SPH method is unstable.

Several remedies have been proposed to alleviate or avoid such tensile instability. Morris [67] suggested using special smoothing functions since the instability is closely related to the second derivative of the kernel. These special kernels proved to be successful only in a few specific cases and did not always yield satisfactory results.

Dyka and Ingel [26] introduced stress points into SPH and concluded that stress points diminish the effect of tensile instability. Belytschko et. al. [5] point out that whilst better stability of the method can be achieved using stress points, Eulerian kernels in combination with stress points cannot fully rid the method of its inherent stability. Instead, they proposed using Lagrangian kernels and proved that the method becomes more stable at the expense of the magnitude of the deformation that can be modelled.

![Diagram](image)

Fig. 3.5 Value of first derivative of a cubic spline.
3.6 Stability Analysis of Continua and SPH Equations.

The linear stability analysis of continua provides reliable guidelines with regard to the type of instabilities expected when analysing particle equations. Initially, a general stability analysis of the conservation equations based on the Von Neumann approach is carried out [51, 73]. An alternative stability analysis can be found in [34].

The simplifications introduced are as follows: the analysis is carried out in a Total Lagrangian Framework and the process is considered to be isothermal and adiabatic which implies that the energy equation is irrelevant as stated by Rabczuk et. al. [73]. The conservation of mass has a simple algebraic form, hence only the momentum equation will be dealt with. In spite of these simplifications, the results provide a great deal of information on continua stability and provide a solid foundation for a clear understanding of the stability analysis of SPH particle equations.

Fig. 3.6 Typical collocated Eulerian SPH behaviour under tension. Although the linear elastic model was used for this simulation (i.e. no fracture is included in the constitutive model), unphysical fracture of the 2-D specimen occurs as a consequence of numerical instability in areas of high tensile stresses.
The type of perturbation introduced in this analysis has the following form, irrespective of the field in which the perturbation gets introduced:

$$\tilde{\psi} = \psi_0 e^{i(\sigma i + \kappa x)}$$

(3.1)

Where $\kappa$ is known as the wave number, $\sigma$ is the complex frequency, $t$ is time. The complex frequency can be expressed a function of its real and imaginary terms:

$$\sigma = \omega_r + i\omega_i$$

(3.2)

hence, (3.1) can be written as:

$$\tilde{\psi} = \psi_0 e^{-\omega t} \left( e^{i(\omega_r t + \kappa x)} \right)$$

(3.3)

The main question to answer is: if a perturbation such as (3.1) is introduced in the system of governing equations, will the perturbation decay or grow as time progresses. Equation (3.3) can provide a good deal of information regarding the stability of continua and particle equations when a perturbation of the type (3.1) is introduced.

If the imaginary part in (3.3) equals zero, then the resulting expression is:

$$\tilde{\psi} = \psi_0 e^{i(\omega_r t + \kappa x)}$$

(3.4)

which, through Euler's formula, can also be written as:

$$\tilde{\psi} = \psi_0 \left[ \cos(\omega_r t) + i\sin(\omega_r t) \right]$$

(3.5)

This is a periodic function with amplitude $\psi_0$. In other words, the perturbation introduced in the field will be bounded by the initial value of the amplitude. However, when the imaginary part of $\omega$ exists, then the amplitude in equation (3.3) is bounded by $\psi_0 e^{-\omega t}$. It is therefore the imaginary part of the complex frequency that drives the stability of the solution. The conditions for stable or unstable growth are summarized as follows:
Condition 1.- If \( \omega_i > 0 \) in equation (3.3), the system remains stable since \( y_0 e^{-\omega_i t} \) decays as \( t \) grows.

Condition 2.- If \( \omega_i < 0 \), the system becomes unstable since \( y_0 e^{-\omega_i t} \) grows as time grows.

Condition 3.- When the complex frequency \( \sigma = 0 \), the threshold for instability is present.

The first step in the analysis of the continuum laws written in a Total Lagrangian referential involves the linearisation of the momentum equation. Perturbations are assumed over the displacement, which have the following form:

\[
\ddot{u} = u + \ddot{u} \tag{3.6}
\]

where \( \ddot{u} \) denotes the displacement perturbation.

In order to obtain the value of the perturbation over the 1st Piola-Kirchhoff stress tensor \( \mathbf{P} \) and the perturbation solution, the conservation of momentum in a Total Lagrangian framework needs to be considered first:

\[
\rho_0 \frac{\partial^2 \ddot{u}}{\partial t^2} = \nabla \mathbf{P} \tag{3.7}
\]

and when the perturbation of the type in (3.6) is introduced, (3.7) becomes:

\[
\rho_0 \frac{\partial^2 (u + \ddot{u})}{\partial t^2} = \nabla \ddot{\mathbf{P}} \tag{3.8}
\]

or:

\[
\rho_0 \frac{\partial^2 (u + \ddot{u})}{\partial t^2} = \nabla \ddot{\mathbf{P}} \tag{3.9}
\]

The relation between the 1st Piola-Kirchhoff stress \( \mathbf{P} \) and the 2nd Piola-Kirchhoff \( S \) is found in [60]:

\[
\mathbf{P} = S \mathbf{F}^T \tag{3.10}
\]
where $F$ is the gradient of deformation tensor. It assumed that:

$$\bar{P} = \bar{S} F^T$$

(3.11)

where:

$$\bar{S} = S + \tilde{S}$$  

(3.12)

$$\bar{F} = F + \tilde{F}$$  

(3.13)

with (3.13) and (3.12) into (3.10):

$$\bar{P} = SF^T + \tilde{S} F^T + \tilde{S} F^T + \tilde{S} F^T$$  

(3.14)

which results in:

$$\bar{P} = \bar{P} - P = SF^T + \tilde{S} F^T$$  

(3.15)

where the $\tilde{S} F^T$ has been neglected.

Subtracting (3.7) from (3.8) yields the equations that govern the perturbation solution:

$$\rho_0 \frac{\partial^2 \bar{u}}{\partial t^2} = \nabla \bar{P}$$  

(3.16)

where $\bar{P}$ is given by (3.15)

The constitutive model that relates the 2nd Piola-Kirchhoff stress to the Green-Lagrange stress tensor is:

$$S = C : E$$  

(3.17)

where $C$ is the material tangent modulus.

The perturbed constitutive equation can be written as:

$$\tilde{S} = C : \tilde{E}$$  

(3.18)

The Green-Lagrange strain tensor perturbation $\tilde{E}$ is obtained as follows:

Green-Lagrange strain is defined as [60]:
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\[
E = \frac{1}{2} (F^T F - I) \quad (3.19)
\]

The perturbed equation is written as:

\[
\bar{E} = \frac{1}{2} (\bar{F}^T \bar{F} - I) \quad (3.20)
\]

with \( \bar{F} \) as defined in (3.13)

Equation (3.20) yields

\[
\bar{E} = \frac{1}{2} (F^T F + F^T \bar{F} + \bar{F}^T F - I) \quad (3.21)
\]

where the \( \bar{F}^T \bar{F} \) term has been neglected.

Subtracting (3.19) from (3.21) results in:

\[
\bar{E} = E - E = \frac{1}{2} (F^T \bar{F} + \bar{F}^T F) \quad (3.22)
\]

Assuming \( F^T \bar{F} \) to be symmetric (3.22) adopts the following final form:

\[
\bar{E} = \bar{F}^T F \quad (3.23)
\]

or \( \bar{E} = F^T \bar{F} \quad (3.24) \)

(3.24) in (3.18) yields:

\[
\bar{S} = C : \bar{E} = C : (F^T \bar{F}) \quad (3.25)
\]

(3.25) in (3.15) yields:

\[
\bar{P} = C : (F^T \bar{F}) F^T + S \bar{F}^T \quad (3.26)
\]

Equation (3.26) can be written in index notation following the next procedure:

The product in brackets in (3.26) can be expressed as:

\[
F^T \bar{F} = F_{\alpha \beta} \bar{F}_{\alpha b} \quad (3.27)
\]
The double contraction with the material tangent modulus can be expressed as:

$$C : (F^T F) = C_{ikab} F_{ar}^T \bar{F}_{rb}$$

(3.28)

Hence, the first tensor product in (3.26) is expressed as:

$$C : (F^T F) F^T = C_{ikab} F_{ar}^T \bar{F}_{rb} F_{kj}^T$$

(3.29)

and the second term in (3.26) can be written as:

$$S F^T = S_{ab} \bar{F}_{bj}$$

(3.30)

hence (3.26) can be written in index notation as:

$$\bar{P}_y = C_{ikab} F_{ar}^T \bar{F}_{rb} F_{kj}^T + S_{ab} \bar{F}_{bj}$$

(3.31)

Note that once the proper indices have been identified, we can pre- or post-multiply each one of these components since each term in (3.31) is now a scalar. The first term in (3.31) can be expressed as:

$$C_{ikab} F_{ar}^T \bar{F}_{rb} F_{kj}^T = F_{ar} F_{jk} C_{ikab} F_{ar}^T \bar{F}_{rb}$$

(3.32)

the second term in (3.31) can be expressed as:

$$S_{ab} \bar{F}_{bj} = S_{ab} \delta_{jr} \bar{F}_{rb}$$

(3.33)

Note in (3.33) that $S_{ab} \delta_{jr} \bar{F}_{rb}$ only yields a value different from zero when $r=j$ which is consistent with the original second term in (3.31).

Typically, (3.31) is written as:

$$\bar{P}_y = A_{yrb}^0 \bar{F}_{rb}$$

(3.34)

where

$$A_{yrb}^0 = F_{ra} F_{jk} C_{ikab} + S_{ab} \delta_{jr}$$

(3.35)

is the elasticity tensor.
By substituting (3.34) in (3.16) the following governing perturbation equation is obtained:

$$\rho_0 \frac{\partial^2 \bar{u}_i}{\partial t^2} = \frac{\partial}{\partial X_j} \left( A^{\text{ij}}_{\text{tb}} \frac{\partial \bar{F}_b}{\partial X_j} \right) = \frac{\partial}{\partial X_j} \left( A^{\text{ij}}_{\text{tb}} \frac{\partial \bar{u}_i}{\partial X_j} \right)$$ \hspace{1cm} (3.36)

In the previous equation the 1st Piola-Kirchhoff stress tensor has been written in terms of the displacement perturbation and the elasticity tensor.

It is now assumed that the perturbation of the displacements uses the classical Fourier representation form:

$$\bar{u} = g e^{i \omega t + i \kappa n^0 \cdot X} \hspace{1cm} (3.37)$$

where $g$ is a vector, $\kappa$ is known as the wave number, $n^0$ is the unit vector normal to the wave front, $\omega$ is the complex frequency, $t$ is time. Alternatively $\kappa$ and $n^0$ can be combined as $\kappa n^0$ which is termed the wave vector.

Substitution of (3.37) into the right hand side of (3.36) yields:

$$\bar{F}_b = \frac{\partial \bar{u}_i}{\partial X_b} = \frac{\partial}{\partial X_b} \left( g e^{i \omega t + i \kappa n^0 \cdot X} \right) \hspace{1cm} (3.38)$$

bearing in mind that $\frac{\partial (\kappa n^0 \cdot X_i)}{\partial X_i} = \kappa n^0$ (3.39) yields:

$$\bar{F}_b = \frac{\partial \bar{u}_i}{\partial X_b} = i \kappa g_i n^0_b e^{i \omega t + i \kappa n^0 \cdot X} \hspace{1cm} (3.40)$$

The derivative on the right hand side of (3.36) can be written as:

$$\frac{\partial}{\partial X_j} \left( A^{\text{ij}}_{\text{tb}} \bar{F}_b \right) = A^{\text{ij}}_{\text{tb}} \frac{\partial \bar{F}_b}{\partial X_j}$$ \hspace{1cm} (3.41)

$$\frac{\partial \bar{F}_b}{\partial X_j} = (i \kappa g_i n^0_b) (i \kappa n^0_j) e^{i \omega t + i \kappa n^0 \cdot X} \hspace{1cm} (3.42)$$

Hence (3.41) becomes:
The second order derivative on the left hand side of Eq (3.36) is straightforwardly calculated as:

\[
\frac{\partial^2 \tilde{u}_i}{\partial t^2} = g_\ell \omega^2 e^{\sigma t + i kx}.X
\]  

(3.44)

Equations (3.43) and (3.44) in (3.36) yields:

\[
\rho_0 \omega^2 g_\ell + \kappa^2 A^0_{jrb} n^0_i n^0_j g_\ell e^{\sigma t + i kx} X = 0
\]  

(3.45)

which is known as the dispersion relation equation [27]. This is an equation that expresses the relation between the frequency and the wave number.

Equation (3.45) is generally expressed as:

\[
\left( \frac{\sigma^2}{\kappa^2} - \delta_{\ell r} + \frac{A^0_{\ell r}}{\rho_0} \right) g_\ell = 0
\]  

(3.46)

with \( A^0_{\ell r} = A^0_{jrb} n^0_i n^0_j \)

Thus the characteristic equation is written as:

\[
\det [A - \lambda J] = 0
\]  

(3.47)

where:

\[
A = \frac{A^0_{\ell r}}{\rho_0}
\]  

(3.48)

and:

\[
\lambda = \frac{\sigma^2}{\kappa^2}
\]  

(3.49)

From Equations (3.46), (3.48) and (3.49), the continuum is stable if the solution for the complex frequency \( \sigma \) is an imaginary number, i.e when the
complex frequency $\omega$ takes the form $\omega_i \imath$ with $\omega_i \in \mathbb{R}^+$. This implies that all Eigen values of $A$ are positive, in other words $A$ needs to be positive definite. From Equation (3.28) it can be seen that the material tangent modulus is a component of the $A$ matrix, hence $A$ could lose its positive definiteness if $C$ loses its definiteness. We can therefore conclude that the stability of the system in the Total Lagrangian framework is closely related to the stability of the continuum itself.

Equation (3.39) can also be used to obtain the stability of the continuum in the current configuration when the reference and the current configurations coincide (Refer to section 2.1.1 and Chapter 4 for a detailed explanation). In this case the spatial coordinates $\bar{x}$ and material coordinates $\bar{X}$ coincide ($\bar{x} = \bar{X}$) and the gradient of deformation tensor is the identity matrix, $F = I$. The 2nd Piola-Kirchhoff stress tensor and the Cauchy stress tensor are related in the following way [4]:

$$S = JF^{-1}aF^{-T} \quad (3.50)$$

which results in $S = \sigma$ when the reference and the current configurations coincide. In the current configuration, the material tangent modulus $C$ becomes $C^{\sigma r}$, where $C^{\sigma r}$ is the modulus relating the objective Truesdell rate of the Cauchy stress tensor to the rate of deformation tensor. The Truesdell rate is derived by considering the time derivative of the 2nd Piola-Kirchhoff stress when the reference and the current configuration coincide [4], hence $\dot{\sigma} = \sigma^{\sigma r}$.

With all of the above in mind Eq.(2.35) transforms into:

$$A_{ijb} = C_{ikb}^{\sigma r} + \sigma_{ib}\delta_{jr} \quad (3.51)$$

thus equation (3.46) adopts the following form:

$$\left(\frac{\sigma^2}{\kappa^2}\delta_{rr} + \frac{A_{ir}}{\rho_0}\right)g_r = 0 \quad (3.52)$$
with \( A_r = A_{iujh} n_h n_j \) \( (3.53) \)

For additional simplicity it is assumed that the domain is simply 1-D in which case equation (3.7) becomes:

\[
\rho_0 \ddot{u} = \frac{\partial P}{\partial x} \tag{3.54}
\]

In 1-D, equation (3.10) and the time derivative of equation (3.17) become:

\[
P = SF \tag{3.55}
\]

and \( \dot{S} = C\dot{E} \tag{3.56} \)

respectively.

Since \( E \) is defined by Eq. (3.19), with \( F^T F \) assumed to be symmetrical, equation (3.56) can be written as:

\[
\dot{S} = CFF \tag{3.57}
\]

since in 1-D, \( F^T = F \)

The 1-D perturbed equations corresponding to (3.16) and (3.31) become:

\[
\rho_0 \ddot{u} = \frac{\partial \tilde{P}}{\partial x} \tag{3.58}
\]

and \( \tilde{P} = CFF + S\tilde{F} = C\tilde{F} \tag{3.59} \)

respectively, with \( \tilde{C} = CF^2 + S \tag{3.60} \)

Comparing equation (3.34) with (3.59) it is deduced that the elasticity tensor \( A \) is equal to \( \tilde{C} \), therefore the governing equation in 1-D follows from (3.36):

\[
\rho_0 \frac{\partial^2 u}{\partial t^2} = \tilde{C} \frac{\partial^2 \tilde{u}}{\partial x^2} \tag{3.61}
\]

with a perturbed solution of the form:
Equation (3.61) yields:

$$\omega^2 = \frac{\ddot{C} \lambda^2}{\rho_0}$$  \hfill (3.63)

and the solution becomes unstable when $\ddot{C} \leq 0$, hence the threshold for unstable behaviour occurs when:

$$\ddot{C} = C_F^2 + S = 0$$  \hfill (3.64)

The stability conditions for the current configuration are obtained from equation (3.59) and equation (3.63). $\ddot{F}$ in (3.59) has to be expressed in current configuration as follows:

$$\ddot{F} = \frac{\partial \ddot{u}}{\partial X} = \frac{\partial \ddot{u}}{\partial x} \frac{\partial x}{\partial X}$$  \hfill (3.65)

which yields

$$\left( \frac{\partial x}{\partial X} \right)^{-1} \frac{\partial \ddot{u}}{\partial x} = \ddot{F}$$

and from (3.60):

$$\ddot{C}^{\sigma} = C^{\sigma} + \sigma$$  \hfill (3.66)

hence equation (3.59) yields:

$$\ddot{F} = \ddot{C}^{\sigma} \ddot{F}_e$$  \hfill (3.67)

The stability of the system is still governed by equation (3.63) with $\ddot{C} = \ddot{C}^{\sigma}$, hence the stability threshold for the current configuration is:

$$\sigma + C^{\sigma} = 0$$  \hfill (3.68)

It is clear from (3.63) and conditions (3.66) and (3.68) that the solution becomes unstable under two situations.

1. when $\ddot{C}^{\sigma} \leq 0$, which could occur when $C \leq 0$ becomes sufficiently negative. This corresponds to the material instability induced by strain softening [73].
2.- when \( \sigma \leq 0 \) and \( |\sigma| = C_{\sigma}^2 \), in other words, material instabilities manifest under compressive stresses when the stress achieves a certain negative value.

### 3.7 Stability Analysis of Particle Equations.

#### 3.7.1 Lagrangian SPH equations.

In a 1-D domain, the Total Lagrangian SPH momentum equation with nodal integration is written as follows when external and body forces are neglected:

\[
m_I \ddot{u}_I = - \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(X_I - X_J, h_0) P_j
\]

(3.69)

The perturbed SPH equation is obtained by discretising (3.58):

\[
m_I \ddot{u}_I = - \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(X_I - X_J, h_0) \tilde{P}_j
\]

(3.70)

Where \( \tilde{P}_j \) is given by Eq. (3.59) which can be written as follows in 1-D:

\[
\tilde{P}_j = \bar{C} \tilde{F}_j
\]

(3.71)

and \( \tilde{F}_j \) can be discretised as follows:

\[
\tilde{F}_j = \sum_{j \in S} W'(X_I - X_J, h_0) \tilde{u}_j
\]

(3.72)

Equation (3.71) can be written as follows:

\[
\tilde{P}_j = - \bar{C} \sum_{k \in S} W'(X_I - X_K, h_0) \tilde{u}_K = \bar{C} \sum_{k \in S} W'(X_K - X_I, h_0) \tilde{u}_K
\]

(3.73)

Equation (3.73) in (3.70) yields:

\[
m_I \ddot{u}_I = - \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(X_I - X_J, h_0) \bar{C} \sum_{k \in S} W'(X_K - X_J, h_0) \tilde{u}_K
\]

(3.74)

Substituting (3.37) into (3.74) yields:
\[ m_j \sigma g_i e^{i\omega x_j} = \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(x_i - x_j, h_0) \sum_{k \in S} W'(x_k - x_j, h_0) g_k e^{i\omega x_k} \quad (3.75) \]

Multiplication of \( e^{-i\omega x_j} \) by (3.75) yields:

\[ m_j \sigma^2 g_i = \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(x_i - x_j, h_0) \sum_{k \in S} W'(x_k - x_j, h_0) g_k e^{i\omega (x_k - x_i)} \quad (3.76) \]

Equating only the real part of the left hand side of (3.76) and assuming that \( g_i = g_K = g' \):

\[ \omega_r^2 = \frac{1}{m_j} \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(x_i - x_j, h_0) \sum_{k \in S} W'(x_k - x_j, h_0) \cos(\omega (x_k - x_i)) \quad (3.77) \]

Note that in spite of having considered only the real part of the complex frequency \( \sigma, \omega \), as defined by equation (3.77) can still result in an imaginary number. Equation (3.69) can be re-written as:

\[ \omega_r^2 = \frac{1}{m_j} \sum_{j \in S} \frac{m_j}{\rho_{0j}} W'(x_i - x_j, h_0) \sum_{k \in S} W'(x_k - x_j, h_0) \cos(\omega (x_k - x_i)) \quad (3.78) \]

For a distribution of particles equally spaced and with equal mass, equation (3.78) can be rewritten as:

\[ \omega_r^2 = \frac{\bar{C}}{\rho_{0j}} \sum_{j \in S} W'(x_i - x_j, h_0) \sum_{k \in S} W'(x_k - x_j, h_0) \cos(\omega (x_k - x_i)) \quad (3.79) \]

From (3.79) it is concluded that the particle equations present a so-called spurious singular mode when the particle wave number \( \kappa = \frac{\pi}{2(x_k - x_i)} \) which also represents the cut-off wave number for a regular particle spacing equal to \( x_k - x_i = \Delta X \). This singular mode is present irrespective of the value of stress \( S \) contained implicitly in \( \bar{C} \).

The other instance in which the particle equations become unstable is when \( \bar{C} \) becomes zero which could happen when \( C \) in (3.64) loses its positive definiteness, which is intimately related to the so-called material instability. This is desirable since the continuum equations also present this type of
material instability (Equation (3.63)), in other words, the particle and the continuum equations present the same stability properties when representing material behaviour.

For an imaginary frequency below zero, i.e. \( \omega \Rightarrow R^- \), the conservation of momentum particle equation becomes unstable (Condition 2).

3.7.2 Eulerian SPH equations.

For the analysis of SPH equations in current configuration, the following 1-D SPH momentum equation with nodal integration is considered:

\[
m_i \ddot{u}_i = - \sum_{j \in S} V_j W'_{ij}(x_i - x_j, h) \sigma_{ij} \tag{3.80}
\]

where \( V_j \) is the current volume of particle \( J \) and \( \sigma_{ij} \) is the Cauchy stress of particle \( J \). In order to introduce the displacement perturbation on the right hand side of (3.80), the current volume \( V_j \) needs to be expressed in terms of the particle mass and density as follows:

\[
V_j = \frac{m_j}{\rho_j} \tag{3.81}
\]

and the current density in (3.81) can be expressed as:

\[
\rho = J^{-1} \rho_0 \tag{3.82}
\]

and since, in a 1-D analysis \( J = F \), equation (3.82) and equation (3.81) in equation (3.80) yield:

\[
m_i \ddot{u}_i = - \sum_{j \in S} \frac{m_j}{\rho_0} W'_{ij}(x_i - x_j, h) F_j \sigma_{ij} \tag{3.83}
\]

In (3.83), the deformation gradient needs to be expressed in the current configuration hence:
In expressions (3.83) through to (3.86), $u$ is the particle displacement, $x$ and $X$ are the spatial and the material coordinates as defined in section 2.1.1 of Chapter 2.

Similar to the linearisation carried out in (3.6), linearised variables are introduced in (3.83):

$$m_i \ddot{u}_i = - \sum_{j \in S} m_j \rho_0 \left[ \frac{\partial}{\partial x'} W_j' \left( \bar{x}_i - \bar{x}_j, h \right) \bar{F}_j \bar{\sigma}_j \right]$$

(3.87)

$$m_i \ddot{u}_i = - \sum_{j \in S} m_j \rho_0 \left[ W_j' \left( \bar{x}_i - \bar{x}_j, h \right) \left( \sigma + \bar{\sigma} \right) \left( F + \bar{F} \right) \right]$$

(3.88)

which yields:

$$m_i \ddot{u}_i = - \sum_{j \in S} m_j \rho_0 \left[ W_j' \left( \bar{x}_i - \bar{x}_j, h \right) \left( \sigma_j F_j + \bar{\sigma}_j \bar{F}_j + \bar{\sigma}_j F_j \right) \right]$$

(3.89)

in (3.89) the product $\sigma \bar{F}$ has been neglected.

When disturbances are introduced, the smoothing function can be written as:

$$W(\bar{x}_i - \bar{x}_j, h) = W(\left( x_i + \bar{x}_i \right) - \left( x_j + \bar{x}_j \right) )$$

(3.90)

with $\bar{x}_i = \bar{u}_i$ and $\bar{x}_j = \bar{u}_j$.

Equation (3.90) can be written as:

$$W(\left( x_i + \bar{x}_i \right) - \left( x_j + \bar{x}_j \right) ) = W(\left( x_i - x_j \right) + (\bar{u}_i - \bar{u}_j) )$$

(3.91)
Upon expanding in Taylor's series:

\[ W(x_i - x_j, \Delta x) = W(x_i - x_j) + \Delta x W'(x_i - x_j) \] (3.92)

where \( \Delta x = \ddot{u}_i - \ddot{u}_j \) (3.93)

For the derivative of (3.92) the following expression can be written:

\[ W'(x_i - x_j, \Delta x) = W'(x_i - x_j) + \Delta x W''(x_i - x_j) \] (3.94)

hence:

\[ W(x_i - x_j, \Delta x) - W'(x_i - x_j) = \Delta x W'(x_i - x_j, \Delta x) \] (3.95)

Subtracting equation (3.83) from (3.89) yields:

\[
\begin{align*}
&= -\sum_{j \in S} \frac{m_j}{\rho_{0j}} \left[ \tilde{W}_{i'}(\tilde{x}_i - \tilde{x}_j, h) \left( \sigma_j F_j + \sigma_j \tilde{F}_j + \tilde{\sigma}_j F_j \right) + \sum_{j \in S} \frac{m_j}{\rho_{0j}} \tilde{W}_i(x_i - x_j, h) \sigma_j F_j \right] \\
&\quad + \sum_{j \in S} \frac{m_j}{\rho_{0j}} \left[ \tilde{W}_i'(\tilde{x}_i - \tilde{x}_j, h)(\sigma_j F_j + \tilde{\sigma}_j F_j) \right] \\
&\quad \quad (3.96)
\end{align*}
\]

Rearranging:

\[
\begin{align*}
m_j \ddot{u}_j &= -\sum_{j \in S} \frac{m_j}{\rho_{0j}} \left[ \tilde{W}_i'(\tilde{x}_i - \tilde{x}_j, h)(\sigma_j F_j + \tilde{\sigma}_j F_j) \right] + \sum_{j \in S} \frac{m_j}{\rho_{0j}} \tilde{W}_i(x_i - x_j, h)(\sigma_j F_j + \tilde{\sigma}_j F_j) \\
&\quad (3.97)
\end{align*}
\]

equation (3.95) in (3.97):

\[
\begin{align*}
m_j \ddot{u}_j &= -\sum_{j \in S} \frac{m_j}{\rho_{0j}} \left[ \tilde{W}_i'(\tilde{x}_i - \tilde{x}_j, h)(\sigma_j F_j + \tilde{\sigma}_j F_j) + \tilde{W}_i'(\tilde{x}_i - \tilde{x}_j, h)(\sigma_j F_j + \tilde{\sigma}_j F_j) \right] \\
&\quad (3.98)
\end{align*}
\]

from equation (3.65) and (3.67) in current configuration:

\[
\tilde{\sigma}_j = \tilde{C}^\sigma F_j^{-1} \tilde{F}_j \\
(3.99)
\]

With all these ingredients the resulting dispersion relation for the current configuration is expressed as follows, the reader is referred to [51, 73] for a detailed explanation:

\[
\omega^2 = \frac{C^\sigma}{\rho} \left[ \sum_{j \in S} W'(j^\Delta x) \sin(k^\Delta x) \right]^2 - \frac{1}{\rho} \left[ \sum_{j \in S} W'(j^\Delta x) \left[ 1 - \cos(k^\Delta x) \right] \right] - \left[ \sum_{j \in S} W'(j^\Delta x) \sin(k^\Delta x) \right]^2 \\
(3.100)
\]

Upon inspection of equation (3.100) it is immediately clear that the three terms contained herein yield three different conditions for stability:

1) When the material becomes unstable. In other words, when \( \tilde{C}^\sigma \) vanishes, which corresponds to the material instability of the continuum.
(Equation (3.63). This implies (3.100) could have two possible solutions: \( \omega = \pm i \sqrt{x} \), the negative solution would yield Condition 2 outlined above.

2) At the cutoff wave number \( \kappa = \frac{\pi}{\Delta x} \), \( j = -1 \), this is the onset of stability for the particle equations in current configuration for an equally spaced particle arrangement. In this case, the first term on the right hand side of equation (3.100) vanishes. Again, two possible solutions exist: \( \omega = \pm i \sqrt{x} \), the negative solution would yield Condition 2.

3) When \( \sigma > 0 \) and \( \bar{C}^{\sigma} \neq 0 \), which is the tensile instability identified by Swegle [80]. The second term inside the brackets on the right hand side is always positive, hence, if only \( \bar{C}^{\sigma} \left[ \sum_{j=5} W'(j\Delta x) \sin(\kappa j\Delta x) \right]^2 \) and \( \left( \sum_{j=5} W'(j\Delta x) \sin(\kappa j\Delta x) \right)^2 \) existed, the particle equation would be unconditionally stable (i.e. the only possible solution for \( \omega \) is a positive real). However, if \( \sum_{j=5} W'(j\Delta x) [1 - \cos(\kappa j\Delta x)] \) is sufficiently positive and \( \sigma > 0 \), the product of what is in brackets in equation (3.100) and \( \sigma \) would yield a negative value, hence \( \omega = \pm i \sqrt{x} \) and again, the negative solution would yield Condition 2. This condition is given by Swegle et al [80,81] as \( \sigma W' > 0 \) which defines the onset of tensile instability of the SPH equations with nodal integration [21,25].

Note that stability condition 1) is desirable as it represents the stability of continuum equations. Conditions 2) and 3) are the result of the type of discretisation carried out in SPH. From this analysis it is clear why some special smoothing functions can reduce or eliminate the tensile instability altogether: as long as the smoothing function is carefully selected, the second derivative might yield a negative value which can restore stability in the particle equation. For the cubic spline, (widely employed for SPH approximations, and also used in this thesis work) the value of the second derivative of the smoothing function.
at a distance \( \Delta x \) from particle \( I \) is positive (Refer to Fig 3.6). Therefore, the onset of tensile instability is defined by \( \sigma W^* > 0 \) [80].

![Fig. 3.7. Value of first, second and third derivatives of a cubic spline.](image)

**Summary.**

The main drawbacks of the ordinary SPH method, namely zero energy modes, particle deficiency, incompleteness, the treatment of boundary conditions and the tensile instability problem, have been identified. Potential solutions have also been discussed and their effectiveness and ease of implementation in a numerical code assessed. A comprehensive analysis of both continuum and particle equations has been developed by means of a standard Von Neumann stability analysis in which a perturbation of the form \( \tilde{\psi} = \psi_0 e^{i(\omega t + kx)} \) is introduced in the field of interest.

The stability analysis of the Eulerian SPH equations has revealed that the stability of the system is governed by three terms: a material stability term, which is desirable since this term is also present in the continuum equations, and two more terms which are the result of the type of discretisation carried out, namely the spurious singular mode term and the tensile instability term.
Based on the analysis of continuum and particle equations it can be concluded that the stability of the system in the Total Lagrangian formulation is closely related to the stability of the continuum itself. In other words, the Total Lagrangian particle equations and the continuum equations exhibit similar stability properties when representing material behaviour, the only difference being the spurious singular mode corresponding to the cut-off wavelength term present in particle equations.
CHAPTER 4

TOTAL LAGRANGIAN SPH

SPH provides an excellent tool for simulating the physics of dynamic events in solids and fluids where large deformations of the problem domain are expected. It is particularly well suited to problems in computational solid mechanics that result in complex fracture paths, since in a random distribution of nodes there is no preferential path to crack propagation. These features have made SPH a robust tool in the simulation of dynamic fracture and fragmentation of brittle solids [50,75]. This method, however, suffers from certain conditions that yield unstable growth (which have been identified in the preceding chapter). When simulating the behaviour of a solid the most critical type of instability is the tensile instability. This instability manifests as a clumping of particles within the problem domain; a condition which is clearly
unacceptable when simulating fracture as this instability makes it impossible to differentiate real from numerical fracture. As an example, let us consider the case where a specimen is subject to tension (Fig.4.1).

![Fig.4.1 Simple 2-D case of specimen under tension to illustrate the stability achieved with Lagrangian Kernels (a) vs Eulerian Kernels (b) in conventional SPH. (b) appears to fracture due to the tensile instability condition.](image)

Under a tensile stress state, the domain appears to fracture by yielding areas with high particle density while other areas are left with virtually no particles. The unphysical fracture generated is the result of numerical instability rather than the loading process [Refer to Chapter 3]. This condition will be prevented in a real solid by repulsive intermolecular forces ensuring that no material interpenetration takes place. This force has been implemented successfully in SPH in the form of a potential whereby the molecular forces generated between any two particles are inversely proportional to the distance between them. It has been reported that this approach eliminates the tensile instability problem under certain conditions [63].

It is clear from the preceding example that the computational simulation of solids in general and of fracture in particular requires the numerical method
to be stable. Only when such stability is achieved can dynamic events and fracture be modelled and predicted accurately.

The representation of the kernel in terms of material coordinates provides a more consistent procedure when simulating material fracture because instabilities will not occur due to numerical artifacts [5,73]. The instabilities expected in a Total Lagrangian SPH formulation are more consistent with the type of instabilities present in the continuum itself as demonstrated in Chapter 3. However, this representation is limited by the amount of deformation that can be handled which makes it unsuitable for the study of extremely large deformations such as those experienced in fluid flow. This limitation is acceptable within the scope of this research since the prime concern is with deformation and failure of solids.

The following sections will deal with the fundamental aspects of Continuum Mechanics required to formulate particle equations in a total Lagrangian framework.

4.1 Conservation Equations in the Total Lagrangian Formalism.

In order to describe the motion of a continuum, the conservation of mass, momentum and energy equations and the constitutive laws have to be integrated. Usually, when using a Total Lagrangian approach the initial state of the domain of interest is regarded as the reference state. In this analysis the same assumption was made, hence the conservation and constitutive equations will be expressed in terms of material coordinates which are referred to the initial configuration of the domain. This implies that when the Spatial and Material reference frames are coincident (refer to section 2.1.1 for a detailed explanation on spatial and material coordinates), the mapping that transforms material into spatial coordinates at time t=0 is the identity mapping:
\[ \mathbf{F} = \begin{bmatrix} \frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} & \frac{\partial x_1}{\partial X_3} \\ \frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2} & \frac{\partial x_2}{\partial X_3} \\ \frac{\partial x_3}{\partial X_1} & \frac{\partial x_3}{\partial X_2} & \frac{\partial x_3}{\partial X_3} \end{bmatrix} \]

and \[ J = \text{det}(\mathbf{F}) \]
It is clear from the definition above that the deformation gradient can also be related to the displacements $\mathbf{u}$ in the following way:

$$
\mathbf{F} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} = \frac{\partial (\mathbf{u} + \mathbf{X})}{\partial \mathbf{X}}
$$

(4.7)

or in index notation:

$$
F_{ij} = \frac{\partial u_i}{\partial X_j} + \delta_{ij}
$$

(4.8)

The Jacobian $J$ provides a key parameter for computing the updated density of a material particle. In a Total Lagrangian formulation, the conservation of mass adopts the following algebraic form [4, 60]:

$$
J_0 \rho_0 = J \rho
$$

(4.9)
In the special case where the material and the spatial reference frames are coincident at time $t=0$, the Jacobian $J_0 = 1$, and consequently the equation of conservation of mass reduces to:

$$J^{-1} \rho_0 = \rho$$  \hspace{1cm} (4.10)

The Momentum Equation in the Total Lagrangian formalism is given by [4, 60]:

$$\frac{\partial^2 \ddot{\mathbf{u}}}{\partial t^2} = \frac{1}{\rho_0} \nabla \cdot \mathbf{\bar{P}} + \mathbf{\bar{b}}$$  \hspace{1cm} (4.11)

where $\mathbf{\bar{P}}$ is the nominal or 1st Piola-Kirchhoff stress and $\mathbf{\bar{b}}$ are the body forces per unit mass.

Finally, the conservation of energy is given by:

$$\frac{\partial e}{\partial t} = \frac{1}{\rho_0} \mathbf{\dot{F}} : \mathbf{\bar{P}}$$  \hspace{1cm} (4.12)

where $\frac{\partial e}{\partial t}$ is the rate of change of internal energy and $\mathbf{\dot{F}}$ is the material velocity gradient.

4.1.1 Green-Lagrange Strain

In non-linear continuum mechanics there are several measures of strain. The measure of strain has to meet two necessary conditions: a) it has to yield a zero value of strain under pure rigid body motion, and b) its value has to increase as the deformation increases. The definition of Green strain (or Green-Lagrange) meets these two key conditions. In order to define the change in length in the Green-Lagrange strain tensor, the expression for the difference of the square of the length of an infinitesimal line segment $s$ in the current
(deformed) configuration and the reference (undeformed) configuration $S$ is used [19].

The statement above is expressed as [60]:

$$ds^2 - dS^2 = d\bar{x} d\bar{x} - d\bar{X} d\bar{X} = (\bar{F} d\bar{x})(\bar{F} d\bar{x}) - d\bar{X} d\bar{X} = d\bar{X}(\bar{F}^T \bar{F} - 1) d\bar{X}$$

Typically, the Green strain tensor is expressed in terms of displacement gradients:

$$\bar{E} = \frac{1}{2} \left( (\nabla_{\bar{x}} \bar{u})^T + \nabla_{\bar{x}} \bar{u} + \nabla_{\bar{x}} \bar{u} (\nabla_{\bar{x}} \bar{u})^T \right)$$  \hspace{1cm} (4.13)

where the nabla operator is given in terms of the material coordinates. However, it is generally more convenient to make use of the definition of gradient of deformation for computing strains. The expression for Green-Lagrange strain in terms of the gradient of deformation is as follows [60]:

$$\bar{E} = \frac{1}{2} (\bar{F}^T \bar{F} - I)$$  \hspace{1cm} (4.14)

Eq (4.14) provides the foundation upon which the Lagrangian code is built.

The conservation equations described above, together with the strain-displacement relations contain vital concepts to mechanics of materials but do not provide an insight into the behaviour of the material itself. The kinematic equations relate strains to displacement gradients and the momentum equation relates stress gradients to accelerations. However, the role of the material in the deformation process has been neglected up to this point.

When dealing with three dimensional problems, the resulting system of nine equations (six strain-displacement and three momentum) contains fifteen variables: three displacements, six strains and six stresses. Six more equations are required to close the system and these are provided by the material's constitutive relations. These are mathematical models which supply six additional expressions that relate stresses to strains.
The constitutive models employed by the SPH code developed at Cranfield University [15, 25, 34], MCM, are fully compatible with the constitutive models available in DYNA 3-D. Since DYNA code is written in an Eulerian form, the constitutive equations are formulated in rate form for large deformations. Stress rates are therefore given in terms of Jauman (co-rotational) rates which are frame invariant.

The strain rate required for updating stresses must be expressed in a compatible form, namely rate of deformation tensor \( \ddot{D} \) (also termed velocity strain). This implies that before the Green strain rate tensor can be employed to update stresses in the hydrocode, some transformations are required. First we employ the definition of velocity gradient \( \ddot{L} \):

\[
\ddot{L} = \frac{\partial \bar{\mathbf{v}}}{\partial \mathbf{x}} = \frac{\partial \mathbf{v}}{\partial \mathbf{X}} \frac{\partial \mathbf{X}}{\partial \mathbf{x}}
\]  

(4.15)

From the definition of gradient of deformation we can rewrite \( \ddot{L} \) as:

\[
\ddot{L} = \ddot{\mathbf{F}} \ddot{\mathbf{F}}^{-1}
\]  

(4.16)

By splitting the velocity gradient in its symmetric and skew-symmetric components, the rate of deformation can be written as:

\[
\ddot{D} = \frac{1}{2} \left( \ddot{\mathbf{L}} + \ddot{\mathbf{L}}^T \right)
\]  

(4.17)

Taking the derivative with respect to time of the Green-Lagrange strain tensor yields:

\[
\dot{\mathbf{E}} = \frac{1}{2} \left( \dot{\mathbf{F}}^T \dot{\mathbf{F}} + \dot{\mathbf{F}} \dot{\mathbf{F}}^T \right)
\]  

(4.18)

From the definition of velocity gradient in terms of the gradient of deformation we have:

\[
\dot{\mathbf{F}} = \ddot{\mathbf{L}} \ddot{\mathbf{F}}
\]  

(4.19)
and $\mathbf{F}^T = \mathbf{F}^T \mathbf{L}^T$ \hfill (4.20)

From the expressions above and Green-Lagrange strain rate we obtain:

$$\mathbf{D} = \mathbf{F}^{-1} \dot{\mathbf{E}} \mathbf{F}^{-1}$$ \hfill (4.21)

which is the measure of strain rate we employ to update stresses.

The stress is integrated incrementally in time:

$$\sigma_y(t + dt) = \sigma_y(t) + \dot{\sigma}_y dt = \sigma_y(t) + (\sigma^\nu_y + \sigma_y R_{ij} + \sigma_{ji} R_{ij}) dt$$ \hfill (4.22)

where the dot denotes the material derivative, $R$ is the spin tensor and $\sigma^\nu_y = C_{ij} D_{ij}$ is the Jaumann stress rate.

To integrate the conservation of momentum equation, Cauchy stress is transformed into Nominal stress using the following transformation:

$$\bar{\sigma} = \left(JF^{-1} \sigma \right) \hfill (4.23)$$

Eq. (4.23) is used to calculate the accelerations of a particle in the conservation of momentum equation (4.11).

4.2 SPH Discretisation of the Total Lagrangian Conservation Laws.

In order to update the density in the conservation of mass equation, the value of the Jacobian $J$ is required at every time step in the integration process. The Jacobian is obtained from the determinant of the gradient of deformation tensor $F$ which is in turn calculated using expression (4.7). The discretisation of $F$ is achieved by applying the rules supplied in Chapter 2 for discretising the tensor product of a gradient operator and a vector field. The resulting expression is as follows:
\[
\langle \overline{F}_j \rangle = - \sum_{i \in S} (\overline{u}_j - \overline{u}_i) \otimes \nabla_{\overline{x}_j} W(\overline{X}_i - \overline{X}_j, h_0) V_j^o \quad (4.24)
\]

Note that the smoothing function \( W \) and the differential operator \( \nabla_{\overline{x}_j} \) are given in terms of the material coordinates at the reference configuration and \( V_j^o \) is the initial volume of particle \( J \) (i.e. the volume of the particle calculated with the initial density and the mass of the particle in the reference state when time \( t=0 \)).

The Total Lagrangian Conservation of Momentum equation can be discretised using the approximation for a dot product of a gradient operator and a second order tensor. The resulting expression, ignoring body forces, is as follows:

\[
\langle \overline{a}_j \rangle = - \sum_{i \in S} (\overline{u}_j - \overline{u}_i) \otimes \nabla_{\overline{x}_j} W(\overline{X}_i - \overline{X}_j, h_0) V_j^o \quad (4.25)
\]

Alternatively, the SPH Momentum Equation can be obtained considering the approximation of \( \nabla A = \nabla \left( \frac{A}{\rho} \right) + \frac{A}{\rho^2} \nabla \rho \) as supplied in Chapter 2, where \( A \) is a second order tensor. The resulting expression has the following form:

\[
\langle \overline{a}_j \rangle = - \sum_{i \in S} \left( \frac{\overline{P}_j - \overline{P}_i}{\rho_j} \right) m_j \cdot \nabla_{\overline{t}_j} W(\overline{X}_i - \overline{X}_j, h_0) \quad (4.26)
\]

The velocity gradient used in the conservation of energy equation can be calculated using the SPH approximation for the tensor product of a gradient operator and a vector field:

\[
\langle \overline{F}_j \rangle = - \sum_{i \in S} (\overline{v}_j - \overline{v}_i) \otimes \nabla_{\overline{x}_j} W(\overline{X}_i - \overline{X}_j, h_0) V_j^o \quad (4.27)
\]

Following the procedure outlined in Chapter 2, the following expression for the conservation of energy can be obtained:
\[
\langle \ddot{e}_i \rangle = -\frac{\bar{p}_i}{\rho_i} \sum_{j \in S} m_j (\ddot{v}_j - \ddot{v}_i) \otimes \nabla \phi_j W(\bar{X}_i - \bar{X}_j, h_0) \psi_j
\]  

(4.28)

4.3 Normalised, Corrected and Normalised-Corrected SPH

The recent improvements of the conventional SPH method which have given the method first order consistency [9,46] have been achieved by modifying the properties of the kernel function itself [56,57] or by introducing some corrections to the interpolation integral [9,83]. In this section we refer to three methods termed normalisation, correction, and normalisation and correction. These terms are used interchangeably in literature but we adhere to the following convention: normalisation refers to the improvement which gives zero order consistency to the interpolation method while correction refers to the improvement of the approximation of the gradient and gives the interpolation scheme first order consistency. The term normalised-corrected refers to the corrected gradient approximation combined with normalised smoothing function.

The conditions for zero order completeness (i.e. the exact reproducibility of a constant field) for an approximation using Lagrangian kernels are:

\[
\sum_{j \in \mathcal{S}} \phi_j(\bar{X}) = 1
\]  

(4.29)

\[
\sum_{j \in \mathcal{S}} \nabla_0 \phi_j(\bar{X}) = 0
\]  

(4.30)

where \(\bar{X}\) are material coordinates, \(\nabla_0\) is the differential operator in terms of material coordinates and \(\phi_j(\bar{X}) = W(\bar{X}_i - \bar{X}_j, h_0) \psi_j\) is the shape function.

It is therefore evident that the ordinary SPH method yields zero-order completeness when applied to interior particles since the integration of \(W\) over the entire domain is unity (with its associated truncation error as explained in
Chapter 2). The second property is fulfilled due to the symmetric nature of the interpolating function (Fig. 4.3). However for boundary particles, the constant reproducing conditions are violated even for uniformly spaced particles (Fig. 4.4).

![Typical smoothing function and its derivative for a complete set of interpolating particles.](image)

Fig. 4.3 Typical smoothing function and its derivative for a complete set of interpolating particles.

This results from the truncation of the smoothing function by the boundary due to the unbalanced particle contribution in the discretised summation (Fig. 4.4). Some procedures have been developed for restoring consistency; [54] gives a general approach to restore consistency based on Taylor series expansions. Other methods like the reproducing particle kernel (RPKM) were developed even earlier [56].

The conditions for 1st order completeness in \( \mathbb{R}^3 \) are as follows:

\[
\sum_{j \in S} W(X^a_i - X^a_j, h_0) \frac{m_i}{\rho_j} X^a_j = X^a
\]  

(4.31)

where \( X^a \) (\( \alpha = 1, 2 \) or 3 dimensions) are the material co-ordinates in a Cartesian co-ordinate system. Expression 4.31 above provides the smoothed approximation of a linear field. Refer to expression 4.37 and 4.38 in this chapter for a more detailed explanation.
Later on, it will be described how 1st order completeness (e.g. the reproducibility of a linear field) can be introduced in SPH and some examples will be given in Chapter 6 to prove that the correction works well. Suffice to say at this stage that the method implemented in the MCM hydrocode relies on normalisation of the kernel, symmetrisation and correction of the derivatives. This will be described in detail in the following section of this dissertation.

![Diagram](image)

Fig. 4.4 a) interior particle, b) boundary particle and c) non-uniform particle arrangement.

4.3.1 Kernel Normalisation.

Normalisation or kernel correction is aimed at restoring the boundary particle inconsistency resulting from the truncation of the interpolation function at the boundaries (Fig. 4.4). One of the first attempts at SPH normalisation was carried out by Johnson et. al. [45, 46]. Their approach consists of adjusting the standard smoothing functions for every node such that the normal strain rates are computed exactly for conditions of constant strain rates, i.e. this correction allows a constant strain rate to be approximated when a linear velocity distribution in the particle domain is imposed. Their algorithm generally improves the accuracy for non-uniform strain rates as well. The normalisation of the smoothing function ensures that:
The normalised smoothing function which correctly reproduces a constant field is known as the Shepard function and is given by:

\[ W(R) = \frac{W(\vec{x}_i - \vec{x}_j, h_0)}{\sum_{j \in S} \rho_j W(\vec{x}_i - \vec{x}_j, h_0)} \]  

Equation (4.34) is zero order consistent. It can be viewed as the particular case of the general approach to ensure first order consistency in the SPH approximations [45, 70]. In the general approach, the normalised smoothing function is given by:

\[ \tilde{W}(\vec{x}_i - \vec{x}_j, h_0) = W(\vec{x}_i - \vec{x}_j, h_0) \alpha(\vec{x}_i)[1 + \beta(\vec{x}_i)(\vec{x}_i - \vec{x}_j)] \]  

hence, functions are now approximated as:

\[ \left\langle \psi(\vec{x}_i) \right\rangle = \sum_{j \in S} \psi(\vec{x}_j) \frac{m_j}{\rho_j} \tilde{W}(\vec{x}_i - \vec{x}_j, h_0) \]  

The \( \alpha \) and \( \beta \) parameters in Eq (4.35) are the correction factors which are calculated to make \( \tilde{W}(\vec{x}_i - \vec{x}_j, h_0) \) first order consistent. Using \( \tilde{W}(\vec{x}_i - \vec{x}_j, h_0) \), a linear function of the form \( c_0 + c_i \vec{x} = \psi(\vec{x}) \) can be approximated as:

\[ \psi(\vec{x}) = \int_\Omega (c_0 + c_i \vec{x}') \tilde{W}(\vec{x} - \vec{x}', h_0) d\Omega = c_0 + c_i \vec{x} \]  

This equation can be simplified as:

\[ \int_\Omega \vec{x}' \tilde{W}(\vec{x} - \vec{x}', h_0) d\Omega = \vec{x} \]
Equally, the following must be true to satisfy the kernel normality condition:

$$\int_{\Omega} \hat{W}(\hat{x} - \hat{x}', h_0) d\Omega = 1$$  \hspace{1cm} (4.39)$$

Multiplying both sides of Eq. (4.39) by $\hat{x}$ yields:

$$\int_{\Omega} \hat{x} \hat{W}(\hat{x} - \hat{x}', h_0) d\Omega = \hat{x}$$  \hspace{1cm} (4.40)$$

By subtracting Eq. (4.38) from Eq. (4.40) one obtains:

$$\int_{\Omega} (\hat{x} - \hat{x}') \hat{W}(\hat{x} - \hat{x}', h_0) d\Omega = 0$$  \hspace{1cm} (4.41)$$

which can be approximated as a weighted sum:

$$\sum_{j=5}^{m} \rho_j (\hat{x}_j - \hat{x}_j) \hat{W}(\hat{x}_j - \hat{x}_j, h_0) = 0$$  \hspace{1cm} (4.42)$$

By substituting the expression for corrected kernel (Eq. 4.35) into the expression above, $\beta(x)$ can be defined as (in discrete form):

$$\beta(\hat{x}_j) = \left[ \sum_{j=5}^{m} \rho_j (\hat{x}_j - \hat{x}_j) \Theta(\hat{x}_j - \hat{x}_j) W(\hat{x}_j - \hat{x}_j, h_0) \right] \sum_{j=5}^{m} \rho_j W(\hat{x}_j - \hat{x}_j, h_0)$$  \hspace{1cm} (4.43)$$

Similarly, once $\beta(\hat{x}_j)$ has been defined, $\alpha(\hat{x}_j)$ can be determined by substitution of Eq. (4.43) into Eq. (4.35) and use of the kernel normality condition, i.e:

$$\sum_{j=5}^{m} \rho_j \hat{W}(\hat{x}_j - \hat{x}_j, h_0) = 1$$  \hspace{1cm} (4.44)$$

The resulting expression for $\alpha$ is:

$$\alpha(\hat{x}_j) = \frac{1}{\sum_{j=5}^{m} \rho_j W(\hat{x}_j - \hat{x}_j, h_0) [1 + \beta(\hat{x}_j)(\hat{x}_j - \hat{x}_j)]}$$  \hspace{1cm} (4.45)$$

It is clear that to achieve zero order consistency of the smoothing
function rather than first order consistency, it is sufficient to set the value of \( \beta(\vec{x}_i) \) to zero, which leads to 
\[
\tilde{W}(\vec{x}_i - \vec{x}_j, h_0) = \frac{W(\vec{x}_i - \vec{x}_j, h_0)}{\sum_{j \in S} W(\vec{x}_i - \vec{x}_j, h_0)},
\] i.e. Shepard functions.

4.3.2 Correction of derivatives.

A simple correction technique involves modification of the kernel gradient by introducing a correction matrix denoted by \( L \) [9] or \( B \) [75] in literature. These corrections are aimed at restoring 1st order consistency.

There are several ways in which this correction can be obtained, two derivations are presented here.

First let us start by considering a function \( \psi(x') \) in a 1-D space which is assumed to be sufficiently smooth in the domain that contains \( x \). Performing the Taylor series expansion for \( \psi(x') \) in the vicinity of \( x \) yields:

\[
\psi(x') = \psi(x')|_{x'=x} + (x' - x) \frac{\partial \psi(x')}{\partial x'}|_{x'=x} + \frac{(x' - x)^2}{2} \frac{\partial^2 \psi(x')}{\partial x'^2}|_{x'=x} + \ldots
\]  
(4.46)

Multiplying both sides of the equation by a smoothing function \( W \) and integrating over the sub-domain \( S \): 

\[
\int_S \psi(x') W(x') dx' = \psi(x')|_{x'=x} \int_S W(x-x', h) dx' + \frac{\partial \psi(x')}{\partial x'}|_{x'=x} \int_S (x' - x) W(x-x', h) dx' + \\
+ \frac{\partial^2 \psi(x')}{\partial x'^2}|_{x'=x} \int_S \frac{(x' - x)^2}{2} W(x-x', h) dx' + \ldots
\]  
(4.47)

In order to approximate the derivative of the function \( \psi \) rather than the
function $\psi$ itself, the function $W$ can be replaced by the derivative of the function $W$ in the above expression as follows:

$$\int_s \psi(x') \frac{\partial W(x-x', h)}{\partial x'} \, dx' = \psi(x') \int_s \frac{\partial W(x-x', h)}{\partial x'} \, dx' + \frac{\partial \psi(x')}{\partial x'} \int_s (x'-x)^2 \frac{\partial W(x-x', h)}{\partial x'} \, dx' + ...$$

(4.48)

from where the corrected expression for the first derivative, neglecting higher order terms, is given by:

$$\frac{\partial \psi(x)}{\partial x'} = \int_s (\psi(x')-\psi(x)) \frac{\partial W(x-x', h)}{\partial x'} \, dx'$$

$$\int_s (x'-x) \frac{\partial W(x-x', h)}{\partial x'} \, dx'$$

(4.49)

A discrete form of the expression above is given by:

$$\left( \frac{\partial \psi(x_i)}{\partial x'} \right) = \sum_{j \in s} \frac{m_j}{\rho_j} (\psi_j - \psi_i) \frac{\partial W_{ij}}{\partial x'}$$

$$\sum_{j \in s} \frac{m_j}{\rho_j} (x_j - x_i) \frac{\partial W_{ij}}{\partial x'}$$

(4.50)

where $W_{ij} = W(x_j - x_i, h)$.

Eq. (4.50) is the discretised expression for the gradient correction of a function $\psi(x')$. The numerator is the kernel approximation for the first derivative of a function and the denominator acts as the correction factor. It is easy to extend the procedure to 2-D and 3-D.

From the above expression it is not entirely clear how the 1st order consistency of the method gets restored. An alternative approach to derivation of the correction of the derivatives may provide additional insight. To this end one can consider approximation of a linear function based on SPH framework.

Let us consider a linear velocity field in 1-D defined as:
\[ v = a + bx' \quad (4.51) \]

where \( a \) and \( b \) are constants. The approximation of the gradient of velocity \( L \) based on corrected SPH is:

\[
L = \frac{\partial v}{\partial x'} = \left( -\sum_{j \in S} \frac{m_j}{\rho_j} (v_j - v_i) \frac{\partial W_{ij}}{\partial x_j'} B \right) \quad (4.52)
\]

By substituting (4.51) into the LHS of (4.52) and into \( v_j \) and \( v_i \), \( B \) can be readily obtained as:

\[
B = \left( -\sum_{j \in S} \frac{m_j}{\rho_j} (x_j - x_i) \nabla_j W_{ij} \right)^{-1} \quad (4.53)
\]

Correction factor \( B \) is equivalent to the expression in the denominator in Eq. (4.50). The above derivation has been extended to 3-D by Randles and Libersky (1996) [75]. The tensor form of the correction can be written as follows:

\[
B = \left( -\sum_{j \in S} \frac{m_j}{\rho_j} (\bar{x}_j - \bar{x}_i) \otimes \nabla_j W_{ij} \right)^{-1} \quad (4.54)
\]

or in index notation:

\[
B_{\alpha\beta} = \left( -\sum_{j \in S} \frac{m_j}{\rho_j} (x^\alpha_j - x^\alpha_i) \frac{\partial W_{ij}}{\partial x_j^\beta} \right)^{-1} \quad (4.55)
\]

### 4.4 Normalised-Corrected Total Lagrangian SPH Interpolation.

In the Total Lagrangian formalism the neighbourhood of particle \( I \) remains fixed throughout the simulation. The interpolation correction used in this formalism is a direct extension of the correction methods developed for the ordinary SPH equations presented in the previous section [82].
In the Total Lagrangian formulation the smoothing function is given in terms of the material co-ordinates $\tilde{X}$. Therefore the normalised kernel can be expressed as follows:

$$\tilde{W}(\tilde{X}_j - \tilde{X}_j, h_0) = \frac{W(\tilde{X}_j - \tilde{X}_j, h_0)}{\sum_{j \in S} \frac{m_j}{\rho_j} W(\tilde{X}_j - \tilde{X}_j, h_0)}$$  \(4.56\)

Since the denominator of the above expression remains constant, the derivative of the normalised kernel can be evaluated as:

$$\nabla \tilde{W}(\tilde{X}_j - \tilde{X}_j, h_0) = \frac{1}{C} \nabla W(\tilde{X}_j - \tilde{X}_j, h_0)$$  \(4.57\)

where  

$$C = \sum_{j \in S} \frac{m_j}{\rho_j} W(\tilde{X}_j - \tilde{X}_j, h_0)$$  \(4.58\)

The expression for the gradient correction term is given by:

$$B = \left(-\sum_{j \in S} \frac{m_j}{\rho_j} (\tilde{X}_j - \tilde{X}_j) \otimes \nabla_{\tilde{X}_j} \tilde{W}(\tilde{X}_j - \tilde{X}_j, h_0)\right)^\top$$  \(4.59\)

The gradient correction $B$ operates over the gradient of the smoothing function. Hence, the final expression for the corrected gradient of deformation, in a Total Lagrangian framework is:

$$\langle \tilde{F}_j \rangle = \left(-\sum_{j \in S} (\tilde{u}_j - \tilde{u}_j) \otimes \nabla_{\tilde{X}_j} \tilde{W}_{\tilde{u}} \tilde{V}_j^0\right) B + I$$  \(4.60\)

The corrected momentum equation is:

$$\langle \tilde{a}_j \rangle = \left(-\sum_{j \in S} (\tilde{P}_j - \tilde{P}_j) \otimes \nabla_{\tilde{X}_j} \tilde{W}_{\tilde{u}} \tilde{V}_j^0\right) B$$  \(4.61\)

and the corrected conservation of energy equation is expressed as:

$$\langle \tilde{\dot{e}}_j \rangle = \tilde{P}_j : \left[\left(-\sum_{j \in S} \frac{m_j}{\rho_j \rho_j} (\tilde{v}_j - \tilde{v}_j) \otimes \nabla_{\tilde{X}_j} \tilde{W}_{\tilde{u}} \tilde{V}_j^0\right) B\right]$$  \(4.62\)
The Total Lagrangian corrected equations are much simpler for numerical implementation than their Eulerian corrected SPH counterparts. Some numerical examples are supplied in Chapter 6 as a means of comparison with the Eulerian SPH code and with the Total Lagrangian SPH algorithms.

Summary.

The significance of a robust and stable numerical tool for the study of dynamic events in solids has been emphasised. The fundamental aspects of continuum mechanics that permit the total Lagrangian description of continuum media have been considered. The resulting equations in strong form have been discretised using the approach outlined in Chapter 2. Deficiencies such as particle incompleteness and zero and first order consistency have been considered and corrections have been introduced into the Total Lagrangian SPH equations, eliminating such shortcomings. The derivations presented in this chapter provide the foundation of the MCM Total Lagrangian SPH code.
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CHAPTER 5

TOTAL LAGRANGIAN SPH ALGORITHMS AND THEIR IMPLEMENTATION USING FORTRAN

With the advent of powerful computing capabilities and the continuing development of robust numerical schemes, complex physics can be simulated accurately in a cost-effective manner. In many cases, computer simulations provide a complement to physical testing [85] and under some extreme scenarios they are the only means available to predict the behaviour of dynamic systems [76] through virtual test environments. Whatever their intended purpose, numerical computations provide insightful information into the physics of a given problem. More specifically, when these methods are used in the simulation of deformable media, they yield invaluable data that result in an improved understanding of the dynamic deformation processes of materials.
The computer codes employed to carry out the simulation of dynamic events in solids are commonly referred to as hydrocodes. These are numerical solvers which incorporate strain, strain rate, temperature dependency and failure for the characterisation of material behaviour.

The basic components of these codes are:


2. Constitutive equations: These equations describe the material behaviour in elastic, plastic and shock regimes. They link stress with strain, strain rate and often temperature. These relations are based on experiments and vary from purely phenomenological (i.e. based purely on experiments) to microstructurally based predictions which rely on a physical understanding of underlying principles. Some examples of constitutive models that describe the elasto-plastic regime are: Johnson-Cook, Zerilli-Armstrong, MTS.

For shock response an equation of state is used to calculate the spherical part of the stress tensor. Commonly employed equations of state are Mie-Gruneisen, Gamma law, Tillotson [61] etc.

3. Damage models: these models usually describe the evolution of damage due to shear, tension and compression. A number of formulations are currently in use, the most common are: void growth, DFRACT, Cochran-Banner, Johnson-Cook model with damage, etc [42, 61].

The basic inputs required in any hydrocode are the initial values for all variables at all positions at the initial time (i.e. initial conditions) and the boundary values for all variables at the boundary positions at all times (Fig. 5.1, page 81). The task of our solver is to calculate this information at all positions throughout the response time of interest.

The complexity of the numerical code depends on the type of application they are intended for. For example, plane shock wave propagation problems are treated in one-dimensional codes (for instance, spallation), axisymmetric
problems such as normal impact of cylinders, rods, spheres etc. are successfully computed with two-dimensional codes, whereas the more complex problems such as incline impact require three-dimensional codes.

Fig. 5.1 Basic steps within a time integration loop.

5.1 The MCM SPH Code.

In the characterisation of solids under dynamic loading conditions, a transient analysis is required in order to reach the solution. A transient problem can be solved in the time domain where the numerical solutions of the governing equations are obtained as a function of time, or in the frequency domain where the solution is worked out by splitting the problem into components of frequency, which is an approach not generally used in the solution of impact problems.
Within the scope of time domain solutions, there exist modal superposition methods and direct integration methods. The choice depends on whether the problem under consideration is wave propagation or structural dynamic in nature and the time span of interest. For example, modal superposition methods are better suited to problems where relatively few and only low frequencies contribute in the dynamic response and where the solution of interest needs to be computed in a relatively long time span. They are based on superposition of frequency modes whereby factored mode shapes (eigenvectors) resulting from a modal analysis are superimposed (summed) to characterise the response the structure is likely to experience within a frequency range. The general equation to be solved is the characteristic dynamic equation of the system [3]:

$$\det ([K]_g - \omega^2 [M]) = 0 \quad (5.1)$$

where $[K]_g$ is the global stiffness matrix of the structure under consideration, $[M]$ is the mass matrix of the system and $\omega$ is the angular frequency.

In contrast, if the structural excitation is governed by high frequencies such as those resulting from an explosive blast or impact, then the analysis is categorised as a wave propagation problem. In this type of problem the propagation of waves is of interest and the response is integrated over relatively short timespans. This is the domain of interest of hydrocodes such as SPH-MCM. Within the direct integration methods two techniques are commonly employed: Implicit integration schemes and explicit schemes.

Implicit integration schemes assume a constant average acceleration over each time step, between $t_n$ and $t_{n+1}$. The value $t_n$ is time at the beginning of each time step and the value $t_{n+1}$ is the time at the end of that time step. The governing equation is evaluated and the resulting accelerations and velocities at $t_{n+1}$ are calculated. Then the unknown displacements at $t_{n+1}$ are determined.
Explicit integration schemes assume a linear change in displacement over each time step.

The major difference between the two techniques is that whereas the implicit solution method requires a matrix inversion of the structural stiffness matrix, the explicit solution does not. However, unlike the implicit solution scheme, which is unconditionally stable for large time steps, the explicit scheme is stable only if the time step size is smaller than the critical time step size for the structure being simulated. The SPH software uses the Courant-Friedrichs-Levy condition to calculate the smallest time step that will allow the code to behave in a stable manner [35].

In summary, the Total Lagrangian SPH-MCM hydrocode is an explicit code for the numerical solution of the initial-boundary value problems defined by the partial differential equations which describe the conservation laws of mass, momentum and energy plus constitutive relations that characterise material behaviour.

5.2 Total Lagrangian SPH Algorithms.

Three algorithms are presented here for the integration of the conservation laws in a total Lagrangian framework. They form the foundation of the FORTRAN 90 subroutines implemented in the MCM Cranfield SPH code. These algorithms are presented in flow chart format in figure 5.2 (Pages 95-98), which provides the graphic sequential execution of the MCM code.

The first algorithm is fully Lagrangian and therefore requires the computation of the Green-Lagrange strain tensor for the integration of the constitutive model. The stress tensor resulting out of our constitutive model is the 2nd Piola-Kirchhoff stress tensor. This tensor has to be converted into Nominal Stress which is in turn introduced into the momentum equation for the computation of the acceleration of particle $I$. 
The second algorithm introduces a minor modification whereby the rate of the Green-Lagrange strain tensor is used to compute the Rate of Deformation tensor \( \mathbf{D} \). The Rate of Deformation tensor is introduced in the existing constitutive model to obtain the full Cauchy (or true) stress tensor. Subsequently, some transformations have to be carried out to convert the true stress into Nominal Stress.

Finally, the third algorithm introduces normalisation and correction terms into the SPH equations.

These three procedures are better illustrated by the algorithms in the following section.

5.2.1 Algorithm 1: Total Lagrangian formulation algorithm.

Variables known at time step \( n \):

\[ x^n, v^{n-1/2}, a^{n-1}, \Delta t^n, \Delta t^{n+1}, \rho^n, P^{n-1}, u^n \]

1) Calculate the derivative of the kernel with respect to the material co-ordinates at time step \( n \) (this is done only once and the result stored).

2) Obtain displacement \( u \) of particle \( I \) at time step \( n-1/2 \). These have to be calculated for every component \((x_1, x_2, x_3)\) of the displacement vector \( \bar{u} \):

\[
\bar{u}^{n-1/2} = \bar{u}^n - \frac{1}{2} \bar{v}^{n-1/2} \Delta t^n
\]  

(5.2)

3) Calculate deformation gradient at particle \( I \) at time step \( n-1/2 \) [73]:

\[
\left( \bar{F}^{n-1/2} \right)_{ij} = -\sum_{j \in S} \left( \bar{u}_j^{n-1/2} - \bar{u}_j^{n-1/2} \right) \nabla_{\bar{x}_j} W \left( \bar{X}_j - \bar{X}_j, h_0 \right) V_j^0 + \mathbf{I}
\]  

(5.3)

Or in index notation:

\[
F^{n-1/2}_{ab}(X_I) = -\sum_j \left( u_a^{n-1/2} - u_a^{n-1/2} \right) V_j^0 \frac{\partial W(X_I - X_j, h)}{\partial X_j^a} + \delta_{ab}
\]  

(5.4)
4) Calculate velocity gradient at time step $n-1/2$, this is calculated with respect to the initial co-ordinates $\tilde{X}$, $\dot{F} = \frac{\partial \tilde{F}}{\partial \tilde{X}}$, $\dot{F} = \frac{\partial \tilde{v}}{\partial \tilde{X}} = \frac{\partial \tilde{v}}{\partial \tilde{X}}$:

$$\langle \dot{\tilde{F}}_{I, n-1/2} \rangle = -\sum_{J \in S} \left( \tilde{v}_{n-1/2} - \tilde{v}_{n-1/2} \right) \otimes \nabla_{\tilde{X}_J} W(\tilde{X}_I - \tilde{X}_J, h_0) \tilde{v}_0$$ (5.5)

Or in index notation:

$$\dot{\tilde{F}}_{\alpha\beta}^{n-1/2}(X_I) = -\sum_{J} \left( \tilde{v}_{\alpha, J}^{n-1/2} - \tilde{v}_{\alpha, J}^{n-1/2} \right) \tilde{v}_0 \frac{\partial W(X_I - X_J, h_0)}{\partial X_J^\beta}$$ (5.6)

5) Update the density of particle $J$ at time step $n+1$. Prior to updating the density of each particle, the gradient of deformation has to be computed at time step $n$ and the Jacobian estimated:

$$J = \det|\tilde{F}|$$ (5.7)

Then, the particle density can be updated at $n+1$ using Eq.(5.8):

$$\rho_{J}^{n+1} = J^{-1} \rho_{aJ}$$ (5.8)

6) Calculate stress rate at $n-1/2$: 

6a) First calculate the strain rate tensor $\mathbf{D}$ at time step $n-1/2$, the Green-Lagrange strain tensor at particle $I$ is given by [4]:

$$\tilde{E}^{n-1/2}(\tilde{X}_I) = \frac{1}{2} \left( \tilde{F}^\top \tilde{F} - I \right)^{n-1/2}$$ (5.9)

the time derivative is therefore given by:

$$\dot{\tilde{E}}^{n-1/2}(\tilde{X}_I) = \frac{1}{2} \left( \tilde{F}^\top \dot{\tilde{F}} + \dot{\tilde{F}}^\top \tilde{F} \right)^{n-1/2}$$ (5.10)

6b) with the following constitutive equation we can calculate the 2nd Piola-Kirchhoff stress rate tensor at time step $n-1/2$ [4]:

$$\dot{S}_{ij}^{n-1/2} = C_{ijkl} \dot{E}_{kl}^{n-1/2}$$ (5.11)
where \( C \) is the material tangent modulus, and \( \dot{E} \) is the whole Green-Lagrange strain rate tensor.

7) Apply the following finite difference equation to calculate 2nd Piola-Kirchhoff at time step \( n \):

\[
S^n = S^{n-1} + \frac{\dot{S}^n}{2} \Delta t^n
\]  
(5.12)

8) Transform 2nd Piola-Kirchhoff into 1st Piola-Kirchhoff at time step \( n \) [21]:

\[
\bar{P}^n = \left( \bar{S} \bar{F}^T \right)^n
\]  
(5.13)

9) Transpose 1st Piola-Kirchhoff to obtain nominal stress and calculate internal forces at \( n \) using the SPH momentum equation:

\[
f(X_i)_a^n = -\sum_j \left[ \frac{P_{a\gamma}(X_i) + P_{a\gamma}(X_j)}{\rho_i^2(X_i) + \rho_j^2(X_j)} \frac{\partial W(X_i - X_j, h_0)}{\partial X_j^\gamma} \right]
\]  
(5.14)

10) Calculate acceleration at time step \( n \):

\[
\frac{\partial v(X_i)_a^n}{\partial t} = a(X_i)_a^n = f(X_i)_a^n
\]  
(5.15)

11) Calculate critical time for code stability and update time interval:

\[
\Delta t^{n+1} = m \ast \Delta t_{crit}^{n+1}
\]  
(5.16)

where \( m \) is a time scale factor.

12) Update total integration time:

\[
t^{n+1} = t^n + \Delta t^{n+1}
\]  
(5.17)

13) Known variables at the end of time step \( n \):

\[
v^{n+1}_t, a^n, \Delta t^n, \Delta t_{crit}^{n+1}, \rho^{n+1}, P^n, u^{n+1}
\]
5.2.2 Algorithm 2: Rate of Deformation tensor $D$ as a strain measure.

Variables known at time step $n$:

$$x^n, v^n, a^{-1}, \Delta t^n, \rho^n, P^n, u^n$$

1) Calculate the derivative of the kernel with respect to the material coordinates at time step $n$ (this is done only once and the result stored).

2) Obtain displacement $u$ of particle $I$ at time step $n-1/2$, these have to be calculated for every component ($x_1, x_2, x_3$) of the displacement vector $\ddot{u}$:

$$\ddot{u}^{n-1/2} = \ddot{u}^n - \frac{1}{2} \frac{v^n - \Delta t^n}{2}$$  \hspace{1cm} (5.18)

3) Calculate deformation gradient at particle $I$ at time step $n-1/2$ [73]:

$$\left< F_i^{n-1/2} \right> = -\sum_{j \in S} \left< \ddot{u}_j^{n-1/2} - \ddot{u}_j^{n-1/2} \right> \otimes \nabla_X \left( \dddot{X}_j - \dddot{X}_j, \h_0 \right) W^j + I$$  \hspace{1cm} (5.19)

Or in index notation:

$$F_{\alpha\beta}^{n-1/2} (X_I) = -\sum_j \left( u_{\alpha,j}^{n-1/2} - u_{\alpha,j}^{n-1/2} \right) v_j^0 \frac{\partial W(X_I - X_j, \h_0)}{\partial X_j^\beta} + \delta_{\alpha\beta}$$  \hspace{1cm} (5.20)

4) Calculate velocity gradient at time step $n-1/2$ [73]:

$$\left< \dot{F}_i^{n-1/2} \right> = -\sum_{j \in S} \left< \dot{v}_j^{n-1/2} - \dot{v}_j^{n-1/2} \right> \otimes \nabla_X \left( \dddot{X}_j - \dddot{X}_j, \h_0 \right) v_j^0$$  \hspace{1cm} (5.21)

Or index notation:

$$F_{\alpha\beta}^{n-1/2} (X_I) = -\sum_j \left( v_{\alpha,j}^{n-1/2} - v_{\alpha,j}^{n-1/2} \right) v_j^0 \frac{\partial W(X_I - X_j, \h_0)}{\partial X_j^\beta}$$  \hspace{1cm} (5.22)

5) Update the density of particle $I$ at time step $n+1$:

$$\rho_i^{n+1} = \rho^{-1}_I \rho_{ij}$$  \hspace{1cm} (5.23)

Where the Jacobian is the determinant of the gradient of deformation tensor at timestep $n$.
\[ J = \det|\bar{F}^n| \] \hspace{1cm} (5.24)

6) Calculate stress rate at \( n-1/2 \):

7) First calculate the strain rate tensor \( \mathbf{D} \) at time step \( n-1/2 \) at particle \( X_i \), the Green-Lagrange strain tensor is given by [4]:

\[ \bar{E}^{n-1/2}(X_i) = \frac{1}{2}(\bar{F}^i\bar{F} - I)^{n-1/2} \] \hspace{1cm} (5.25)

the time derivative is therefore given by:

\[ \dot{\bar{E}}^{n-1/2}(X_i) = \frac{1}{2}(\dot{\bar{F}}^i\bar{F} + \bar{F}^i\dot{\bar{F}})^{n-1/2} \] \hspace{1cm} (5.26)

where \( \bar{F} \) is known at \( n-1/2 \), \( \dot{\bar{F}} = \frac{\partial \bar{F}}{\partial \bar{X}} = \frac{\partial \bar{X}}{\partial \bar{X}} \) as calculated in step 4.

7a) A slight modification would be to convert the Green-Lagrange strain rate tensor at \( n \) into the rate of deformation tensor at \( n \) as follows [4]:

\[ \left( \bar{F}^i\bar{D}^i \right)^{n-1/2} = \dot{\mathbf{E}}^{n-1/2} \] \hspace{1cm} (5.27)

Hence \( \bar{D}^{n-1/2} = (\bar{F}^i\bar{E}^{i-1})^{n-1/2} \) \hspace{1cm} (5.28)

And calculate Spin tensor at \( n-1/2 \) from:

\[ \bar{\mathbf{L}}^{n-1/2} = \bar{D}^{n-1/2} + \bar{W}^{n-1/2} \] \hspace{1cm} (5.29)

7b) with the following constitutive equation we can calculate the True stress rate tensor at time step \( n-1/2 \) [35]:

\[ \dot{\sigma}_{y}^{n-1/2} = C_{ijkl} D_{kl}^{n-1/2} \] \hspace{1cm} (5.30)

where \( C \) is the material tangent modulus , and \( D \) is the Rate of Deformation tensor.

7c) Update strength model to time step \( n \):
\[ \sigma^n = \sigma^{n-1} + \sigma^n \Delta t^n \]  

8) Transform true stress into 1st Piola-Kirchhoff at time step \( n \) [21]:

\[ \mathbf{P}^n = \left( \mathbf{J}^n \mathbf{P}^{-1} \mathbf{J}^{n-1} \right)^n \]  

9) Calculate internal forces at \( n \) [73] using the SPH momentum equation:

\[ f(X)^n = -\sum_j m_j \left( \frac{P_{ab}(X_j)}{\rho_0^2(X_j)} + \frac{P_{ab}(X_j)}{\rho_0^2(X_j)} \right) \frac{\partial W(X_j - X_j, h_0)}{\partial X_j} \]  

10) Calculate acceleration at time step \( n \):

\[ \frac{\partial v(X_i)^n}{\partial t} = a(X_i)^n = f(X_i)^n \]  

11) Calculate critical time for code stability and update time interval:

\[ \Delta t^{n+1} = m \Delta t_{cr}^{n+1} \]  

where \( m \) is a time scale factor.

12) Update total integration time:

\[ t^{n+1} = t^n + \Delta t^{n+1} \]  

13) Known variables at the end of time step \( n \):

\[ v^{n+1/2}, a^n, \Delta t^n, \Delta t^{n+1}, \rho^{n+1}, P^n, u^{n+1} \]

When fracture is simulated, regardless of the fracture criterion employed, the variable values at the particles are set to zero and they no longer contribute in the interpolation.

5.2.3 Algorithm 3: Normalised-Corrected SPH algorithm.

Variables known at time step \( n \):
TOTAL LAGRANGIAN SPH ALGORITHMS AND IMPLEMENTATION USING FORTRAN

\[
x^n, v^n, t^n, \Delta t^n, \Delta t^{n+1}, \rho^n, P^n, u^n
\]

1) Calculate normalised derivative of the kernel with respect to the material co-ordinates at time step \(n\) (this is done only once and the result stored):

\[
\tilde{w}(\vec{x}_j - \vec{x}_l, h_0) = \frac{w(\vec{x}_j - \vec{x}_l, h_0)}{\sum_{j \in \Omega} m_j w(\vec{x}_j - \vec{x}_l, h_0)}
\]  \(5.37\)

and:

\[
\nabla_{\vec{x}_l} \tilde{w}_\lambda = \frac{1}{C} \nabla_{\vec{x}_l} w_\lambda
\]  \(5.38\)

where:

\[
C = \sum_{j \in \Omega} m_j w(\vec{x}_l - \vec{x}_j, h_0)
\]  \(5.39\)

2) Calculate derivative correction factor \(B\):

\[
B = \left( -\sum_{j \in \Omega} \frac{m_j}{\rho_j} \left[ (\vec{x}_j - \vec{x}_l) \otimes \nabla_{\vec{x}_l} \tilde{w} \right] \right)^{-1}
\]  \(5.40\)

or in index notation:

\[
B_{\alpha\beta} = \left( -\sum_{j \in \Omega} \frac{m_j}{\rho_j} \left( \vec{x}_{j\alpha} - \vec{x}_{l\alpha} \right) \frac{\partial \tilde{w}_\lambda}{\partial x_{j\lambda}} \right)^{-1}
\]  \(5.41\)

3) Obtain displacement \(u\) of particle \(I\) at time step \(n-1/2\). These have to be calculated for every component \((x_1, x_2, x_3)\) of the displacement vector \(u\):

\[
u^{n-1/2} = \bar{u}^n - \frac{1}{2} \tilde{v}^{n-1/2} \Delta t^n
\]  \(5.42\)

4) Calculate deformation gradient at particle \(I\) at time step \(n-1/2\):

\[
\left( \tilde{F}^{n-1/2} \right)^{\lambda}_j = \left[ -\sum_{j \in \Omega} \left( \bar{u}_j^{n-1/2} - \bar{u}_j^{n-1/2} \right) \otimes \nabla_{\vec{x}_j} W(\vec{x}_j - \vec{x}_j, h_0) V^j_\lambda \right] B + I
\]  \(5.43\)

Or in index notation:
TOTAL LAGRANGIAN SPH ALGORITHMS AND IMPLEMENTATION USING FORTRAN

\[
F_{\alpha\beta}^{n-1/2}(X_j) = -\sum_j \left( u_{a,j}^{n-1/2} - u_{a,j}^{n-1/2} \right) \nu_j^\alpha \frac{\partial \tilde{W}(X_i - X_j, h_0)}{\partial X_j^\alpha} B_{\beta\gamma} + \delta_{\alpha\beta} \tag{5.44}
\]

5) Calculate velocity gradient at time step n-1/2:

\[
\mathbf{F}_j^{n-1/2} = \left[ -\sum_{j \in S} \nu_j^\alpha \left( \mathbf{v}_j^{n-1/2} - \mathbf{v}_j^{n-1/2} \right) \otimes \nabla_{\mathbf{\tilde{x}_j}} \mathbf{W}(\mathbf{\tilde{x}_j} - \mathbf{\tilde{x}_j}, h_0) \right] \mathbf{B} \tag{5.45}
\]

Or index notation:

\[
\dot{\mathbf{F}}_{\alpha\beta}^{n-1/2}(X_j) = -\sum_j \left( \nu_{a,j}^{n-1/2} - \nu_{a,j}^{n-1/2} \right) \nu_j^\alpha \frac{\partial \mathbf{W}(X_i - X_j, h_0)}{\partial X_j^\alpha} B_{\beta\gamma} \tag{5.46}
\]

6) Update the density of particle \( j \) (from 1 to \( np \)) at time step \( n+1 \):

\[
\rho_j^{n+1} = J^{-1} \rho_j \tag{5.47}
\]

Where the Jacobian is the determinant of the gradient of deformation tensor at timestep \( n \):

\[
J = \det \mathbf{F}^n \tag{5.48}
\]

7) Calculate stress rate at n-1/2:

7a) First calculate the strain rate tensor \( \mathbf{\ddot{B}} \) at time step n-1/2 at particle \( \mathbf{\tilde{x}_j} \), the Green-Lagrange strain tensor is given by [4]:

\[
\mathbf{E}^{n-1/2}(\mathbf{\tilde{x}_j}) = \frac{1}{2} \left( \mathbf{F}^n \mathbf{F}^n - \mathbf{I} \right)^{n-1/2} \tag{5.49}
\]

the time derivative is therefore given by:

\[
\dot{\mathbf{E}}^{n-1/2}(\mathbf{\tilde{x}_j}) = \frac{1}{2} \left( \dot{\mathbf{F}}^n \mathbf{F} + \mathbf{F}^n \dot{\mathbf{F}} \right)^{n-1/2} \tag{5.50}
\]

where \( \dot{\mathbf{F}} \) is known at n-1/2, \( \mathbf{F} = \mathbf{L} \mathbf{F} \), \( \dot{\mathbf{F}} = \frac{\partial \mathbf{v}}{\partial \mathbf{x}} = \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \) as calculated at step 4.

7b) A slight modification would be to convert the Green-Lagrange strain rate tensor at n into the rate of deformation tensor at n as follows [4]:
\[
\left( \tilde{F}^T \tilde{F} \right)^{n-1/2} = \tilde{E}^{n-1/2},
\]

Hence
\[
\tilde{D}^{n-1/2} = \left( \tilde{F}^{-1} \tilde{E} \tilde{F}^{-1} \right)^{n-1/2}
\]

And calculate Spin tensor at \( n-1/2 \) from:
\[
\tilde{L}^{n-1/2} = \tilde{D}^{n-1/2} + \tilde{W}^{n-1/2}
\]

7c) with the following constitutive equation we can calculate the true stress rate tensor at time step \( n-1/2 \) \([35]\):
\[
\dot{\sigma}^{n-1/2} = C_{ijkl} D_{ij}^{n-1/2}
\]

where \( C \) is the material tangent modulus, and \( D \) is the Rate of Deformation tensor.

7d) Update strength model to time step \( n \) \([35]\):
\[
\bar{\sigma}^n = \bar{\sigma}^{n-1} + \dot{\sigma}^{n-1/2} \Delta t^n
\]

8) Transform True stress into 1st Piola-Kirchhoff \( P \) at time step \( n \). \([21]\):
\[
\tilde{P}^n = \left( \tilde{F}^{-1} \tilde{\sigma} \right)^n
\]

9) Calculate internal forces at \( n \) using the SPH momentum equation:
\[
f(X_i)^a_n = -\sum_j m_j \left[ \frac{P_{a\beta}(X_i)}{\rho_i^0(X_i)} + \frac{P_{a\beta}(X_j)}{\rho_i^0(X_j)} \right] \frac{\partial \tilde{W}(X_i - X_j, h_0)}{\partial X_j^\beta} B_{a\beta}
\]

10) Calculate acceleration at time step \( n \):
\[
\frac{\partial v(X_i)^a_n}{\partial t} = a(X_i)^a_n = f(X_i)^a_n
\]

11) Calculate critical time for code stability and update time interval:
\[
\Delta t^{n+1} = m * \Delta t^{n+1}_{env}
\]

where \( m \) is a time scale factor.
12) Update total integration time:

\[ t^{n+1} = t^n + \Delta t^{n+1} \]  

(5.60)

13) Known variables at the end of time step \( n \):

\[ v^{n+1/2}, a^n, \Delta t^n, \Delta t^{n+1}, p^{n+1}, P^n, u^{n+1} \]

5.3 Time Integration of the SPH Equations.

The SPH method allows partial differential equations to be discretised in space. A further discretisation is required to solve transient dynamic problems and to advance the solution in time. A typical integration scheme is the standard leap-frog algorithm.

When the integration process commences (during the first step of the simulation), the time step at \( n+1 \) is regarded as the time step at \( n \) (\( \Delta t^n = \Delta t^{n+1} \)) for carrying out the pull-back operation of the particle positions [3].

\[ \bar{u}^{n-1/2} = \bar{u}^n - \frac{1}{2} \bar{v}^{n-1/2} \Delta t^n \]  

(5.61)

At this stage, particle position and velocities are known at \( n-1/2 \). The Deformation Gradient and the Green-Lagrange strain rate tensor are calculated. After that, the particle positions are updated with the following push-forward operation:

\[ \bar{u}^n = \bar{u}^{n-1/2} + \frac{1}{2} \bar{v}^{n-1/2} \Delta t^n \]  

(5.62)

The Deformation gradient is calculated again for the purposes of calculating the Jacobian at time step \( n \).

The stress rate is calculated at \( n-1/2 \) and the stress tensor gets updated using the following expression:

\[ S^n = S^{n-1} + \bar{S}^{n-1/2} \Delta t^n \]  

(5.63)
or by using an objective rate. In any case, the new updated stress tensor is calculated at time \( n \). Accelerations are calculated at time \( n \) with the momentum equation.

The velocities are advanced in time to \( n+1/2 \) using the following expression:

\[
\tilde{v}^{n+1/2} = \tilde{v}^{n-1/2} + \Delta t^* \tilde{a}^n
\]

where \( \Delta t^* = \frac{1}{2} (\Delta t^n + \Delta t^{n+1}) \)

Note that only during the first time step:

\[
\Delta t^* = \frac{1}{2} (\Delta t^{n+1}) = \frac{1}{2} (\Delta t^n)
\]

subsequently \( \Delta t^* = \frac{1}{2} (\Delta t^n + \Delta t^{n+1}) \) is used.

Finally, the new particle position gets updated with the new velocity:

\[
\tilde{u}^{n+1} = \tilde{u}^n + \tilde{v}^{n+1/2} \Delta t^{n+1}
\]

New time variables are assigned:

\[
\Delta t^n = \Delta t^{n+1}
\]

and the new time step at \( n+1 \) is calculated using:

\[
\Delta t^{n+1} = \Delta t_{\text{crit}} \cdot m
\]

where \( m \) is the time step scale factor and:

\[
\Delta t_{\text{crit}} = \frac{h_i}{c + |v_i|}
\]

\[
\Delta t_{\text{crit}} = \frac{\text{minimum interparticle distance}}{c + |v_i|}
\]
This is the parameter that controls the stability of the time integration (Courant-Friederichs-Levy condition).

5.4 Implementation Flow Charts.

Figure 5.2 provides a flow chart of the algorithms in section 5.2., it represents graphically the sequential execution of FORTRAN subroutines as the solution is advanced in time.

![Flow Chart](image-url)
Carry out pull back operation on particle positions
\[ u^{n-\frac{1}{2}} = u^n - \frac{1}{2} v^{n-\frac{1}{2}} \Delta t^n \]

Calculate deformation gradient for every particle
\[ \langle F_j \rangle = \left[ - \sum_{j \in S} V_j^0 (\vec{u}_j - \vec{u}_j) \otimes \nabla_X \hat{W} (\vec{X}_j - \vec{X}_j, h_0) \right] B + I \]
or
\[ \langle F_j \rangle = - \sum_{j \in S} (\vec{u}_j - \vec{u}_j) \otimes \nabla_X \hat{W} (\vec{X}_j - \vec{X}_j, h_0) V_j^0 + I \]

Calculate rate of gradient of deformation for every particle
\[ \langle \dot{F}_j \rangle = \left[ - \sum_{j \in S} V_j^0 (\vec{v}_j - \vec{v}_j) \otimes \nabla_X \hat{W} (\vec{X}_j - \vec{X}_j, h_0) \right] B \]
or
\[ \langle \dot{F}_j \rangle = - \sum_{j \in S} (\vec{v}_j - \vec{v}_j) \otimes \nabla_X \hat{W} (\vec{X}_j - \vec{X}_j, h_0) V_j^0 \]

Carry out push forward operation on particle positions
\[ u^n = u^{n-1/2} + \frac{1}{2} v^{n-1/2} \Delta t^n \]

Fig. 5.2 Total Lagrangian SPH code flow chart. (continued)
Obtain Jacobian and update all particle densities

\[ J = \text{det} \left| \mathbf{F}^e \right| \]

\[ \rho_{j}^{n+1} = J^{-1} \rho_{j} \]

Obtain Green-Lagrange Strain tensor

\[ \mathbf{E}^{n+1/2}(\mathbf{X}_j) = \frac{1}{2} \left( \mathbf{F}^T \mathbf{F} + \mathbf{F} \mathbf{F}^T \right)^{n+1/2} \]

Obtain time rate of Green-Lagrange Strain tensor

\[ \dot{\mathbf{E}}^{n+1/2}(\mathbf{X}_j) = \frac{1}{2} \left( \mathbf{F}^T \mathbf{F} + \mathbf{F} \mathbf{F}^T \right)^{n+1/2} \]

Calculate rate of deformation tensor

\[ \ddot{\mathbf{e}}^{n+1/2} = (\mathbf{F}^{-T} \dot{\mathbf{E}} \mathbf{F}^{-1})^{n+1/2} \]

Calculate the spin tensor

\[ \mathbf{L}^{n+1/2} = \ddot{\mathbf{e}}^{n+1/2} + \mathbf{W}^{n+1/2} \]

Constitutive Model

Calculate stress rate at time n-1/2 and update stress to time n

\[ \mathbf{\sigma}^{n-1/2} = \mathbf{C} : \ddot{\mathbf{e}}^{n-1/2} \]
Obtain first Piola-Kirchhoff stress tensor

\[ \mathbf{P}^* = (JF^{-1}\sigma)^{\nu} \]

Calculate acceleration at time \( n \)

\[ \mathbf{a}_j = \left( -\sum_{j \neq k} (\mathbf{P}_j - \mathbf{P}_i) \otimes \nabla \cdot \mathbf{W}_j \mathbf{V}_j \right) : \mathbf{B} \]

or

\[ \mathbf{a}_j = \left( -\sum_{j \neq k} (\mathbf{P}_j - \mathbf{P}_i) \otimes \nabla \mathbf{W}_j \mathbf{V}_j \right) \]

Update velocity

\[ \mathbf{v}^{n+1/2} = \mathbf{v}^{n-1/2} + \Delta t^* \mathbf{a}^n \]

where

\[ \Delta t^* = \frac{1}{2} \left( \Delta t^n + \Delta t^{n+1} \right) \]

Update particle positions

\[ \mathbf{u}^{n+1} = \mathbf{u}^n + \mathbf{v}^{n+1/2} \Delta t^{n+1} \]

Update time step

\[ \Delta t^n = \Delta t^{n+1} \]

\[ \Delta t^{n+1} = \Delta t_{crit} \times \text{Time step scale factor} \]

where

\[ \Delta t_{crit} = \frac{\hat{h}_i}{c_i + |\mathbf{v}_i|} \]

Has simulation end time been reached?

Write data to time history files and output files for post processing

End of loop, variables known at end of time loop:

\[ \mathbf{v}^{n+1/2}, \mathbf{u}^n, \Delta t^n, \Delta t^{n+1}, \rho^{n+1}, \mathbf{P}^*, \mathbf{u}^{n+1} \]

Fig. 5.2 Total Lagrangian SPH code flow chart (continued)
5.5 Integration of Constitutive Models.

A simple linear elastic model (Material model Number 1 in DYNA 3-D [35]) will be used to illustrate how stresses get updated in time.

The generalised Hooke's law for an elastic material can be written as follows:

\[ \sigma_{ij} = \lambda D_{ik} \delta_{kj} + 2 \mu D_{ij} \]  

(5.72)

Where \( \lambda \) and \( \mu \) are Lamé's constants:

\[ \lambda = \frac{E \nu}{(\nu + 1)(1 - 2\nu)} \]  

(5.73) and \( \mu = \frac{E}{2(\nu + 1)} \)  

(5.74)

where \( \nu \) and \( E \) are Poisson's ratio and Young modulus respectively.

The bulk modulus for an elastic material is defined as:

\[ 3\lambda + 2\mu = \frac{E}{1 - 2\nu} \]  

(5.75)

Contraction of indices in Eq (5.72) yields:

\[ \sigma_{ii} = 3P = (3\lambda + 2\mu) D_{ii} \]  

(5.76)

where \( P \) is the average pressure. The stress tensor defined by Eq (5.72) can be split in its spherical \( \frac{1}{3} \sigma_{ii} \delta_{ij} \) and deviatoric \( S_{ij} \) part as follows:

\[ \sigma_{ij} = \frac{1}{3} \sigma_{ii} \delta_{ij} + S_{ij} \]  

(5.77)

From Eq (5.76) and Eq (5.77) it is clear that the spherical part of the stress tensor contains the average pressure in its main diagonal.

From Eq. (5.76) the average pressure can be computed if the trace of the symmetrical part of the gradient of velocity tensor is known:

\[ P = \frac{3\lambda + 2\mu}{3} D_{ii} \]  

(5.78)

where:

\[ \frac{D_{ii}}{\Delta t} = \text{trace} D = \frac{\partial v}{\partial x_i} = \nabla \cdot \vec{v} \]  

(5.79)

and:

\[ \vec{D} = \frac{1}{2}(\vec{I} + \vec{L}^T) \]  

(5.80)
Eq. (5.80) is the rate of deformation tensor and $\overline{L}$ is the gradient of velocity tensor:

$$L_q = \frac{\partial v_i}{\partial x_j}$$  \hspace{1cm} (5.81)

The procedure for updating the stress tensor is as follows:

1) The rate of deformation tensor $\overline{D}$ is known. Compute the trace of $\overline{D}$, Eq. (5.79)

2) Calculate material bulk modulus using Eq. (5.75)

3) Calculate the pressure increment at $n$ time step, Eq (5.78) and Eq (5.79):

$$p_{inc} = \frac{(3\lambda + 2\mu)}{3} D_{ii} = \frac{(3\lambda + 2\mu)}{3} \left( \frac{\partial v_i}{\partial x_i} \right) \Delta t$$  \hspace{1cm} (5.82)

4) Split $D$ into its spherical and deviatoric components:

$$D = D' + D^d$$  \hspace{1cm} (5.83)

where:

$$D' = \frac{\text{trace } D}{3} I$$  \hspace{1cm} (5.84)

hence:

$$D^d = D - \frac{\text{trace } D}{3}$$  \hspace{1cm} (5.85)

5) Update stress according to Eq. (5.72) as follows:

$$\sigma_{11}^n = \sigma_{11}^{n-1} + p_{inc} + 2G\Delta t \left( D_{11} - \frac{\text{trace } D}{3} \right)$$

$$\sigma_{22}^n = \sigma_{22}^{n-1} + p_{inc} + 2G\Delta t \left( D_{22} - \frac{\text{trace } D}{3} \right)$$

$$\sigma_{33}^n = \sigma_{33}^{n-1} + p_{inc} + 2G\Delta t \left( D_{33} - \frac{\text{trace } D}{3} \right)$$

$$\sigma_{12}^n = \sigma_{12}^{n-1} + 2G\Delta t D_{12}$$

$$\sigma_{13}^n = \sigma_{13}^{n-1} + 2G\Delta t D_{13}$$

(5.86)
\[ \sigma_{23}^n = \sigma_{23}^{n-1} + 2G \Delta t D_{23} \]

6) End subroutine and go to \( D \) in the flow chart, figure 5.2.

Summary.

A brief description of current techniques used for solving wave propagation in solids is given in this chapter. Within the scope of numerical techniques with direct time integration SPH is categorised as an explicit method for the solution of initial-boundary value problems where the timespan of interest is typically from a few microseconds to milliseconds.

Three algorithms for the integration of the conservation and constitutive equations have been derived. Algorithm 1, the basic total Lagrangian algorithm, uses the 1st and 2nd Piola-Kirchhoff stress tensors and the Green-Lagrange strain tensor in the solution of the governing equations. Algorithm 2, transforms the Green-Lagrange strain rate tensor into the rate of deformation tensor and uses an objective stress rate and the true stress tensor to update the momentum equation. Finally, algorithm 3, provides the normalised-corrected version of algorithm 2.

The flow charts illustrate how, through the use of the SPH method, the spatial numerical approximation of the scalar and vector fields of interest is achieved at every time step. In addition, the flow charts illustrate how this spatial approximation is in turn advanced in time by means of the central finite difference leap frog algorithm.
In this chapter some numerical examples are provided which demonstrate the suitability of the Total Lagrangian SPH code to model solids under dynamic loading. The results presented in this Chapter are given sequentially for one, two and three dimensions. In every case an example is given which demonstrates the superior stability qualities of the new code when compared to the Eulerian SPH code.

Firstly, Problems 1, 5 and 7 address the tensile instability deficiency of Eulerian SPH. In these problems no attempt was made to quantify the levels of stress, wave propagation times, plastic deformation sustained by or fracture of the specimen. The objective was to qualitatively demonstrate that when the
conservation laws in a Total Lagrangian form are discretised in a Lagrangian SPH framework, the resulting code is more stable and consequently better suited to the simulation of dynamic events in solids than its Eulerian counterpart.

Secondly, some examples for which the analytical solutions are known are used as a means of validation of the total Lagrangian SPH code. Problem 2 deals with a 1-D elastic wave propagating within a plate as a result of a uniaxial state of strain (two plate impact). The analytical solution is provided for the value of velocity after impact, the stress wave amplitude and pulse duration and for the pulse length and the elapsed time to reach the back end of the target plate. SPH time histories are also presented and compared with the analytical solution. Problem 4 presents the numerical and analytical solutions of a linear elastic rod under longitudinal vibrations. A case is presented in which one end of the rod is clamped and one is free to vibrate. A linear velocity field was imposed on the SPH particles as the initial condition, a situation which could only be analysed when normalisation and correction terms are introduced in the Total Lagrangian SPH particle equations. Problem 6 deals with the Taylor test simulation of a 2-D specimen. The Total Lagrangian SPH code (with the symmetry planes option included) and a standard non-linear finite element code have been used for simulating this impact scenario. The resulting effective plastic strain experienced by the specimens is depicted for both the FE (LS-DYNA) and the SPH simulations. The validation of the normalised-corrected scheme used by the Total Lagrangian SPH code is considered in Problem 3. In this problem, a set of discrete points in a 1-D space with a constant and linear distribution of velocity is analysed through different SPH schemes, namely: a) SPH scheme with no correction and no symmetry terms, b) SPH scheme with no correction and with symmetry terms, c) SPH scheme with the standard normalisation and correction terms and without symmetry terms, d) SPH scheme with normalisation and correction and with symmetry terms, e) a new correction term used in the Total Lagrangian SPH formulation without
symmetry terms and finally f) a new correction term used in the Total Lagrangian SPH formulation with symmetry terms.

Finally, problems 8, 9 and 10 are real engineering problems that deal with hard debris impact, spall fracture of OFHC copper specimens and hard debris impact and penetration of a steel sphere on an aluminium target. The results obtained in this set of examples are either compared to finite element simulation or to experimental results whenever available.

6.1 One-Dimensional Problems

6.1.1 1-D Stability test (This problem addresses the tensile instability condition in the collocational Eulerian SPH code)

Problem 1.- The symmetric impact of two 1-D elastic rods travelling at the same speed in opposite directions was simulated using both the Eulerian and the Total Lagrangian SPH codes. The constitutive model employed was the linear isotropic elastic material model [35] with a Young modulus of 7 E10 Pa, the Poisson ratio is 0.3 and material density is $2700 \frac{kg}{m}$ (1-D domain). The speed of the rods was set to $10 \frac{m}{s}$ with opposite directions along the longitudinal axis of the rods.

Objective.- The aim of this numerical experiment is to qualitatively demonstrate that when the conservation laws are expressed in a Total Lagrangian form and discretised in a Total Lagrangian SPH framework, the tensile instability condition discussed in Chapter 3 is removed.

SPH formulation used.- The 1-D domain was discretised into 2000 particles. Two fully collocational SPH schemes were used for the numerical simulation of this problem: The Eulerian SPH and the Total Lagrangian SPH schemes. The smoothing function used was the cubic spline and the smoothing length was 2.4E-2 m. Both schemes used the symmetrised form of the particle
equations.

Results.- The results show that both the Eulerian code and the Total Lagrangian code are capable of simulating a compressive wave propagating towards the free ends of the rods. Once the wave gets reflected by the free surface and the stress wave changes from compressive to tensile, the Eulerian SPH simulation exhibits the effect of tensile instability in the form of numerical fracture causing computations to stop prematurely.

The Total Lagrangian SPH simulations do not exhibit this effect regardless of the value and sign of the computed stress. (Refer to figures 6.1 and 6.2). The colours in Fig. 6.1 and 6.2 represent the two different domains: the red particles belong to the rod travelling to the left and the green particles belong to the rod travelling to the right. The colour scale on the right shows the values of stress achieved during the solution process.

Fig. 6.1 Problem 1. Particles clump with specimen under tension, Eulerian Kernel. Only a few particles are shown.

Fig. 6.2 Problem 1. Inter-particle distance is maintained under tension, Lagrangian Kernel.
6.1.2 Elastic wave propagation in a uniaxial strain state: two plate impact.

**Problem 2.** For the validation of the 1 dimensional code a simple case for which the analytic solution is known is considered. Consider two thin plates with thickness 0.5 and 1.5 units of length. For this problem it is assumed that the equivalent diameters of the plates are much greater than their thickness. This situation can be regarded as a planar impact case in which the thinner plate (flyer) is moving towards the thicker one (target) (Fig. 6.5). The velocity of the flyer plate $v$ is $1.0\times 10^{-1}$ units of length/units of time. The simulation starts when the moving plate impacts the target. The density $\rho$ of both rods is taken as 1, the Young modulus equals 0.9 and the Poisson ratio 0.2. In the preceding properties units are irrelevant but assumed compatible. The linear elastic isotropic material [35] was used in the simulation of this problem.

**Objective.** The objective if this problem is to validate the 1-D Total Lagrangian SPH code by comparing numerical and analytical results when uniaxial state of strain in a thin plate is considered.

**SPH formulation used.** Fully collocational Total Lagrangian SPH was used for the numerical simulation of this problem. The smoothing function employed was the cubic spline, the smoothing length scale factor was 1.2. The symmetrised form of the particle equations was used. The 1-D domain was discretised into 2000 particles, 500 were allocated to the flyer plate and 1500 to the target plate.

**Analytical solution.** For uniaxial strain, elastic waves propagate with the following velocity:

$$C_s = \sqrt{\frac{K + 4G/3}{\rho}}$$

(6.1)

For the given material properties:

$$K = \frac{E}{3(1-2\nu)} = \frac{0.9}{1.8} = 0.5 \quad , \quad G = \frac{E}{2(1+\nu)} = \frac{0.9}{2.4} = 0.375$$

(6.2)
\[
C_s = \sqrt{\frac{0.5 + 0.5}{1}} = 1.0
\]

For the moving plate the linear momentum before the impact is expressed as: \( P = \rho A_0 L V \) and after the impact \( P_a = \rho A_0 \Lambda U_p \) where \( \Lambda \) is the pulse length given by \( 2L \), \( U_p \) is the velocity of the particles behind the stress wave and \( L \) is the length of the flyer. From the expressions of momentum before and after the impact we obtain the velocity of the particles after impact [61]: \( U_p = \frac{V}{2} \).

The conservation of momentum states that the impulse over the target equals its change in momentum:

\[
F dt = d(mU_p)
\] (6.3)

For the uniaxial case we can rewrite the above expression as:

\[
\sigma A_0 dt = \rho A_0 dx U_p \]

hence the stress can be calculated as \( \sigma = \rho U_p \frac{dx}{dt} \). Note here that \( \frac{dx}{dt} \) is the value of the wave velocity which we have previously expressed as \( C_s \). With the expression for calculating stress and the expression that relates velocity after impact with velocity of particles behind the stress wave we can rewrite the expression for stress as:

\[
\sigma = \frac{1}{2} \rho V C_s
\] (6.4)

The duration of the stress pulse at a point can be calculated through:

\[
t_p = \frac{\Lambda}{C_s} = \frac{2L}{C_s}.
\] (6.5)

The preceding expressions are applied to the specific problem under consideration. The stress behind the elastic wave will be equal to \( \sigma = 0.05 \) units of stress, pulse length \( \Lambda = 1 \), the duration of the pulse at an arbitrary point
\( t_p = 1 \) units of time. The stress wave will reach the end of the stationary rod after \( t = \frac{\text{length}}{C_e} \) = 1.5 units of time and the velocity of particles after impact will be \( U_p = 0.05 \) units of length/units of time. The strain can be calculated, for the uniaxial case, as \( \varepsilon = \frac{\sigma}{E} \) which results in strain= 0.055.

**Results.** - The numerical results are shown in Figures 6.3, 6.4 and 6.5. The agreement between analytical and numerical values obtained through the Total Lagrangian code is remarkable.

![Fig 6.3 Problem 2. Stress history for uniaxial strain case wave propagation.](image1)

![Fig 6.4. Problem 2. Velocity history for Problem 2.](image2)
Stress profile at response time = 1.5 units of time.

Fig 6.5. Problem 2. Pulse length and time to reach back end of target plate. Note that time and length units are irrelevant in this problem. Colours represent the value of compressive stress along the flyer and the target plates.

Value of strain:

For the value of strain we take the initial length of the flyer before and during impact and calculate the uniaxial strain. We know that the original plate thickness is \( L = 0.5 \) units of length. After the moving plate has impacted the target plate, the measurements of the coordinates of the end points are 0.9513 and 0.4755 which indicates that the deformed length of the bar under compression is 0.4757. With the original and deformed values we can calculate the engineering strain:

\[
\varepsilon = \frac{0.4757 - 0.5}{0.4757} = 0.0509
\]

which is close to the 0.055 value calculated analytically.
6.1.3 Constant and linear velocity field gradient approximation.

**Problem 3.** Consider the following set of discrete points in 1-D and their associated value of velocity as shown in Table 6.1. We would like to evaluate the approximation of the velocity gradient at every point using conventional SPH, normalised-corrected SPH and the type of correction used in the Total Lagrangian normalised-corrected SPH. In addition, we would like to evaluate the effect of symmetry terms over boundary particles.

<table>
<thead>
<tr>
<th>Particle Number</th>
<th>Velocity Field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear</td>
</tr>
<tr>
<td>X1</td>
<td>-0.04</td>
</tr>
<tr>
<td>X2</td>
<td>-0.06</td>
</tr>
<tr>
<td>X3</td>
<td>-0.08</td>
</tr>
<tr>
<td>X4</td>
<td>-0.1</td>
</tr>
<tr>
<td>X5</td>
<td>-0.12</td>
</tr>
<tr>
<td>X6</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

Table 6.1. Problem 3. Linear and constant velocity field values imposed over the SPH particles.

**Fig. 6.6. Schematic diagram for Problem 3 C).** This schematic diagram shows particles at the boundaries with a truncated smoothing function A) and internal particles with complete support B).

**Objective.** The objective is to demonstrate how to restore 1st order consistency in the Total Lagrangian scheme through the introduction of correction and normalisation terms and to evaluate the effect of symmetry
terms over the value of approximated fields at boundary particles and at particles with complete supports.

**SPH formulation used.**-Three schemes were used for the numerical solution of this problem: Normalised SPH (with and without symmetry terms), normalised SPH in which the denominator of the smoothing function is kept constant (with and without symmetry terms), SPH without normalisation (with and without symmetry terms). The cubic spline was used as the smoothing function. The smoothing length scale factor was 1.2. The domain was discretised into 6 particles with a 0.02 m particle spacing (Fig. 6.6). The discrete values of velocity for each individual particle are shown in Table 6.1 for both the linear and the constant velocity fields (in \( \frac{m}{s} \)).

In Method A (refer to tables 6.2 and 6.3) the normalised smoothing function is expressed as follows:

\[
\hat{W}(\bar{x}_i - \bar{x}_j, h) = \frac{W(\bar{x}_i - \bar{x}_j, h)}{\sum_{j \in S} W(\bar{x}_i - \bar{x}_j, h) \frac{m_j}{\rho_j}}
\]  

(6.6)

and the derivative of the normalised smoothing function is obtained as:

\[
\nabla \hat{W}(\bar{x}_i - \bar{x}_j, h) = \frac{\nabla W(\bar{x}_i - \bar{x}_j, h) \sum_{j \in S} W(\bar{x}_i - \bar{x}_j, h) \frac{m_j}{\rho_j} - W(\bar{x}_i - \bar{x}_j, h) \sum_{j \in S} \nabla W(\bar{x}_i - \bar{x}_j, h) \frac{m_j}{\rho_j}}{\left( \sum_{j \in S} W(\bar{x}_i - \bar{x}_j, h) \frac{m_j}{\rho_j} \right)^2}
\]  

(6.7)

In Method B, the normalised function is given as:

\[
\hat{w}(\bar{X}_j - \bar{X}_i, h_0) = \frac{w(\bar{X}_j - \bar{X}_i, h_0)}{\sum_{j \in S} \frac{m_j}{\rho_j} w(\bar{X}_j - \bar{X}_i, h_0)}
\]  

(6.8)

and the derivative is approximated as:
\[ \nabla_{\bar{s}_t} \tilde{W}_{ij} = \frac{1}{C} \nabla_{\bar{s}_t} W_{ij} \]  

(6.9)

where:

\[ C = \sum_{j \in S} m_j W(\bar{x}_i - \bar{x}_j, h_0) \]  

(6.10)

Note that the expression for the derivative of the smoothing function (6.9) could only be used in the Total Lagrangian SPH formalism where the neighbourhood of particle \( i \) (i.e. the denominator in (6.8)) remains constant.

Finally, in Method C the smoothing function is given by \( W(\bar{x}_i - \bar{x}_j, h) \) and its derivative is calculated as \( \nabla W(\bar{x}_i - \bar{x}_j, h) \).

Results.- The benefits of using a normalised scheme become clear in this example. Figures 6.7 through to 6.11 show the uncorrected and normalised values of the derivatives of the smoothing function for two particles with incomplete support (Particles 1 and 2) and a particle with complete support (Particle 3). The resulting values for the velocity gradient approximation can be found in Tables 6.2 and 6.3. Table 6.2 shows the approximation of a linear velocity field using three SPH schemes. In addition, the effect of symmetrisation terms over the value of the approximation is also given. SPH without normalisation (Approximation C in tables 6.2 and 6.3) is incapable of approximating the derivative, either with or without symmetrisation terms. The normalised scheme (Approximation B) can approximate the gradient only if the symmetrisation term is present in the equation whereas the scheme suggested by Vignjevic et al., Bonet et al. [9,10,84] (Approximation A) requires no symmetrisation for the approximation of the derivatives. Table 6.3 provides the results for the approximation of a constant velocity field. All schemes can easily handle this problem, they all work well when the symmetrisation term is present and only one of them (Approximation A) provides accurate results when the symmetry term gets removed.
Note that the normalisation term suggested in scheme B could only work in the Total Lagrangian SPH formulation. In this particular case the value of the denominator in the normalised interpolating function remains constant due to the fact that the neighbourhood of each and every particle would remain unchanged throughout the numerical solution.

Fig 6.7. Problem 3. Uncorrected values of derivatives for particle X1, truncated support.

Fig 6.8. Problem 3. Corrected kernel derivative estimates for particle X1
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Fig 6.9. Problem 3. Uncorrected kernel derivative estimates for particle X2

Fig 6.10. Problem 3. Corrected kernel derivative estimates for particle X2
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| Method A) | \[ \nabla \vec{W} = \nabla W \star \sum W V - W \sum W \nabla W \] |
| Method B) | \[ \nabla \vec{W} = \frac{1}{W} \star \nabla W \] |
| Method C) | \[ \nabla W \] |

<table>
<thead>
<tr>
<th>Particle</th>
<th>With respect to particle</th>
<th>Corrected Derivative Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method A</td>
<td>Method B</td>
</tr>
<tr>
<td>Particle 1</td>
<td>X2-X1</td>
<td>-2042.0987</td>
</tr>
<tr>
<td></td>
<td>X3-X1</td>
<td>-237.8867</td>
</tr>
<tr>
<td></td>
<td>X1-X1</td>
<td>2262.0091</td>
</tr>
<tr>
<td></td>
<td>X1-X2</td>
<td>1170.7575</td>
</tr>
<tr>
<td></td>
<td>X2-X2</td>
<td>56.9911</td>
</tr>
<tr>
<td></td>
<td>X3-X2</td>
<td>-1126.1052</td>
</tr>
<tr>
<td></td>
<td>X4-X2</td>
<td>-101.5514</td>
</tr>
<tr>
<td></td>
<td>X1-X3</td>
<td>94.3253</td>
</tr>
<tr>
<td></td>
<td>X2-X3</td>
<td>1061.8778</td>
</tr>
<tr>
<td></td>
<td>X3-X3</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>X4-X3</td>
<td>-1061.8778</td>
</tr>
<tr>
<td></td>
<td>X5-X3</td>
<td>-94.3253</td>
</tr>
</tbody>
</table>

Approximation of \( \frac{\partial \vec{v}}{\partial \vec{x}} \) with no symmetrisation terms:

\[ \nabla \vec{v}_i = -\sum_{j \notin i} \frac{m_j}{\rho_j} \nabla W_{ij} \]

Using Method A:
- Approximation for Particle 1: 0.0000
- Approximation for Particle 2: 0.0000
- Approximation for Particle 3: 0.0924
- Approximation for Particle 1: 0.0924
- Approximation for Particle 2: 0.0000
- Approximation for Particle 3: 0.0924

Using Method C:
- Approximation for Particle 1: 0.0000
- Approximation for Particle 2: 0.0000
- Approximation for Particle 3: 0.0000

Approximation of \( \frac{\partial \vec{v}}{\partial \vec{x}} \) with symmetrisation terms:

\[ \nabla \vec{v}_i = \sum_{j \notin i} \frac{m_j}{\rho_j} (v_j - v_i) \nabla W_{ij} \]

Using Method A:
- Approximation for Particle 1: 0.0000
- Approximation for Particle 2: 0.0000
- Approximation for Particle 3: 0.0000

Using Method B:
- Approximation for Particle 1: 0.0000
- Approximation for Particle 2: 0.0000
- Approximation for Particle 3: 0.0000

Using Method C:
- Approximation for Particle 1: 0.0000
- Approximation for Particle 2: 0.0000
- Approximation for Particle 3: 0.0000

Tables 6.2 and 6.3 (right), Problem 3. The value of the normalised and not-normalised derivative of the interpolating function and the SPH approximation of the linear (right) and constant velocity fields are supplied with and without symmetry terms. The exact value should be 0.0 for the constant velocity field and 1.0 for the linear velocity field.
6.1.4 Linear elastic bar under longitudinal vibrations.

**Problem 4.** The problem of axial vibrations of a 1-D rod of length \( L = 0.006 \text{m} \) and unit cross area is considered. The rod is clamped at \( x = 0 \) and free at \( x = L \). (see Fig. 6.12). The material is assumed to be elastic, homogeneous and isotropic [35]. The material properties are as follows: Density \( 4530 \ \frac{\text{kg}}{\text{m}^3} \), Young Modulus \( 1.16 \times 10^5 \ \text{Pa} \), Poisson ratio 0.342. The initial conditions for this problem are given as a linear velocity field that goes from 0 at the clamped end to \( 6 \times 10^{-2} \ \frac{\text{m}}{\text{s}} \) at the free end as depicted in Figure 6.12. The particle displacement at time 0 s is 0 m.

![Schematic diagram for problem 8, SPH discretisation and initial conditions.](image)

Fig 6.12. Schematic diagram for problem 8, SPH discretisation and initial conditions.
Objective.- The objective is to obtain the time response of the rod under these initial and boundary conditions. The second objective is to validate the results obtained with the normalised corrected Total Lagrangian SPH code when longitudinal vibration in a rod is generated as a consequence of a linear velocity field within the domain particles. Finally we would like to verify that 1st order consistency is restored and particle deficiency corrected.

SPH formulation used.- The normalised-corrected Total Lagrangian SPH scheme was used to simulate this problem. The rod was discretised into 31 particles and the initial condition is a linear velocity field as depicted in Fig. 6.12. The symmetrised form of the Total Lagrangian SPH equations was used for simulating this problem and the integration is fully collocational. The smoothing function employed was the cubic spline. The particle spacing is 2E-2 m as depicted in Fig. 6.12.

Analytical solution.- By integrating the wave equation we can obtain a harmonic function as the solution for displacements in the free vibration case. The wave equation:

$$\frac{\partial^2 u}{\partial x^2} = \frac{1}{C^2} \frac{\partial^2 u}{\partial t^2}$$

where $C$ is the speed of sound.

The solution will have the following form:

$$u(x, t) = U(x) \sin(\alpha x + \alpha)$$

(6.11)

and with the auxiliary equation for $U$

$$C^2 \frac{d^2 U}{dx^2} + \omega^2 U = 0$$

(6.12)

the complete solution for displacements of a clamped-free rod can be obtained:

$$u(x, t) = \sum_n B_n \sin \left( \frac{(2n-1)\pi x}{2L} \right) \sin \left[ \frac{(2n-1)\pi C t}{2L} + \alpha_n \right]$$

(6.13)
where \( n=1,2,3,..., \) \( L \) is the initial rod length, \( t \) is the time variable and the constants \( B_n \) and \( \alpha_n \) are obtained for specified initial conditions:

\[
\text{In this specific example the initial conditions are given as follows:}
\]

\[
u(x,0) = 0 \quad \text{and} \quad \frac{\partial u(x,0)}{\partial t} = Kx \quad \text{with} \quad K = 0.1.
\]

With these initial conditions, the values of the \( B_n \) and \( \alpha_n \) constants are found to be 0.02941 and 0.0 respectively, thus the exact solution for the displacements along the rod is given by:

\[
u(x,t) = 0.02941 \sin \left( \frac{\pi}{2L} x \right) \sin \left( \frac{\pi C}{2L} t \right)
\]

with \( C = \sqrt{\frac{E}{\rho}} \) (6.15) is the expression to calculate the speed of sound.

**Results.**- The exact and SPH solutions for particles \( X=0.02E-2 \text{m} \), \( X=0.03E-2 \text{m} \) and \( X=0.06E-2 \text{m} \) are provided in Fig. 6.13. It is clear from this figure that the SPH approximation is remarkably accurate since both solutions overlap. The internal and kinetic energy of the bar are shown in Fig 6.14 as a function of time. As expected the value of internal energy in the bar decreases to a minimum when the kinetic energy is at a maximum and vice-versa. Two approaches to quantify the error in the period and the amplitude are provided by figures 6.15 and 6.16. The evolution of the error in the period for \( X=0.02E-2 \text{m} \), \( 0.03E-2 \text{m} \) and \( 0.06E-2 \text{m} \) is given in Fig. 6.14. It can be noted that as the simulation progresses, the error in the period drops. Finally, the positional error of all particles within the rod is shown in Fig 6.15 for time step \( t=12.4 \mu s \).
Fig. 6.13. Problem 4. Particle displacement, Exact vs SPH solution

Fig. 6.14. Problem 4. Kinetic Energy and Internal Energy vs Time
Evolution of error in period

Fig. 6.15. Problem 4. Error evolution in the approximation of the period.

Error estimate for particle displacement

Fig. 6.16. Problem 4. Error estimate for particle amplitude at 12.4 μs.
6.2 Two-Dimensional Problems

6.2.1 2D Stability test.

Problem 5.- The test presented here is similar in nature to the numerical simulation provided by Swegle J W et al. in [80]. In their test, a velocity perturbation of 10E-10 km/s is applied to a single particle at the centre of the domain of interest. If the stress is compressive, no change in the particle position is detected. However, if the stress is tensile, a significant clumping of particles is observed after only 100 E-6s into the simulation [80]. In the present simulation the initial velocity was replaced by an initial positive pressure with an arbitrary value. This positive pressure was applied to all particles. The domain was modelled as linear elastic [35] and the elastic properties of steel were used.

Objective.- The aim of this numerical experiment is to qualitatively demonstrate that when the conservation laws are expressed in a Total Lagrangian form and discretised in a Total Lagrangian SPH framework, the tensile instability condition is removed. Problem 1 in this chapter provided qualitative results in 1-D, this problem extends this result to a 2-D case.

SPH formulation used.- The discretised SPH model consists of 2000 particles. The symmetrised form of the Total Lagrangian and Eulerian SPH equations together with the cubic spline were used in this example. Displacement of boundary particles in the X and Y directions (vertical and horizontal) were set to zero.

Results.- The initial condition in this problem also generates tensile stresses between particles but its effect manifests quicker than a velocity perturbation. The results presented here are for time t=0.6E-6s in the case of the Eulerian code (equivalent to 28 time steps) and 1.36E-5s in the case of the Total Lagrangian code (equivalent to 586 time steps). The superior stability qualities of the Total Lagrangian code become evident. The particles have clumped together when Eulerian kernels have been used. By contrast, the particles in the
Total Lagrangian SPH simulation have maintained their inter-particle distance.

Fig. 6.17. Problem 5. An initial pressure value was assigned as an initial condition. Simulation shows result after 586 time steps, \( t = 0.6 \, \mu \text{s} \), Lagrangian Kernel.

Fig. 6.18. Problem 5. An initial pressure value was assigned as an initial condition. Simulation shows result after 28 time steps, \( t = 0.6 \, \mu \text{s} \), Eulerian Kernel.

6.2.2 2-D Taylor test code validation

**Problem 6.** The Taylor test is frequently used in material characterisation and validation of constitutive laws. Here the Total Lagrangian SPH results are compared to those obtained through the use of a standard non-linear explicit FE code (LS-DYNA). In addition, this problem is used to verify that the symmetry planes option in the MCM code is fully compatible with the Total Lagrangian SPH scheme. The same problem is treated in 3-D and contours of plastic deformation are presented in the results section of this problem.

In the Taylor test a small cylinder undergoes dynamic loading and, unlike a cylinder deformed quasi-statically, it experiences non-uniform deformation.
Only half a cylinder is modelled in this example. The material model employed in both the FE and the SPH simulation was the elastic-plastic with isotropic hardening constitutive model [35]. The material in this simulation is copper with the following properties: \( \rho = 8990 \text{ kg/m}^3 \), \( E = 1.10 \times 10^11 \text{ Pa} \), \( v = 0.343 \), \( \sigma_f = 9.00E7 \text{ Pa} \).

The impact velocity in this problem is \( 100 \text{ m/s} \).

**Objective.** To verify that the results obtained with the 2-D Total Lagrangian SPH code correlate well with results obtained with a standard non-linear explicit FE code (LS-DYNA). This problem also demonstrates that the Total Lagrangian SPH code is fully compatible with the symmetry planes option already available in the Eulerian SPH code [34]. In addition, the results obtained with a standard SPH solver are compared with the results obtained with the Total Lagrangian code (Refer to Fig. 6.21). Finally, effective plastic strain contours resulting from a 3-D simulation of a copper cylinder with the same initial conditions are provided (Fig. 6.22).

**SPH formulation used.** The discretised SPH model consists of 4000 particles. Only half of the 2-D domain was simulated in this problem and symmetry planes were imposed to ensure no unphysical particle penetration on the symmetry boundary took place. The symmetrised form of the Total Lagrangian SPH equations and the cubic spline were used in this example. The FE model consists of 1200 shell elements [35]. The symmetry boundary formulation applied makes use of the "ghost particles" method and the detailed formulation and implementation can be found in [34].

**Analytical solution.**

Based on the theoretical analysis of a Taylor test as described in [61], for a copper bar of 4cm length and 0.74 cm of initial diameter travelling at \( 100 \text{ m/s} \), the expected final length and diameter after impact are 2.8cm and 1.48cm respectively. The Total Lagrangian SPH code predicts a final length of 3.01 cm.
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and a 1.47cm final diameter. The definition of effective plastic strain can be found in [61] as
\[ \bar{\varepsilon}_p^p = \frac{\sqrt{2}}{3} \left[ (\varepsilon_{1p}^p - \varepsilon_{2p}^p)^2 + (\varepsilon_{2p}^p - \varepsilon_{3p}^p)^2 + (\varepsilon_{3p}^p - \varepsilon_{1p}^p)^2 \right]^{1/2} \]
where the values of plastic strain inside the parenthesis are defined as the principal values of plastic strain.

Results.

The resulting effective plastic strain obtained with the FE code (LS-DYNA) was compared to the Total Lagrangian SPH result with an excellent correlation observed, as depicted in Fig. 6.19 and Fig. 6.20.

The same problem was simulated using the Eulerian SPH code with the result observed in Fig. 6.21 where the computations were finished prematurely due to the presence of numerical instability.

Finally, the same problem was simulated in a 3-D domain with the result observed in Fig. 6.22. The final value of effective plastic strain in this case correlates very well to the simpler 2-D case.
Fig. 6.19. Problem 6. 2D Taylor impact of a copper rod, 100m/s, SPH vs DYNA FE simulation using the Total Lagrangian code. Effective plastic strain shown. A) t=9.99 μs, B) t= 49.9 μs, C) t=150 μs.
Fig 6.20. Problem 6. SPH vs FE final profile comparison, 2-D Taylor test (SPH=Solid line, FE=Dashed line)

Fig 6.21. Problem 6. Total Lagrangian SPH vs Eulerian SPH results of a Taylor test.

Fig 6.22 Problem 6. 3-D Taylor test using Total Lagrangian SPH with symmetry planes, 100m/s. Contours of effective plastic strain shown.
6.3 Three Dimensional Problems.

6.3.1 3D Stability test.

Problem 7.- The impact of a steel prism on an aluminium plate was used to demonstrate that the 3-D code is also stable, similarly to the 1-D and the 2-D Total Lagrangian codes. The prism was modelled as a linear elastic material [35], the plate was modelled using the Johnson-Cook material model without damage [35] and an equation of state was employed to update the pressure and allow for the capturing of shock waves [35,78]. The perimeter of the plate was fixed. The plate material used was Al7010T7651 and its dimensions were 0.30 x 0.30 m with a 0.011 m thickness. The initial velocity of the projectile was 137.00 m s\(^{-1}\) with a 0.74 kg mass. The projectile dimensions were 0.033 m by 0.033 m by 0.087 m in length. The constitutive model used allowed for plastic deformation of the plate but no fracture criterion was introduced. In other words, no fracture of the domain should be expected during this simulation. The material properties, detailed constitutive model and the parameters of the equation of state which characterise this problem are provided in Problem 8 in this chapter, in reference [35] and in the input file provided in the Appendix.

Objective.- The objective of this problem is to qualitatively assess the stability of the 3-D Total Lagrangian SPH code.

SPH formulation used.- The Total Lagrangian and Eulerian SPH formulations were used in the solution of this problem. In both cases, the symmetrised form of the particle equations was used. The interpolating function employed was the cubic spline. The domain was discretised into 47730 particles. The displacement of the plate boundary particles was set to zero in all directions. The smoothing length was set to 0.0034 m.

Results.- The results shown in Fig. 6.23 demonstrate that whereas numerical fracture is present in the Eulerian formulation (which is the result of tensile instability) the Total Lagrangian code exhibits no numerical fracture.
6.3.2 3-D Normal impact of a steel prism on an aluminium plate.

**Problem 8.** This problem illustrates the normal impact of a prismatic projectile on a square, $0.30 \times 0.30$ m Al7010T7651 plate with a 0.011 m thickness. The projectile velocity is $137.00 \frac{m}{s}$ with 0.74 kg mass and it is characterised as linear elastic [35]. The projectile dimensions are 0.033m by 0.033m by 0.087m in length. The material model employed to update the flow stress of the target plate is the Johnson-Cook Model with damage [35]. The input file for this problem can be found in the Appendix. The non-standard material constants
used in the Johnson-Cook model were: $A=479\text{MPa}$, $B=323\text{MPa}$, $n=0.410$, $C=0.101$, $m=1.80$, $T_{\text{melt}}=850\text{K}$, $T_{\text{room}}=300\text{K}$, $D_1=0.450$, $D_2=0$, $D_3=0$, $D_4=0.0138$, and $C_i=68.63$, reference strain rate was $99.6\times10^{-3}\frac{1}{\text{s}}$, the pressure cutoff was $-800\text{MPa}$, the pressure limit model and the accurate iteration option for plastic strain were employed in this simulation [35].

**Objective.** The objectives are to demonstrate that a real impact scenario can be modelled accurately using the Total Lagrangian SPH code and to assess the accuracy of the Total Lagrangian SPH scheme by comparing the resulting SPH simulation with results obtained with a commercial non-linear finite element code (LS-DYNA).

**SPH formulation used.** The Total Lagrangian SPH formulation was used in the solution of this problem. The symmetrised form of the particle equations was used and the interpolating function employed was the cubic spline. The domain was discretised into 47730 particles. The interaction between the two computational sub-domains was achieved through the frictionless contact algorithm developed by Vignjevic et al. [84]. The displacement of the plate boundary particles was set to zero in all directions. The smoothing length was set to 0.0034m.

**Analytical background.** The yield surface of the aluminium plate is described through the Johnson-Cook model:

$$
\sigma_{\text{yield}} = (A + B\bar{\varepsilon}^p)(1 + C\ln(\dot{\varepsilon}^*)[1 - (T^*)^m])
$$

where $A$, $B$, $C$, $n$, and $m$ are non-standard material constants, $\bar{\varepsilon}^p$ is the effective plastic strain and the temperature $T^*$ is the homologous temperature raised to the power $m$ in Eq. (6.16). This is given by:

$$
T^* = \frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}}
$$

(6.17)
The Johnson-Cook model also includes damage parameters that enable element or particle deletion at a specified effective plastic strain

\[ \varepsilon_f = \left[ D_1 + D_2 \exp(D_3 \sigma^*) \right] \left[ 1 + D_4 \ln(\varepsilon^*) \right] \left( 1 + D_5 T^* \right) \]  

(6.18)

where \( \varepsilon_f \) is the strain at failure, \( D_1 - D_5 \) are the failure parameters and \( \sigma^* \) is the ratio of pressure divided by the effective stress:

\[ \sigma^* = \frac{P}{\bar{\sigma}} \]  

(6.19)

where effective stress \( \bar{\sigma} \) is found from:

\[ \bar{\sigma} = \sqrt{\frac{3}{2} S_y S_y} \]  

(6.20)

Fracture occurs when the damage parameter \( D \):

\[ D = \sum \frac{\Delta \varepsilon_p}{\varepsilon_f} \]  

(6.21)

reaches the value of 1.

The Johnson-Cook model requires an equation of state to be specified. The linear polynomial equation of state was used to capture shocks in the target plate and update the spherical part of the stress tensor. The polynomial equation of state is expressed as follows:

\[ P = C_0 + C_1 \mu + C_2 \mu^2 + C_3 \mu^3 + \left( C_4 + C_5 \mu + C_6 \mu^2 \right) E \]  

(6.22)

where \( E \) is the internal energy, \( C_0 - C_6 \) are coefficients with \( C_1 \) being the bulk modulus, and the excess compression \( \mu \) is:

\[ \mu = \frac{P}{\rho_o} - 1 \]  

(6.23)

with \( \rho_o \) as the initial material density.
**Results.**- Figures 6.24 and 6.25 show the results of the simulation using the Total Lagrangian SPH code. Figure 6.24 is a sequence of the impact of the steel prism on the aluminium target. The impact event lasts for about 1 ms from the moment of impact to prism rebound. The levels of effective plastic strain sustained by the plate are provided by figure 6.25. The maximum plastic strain levels are found at the indentations generated by the prism corners and these have values of 0.17. Figures 6.25 through to figure 6.29 provide a comparison between the SPH and the FE results (LS-DYNA). The correlation observed is remarkable.

![Fig. 6.24. Problem 8. Sequence of a prismatic projectile impacting a plate. A) t=0 ms, B) t=0.15 ms, C) t=0.30 ms, D) t=0.8 ms.](image)
Fig. 6.25. Problem 8. Resulting effective plastic strain on target plate after impact (Refer to text for explanation).

Fig. 6.26. Problem 8. Z displacement time history of the target plate, FE vs Total Lagrangian SPH simulation.
Fig. 6.27. Problem 8. Projectile resultant velocity vs time, FE vs Total Lagrangian SPH simulation.

Fig. 6.28. Problem 8. Projectile kinetic energy vs time, FE vs Total Lagrangian SPH simulation.

Fig. 6.29. Problem 8. Target plate internal energy vs time, FE vs Total Lagrangian SPH simulation.
6.3.3 Simulation of spall fracture.

**Problem 9.-** The problem of spallation in an Aluminum plate under impact is considered in this section. Spallation is a rate-dependent process in which fracture occurs in an area where micro-cracks and voids nucleate, grow and coalesce generating a spall surface. A schematic of a typical experimental set up is shown in Figure 6.30.

![Figure 6.30. Schematic representation of a plate impact test with spall.](image)

Typically, the special case where the equivalent diameters of the plates are much greater than their thickness is analyzed. This situation can be regarded as a planar impact case in which two one-dimensional waves are generated, one propagates into the target and the other one travels into the flyer plate. These waves reflect as rarefaction waves from the free surfaces of the target plate producing a state of tension in some region within the target domain. If this tensile stress level exceeds a maximum specified stress (typically the dynamic yield strength of the material), fracture occurs producing a scab on that section of the target. The velocity and thickness of the spalled
material depends on the pressure profile at the free surface and the yield strength of the target. One-dimensional simulations are sufficient for developing insight into the spallation process and for determining spall parameters like spall strength and spall thickness. They are also sufficient for studying the effect of variation of initial target temperature and impact pressure [42,87].

Objectives.- The objective of this problem are:
1) To model the spall fracture of copper and aluminium specimens under a plate impact scenario using the Total Lagrangian SPH code.
2) To demonstrate the advantages of using a Total Lagrangian SPH scheme for simulating fracture.
3) To assess the accuracy of the Total Lagrangian SPH code to simulate this scenario by comparing the SPH simulation results to standard non linear Finite Element code results.
4) To demonstrate that the Total Lagrangian SPH scheme is fully compatible with the frictionless SPH contact algorithm in the existing MCM code.

Results.-
The Results section of this problem is divided as follows:
1) Under heading 6.3.4, the advantages of using the Total Lagrangian formulation to simulate spall fracture are discussed. In this section, the Total Lagrangian and the Eulerian SPH schemes are used to simulate an identical scenario whereby a compressive stress wave travels within the problem domain. A state of high tensile stress is generated after the wave reaches the back surface of the domain which induces artificial fracture in the case of the Eulerian simulation.

2) Under heading 6.3.5, spall fracture in copper is simulated using the Total Lagrangian SPH and the Johnson-Cook material model with damage. The results are compared with non-linear finite element results. The non-
standard material constants are supplied in this section as well as the SPH and FE model details.

3) Under heading 6.3.6, spall fracture is simulated using the Total Lagrangian SPH and the Johnson-Cook material model with damage. Additionally, a PMMA backing plate is also included in the numerical simulation and the stress levels are measured at the interface of the backing and the target plates. The SPH results are compared with experimental results [20].

6.3.4 Advantages of using a Total Lagrangian SPH code for the simulation of spall fracture.

For the following example, the simulation of a compressive wave within a 2-D Aluminium specimen is considered. The constitutive model used was the elastic-plastic with hardening [35] and the failure criterion employed was a prescribed maximum stress. The flyer plate material was Titanium and the target's material was Aluminium. The prescribed flyer plate velocity was \( \frac{660 \text{ m}}{\text{s}} \).

Figure 6.30 shows the simulation of spall on the 2-D specimen using Eulerian kernels prior to the failure criteria being introduced. Although the particles in red have reached a prescribed critical failure value, the specimen fracture is induced by numerical instability and not by the state of stresses within the domain.

![Figure 6.30](image)

Fig. 6.31. Problem 9. Simulation of spall in a 2-D Al specimen, Eulerian kernels. Contours of effective stress shown.

Particles clump leaving areas of the domain empty which makes artificial
fracture virtually impossible to differentiate from real fragmentation. The time
depicted in Fig. 6.31 is for time $t=18\ \mu s$.

![Image](image_url)

Fig. 6.32. Problem 9. Simulation of spall in a 2-D Al specimen, Lagrangian Kernels. Contours of effective stress shown.

Figure 6.32 shows the simulation of 2-D spall using Lagrangian kernels before the failure criterion is introduced. The particles in red have reached the prescribed value of failure. However, the interparticle distance is maintained and no numerical fracture is observed. The time depicted in Fig 6.30 is for $t=18\ \mu s$. This simulation shows the superior stability qualities of the total Lagrangian code. Once the "failure" algorithm gets implemented, the robustness and accuracy of the Lagrangian code becomes evident. Real fracture can be modelled and predicted accurately since artificial fracture no longer takes place. This is demonstrated in the following set of results (sections 6.3.5 and 6.3.6).

6.3.5 Spall fracture simulation of OFHC Copper using Total Lagrangian SPH and Johnson-Cook model with damage.

In this example, spall fracture was simulated using a 3-D arrangement of 9375 SPH particles and 9375 FE elements as shown in Fig. 6.33 and 6.34 respectively. Symmetry planes were imposed to ensure a one-dimensional state of strain across the plate thickness. The thickness ratio between flyer and target plates is 1:2 which allows us to easily verify the location of spall within the target plate when fracture occurs (i.e the location in the target plate where a high tensile state of stress is generated which for a 1:2 ratio should be half way through the target plate).
Two cases were simulated using the SPH and FE models presented in figures 6.31 and 6.33. In the first case, the flyer plate impacts the target with a 290 m/s velocity. In the second case, the flyer travels at 305 m/s. A frictionless particle-to-particle contact algorithm was used to simulate the interaction of the two plates. Full details of this algorithm can be found in [24, 84]. The Johnson-Cook model together with the Gruneisen equation of state [61, 78] was used to characterise the two copper plates. The Gruneisen equation of state with cubic shock velocity-particle velocity defines pressure for a compressed material as:
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\[
P = \frac{\rho_0 C_0^2 \mu \left[ 1 + \left( 1 - \frac{\gamma_0}{2} \right) \mu - \frac{a}{2} \mu^2 \right]}{1 - \left( S_1 - 1 \right) \mu - \frac{\mu^2}{\mu + 1} - \frac{S_2 \mu^2}{\mu + 1} - \frac{S_3 \mu^3}{(\mu + 1)^2}} + (\gamma_0 + a \mu) E \tag{6.24}
\]

where \( \rho_0 \) is the intercept of the \( u_s - u_p \) curve, \( S_1, S_2 \) and \( S_3 \) are the coefficients of the slopes of the \( u_s - u_p \) curve, \( \gamma_0 \) is the Gruneisen gamma, and \( a \) is the first order volume correction to \( \gamma_0, \mu \) as defined in the previous example.

For expanded materials the pressure is defined as:

\[
P = \rho_0 C_0^2 \mu + (\gamma_0 + a \mu) E \tag{6.25}
\]

The damage parameters \( D_i \) required by the Johnson-Cook with damage model were obtained from [42] and are as follows:

\[ D_1 = 0.54, D_2 = 4.89, D_3 = -3.03, D_4 = 0.014, \text{ and we set } D_5 = 0.0 \]

The value of the constants required were obtained from [78] for OFHC Copper: \( A = 90 \text{ MPa}, B = 292 \text{ MPa}, C = 0.025, n = 0.31, m = 1.09 \). The values for the shear modulus \( G \), the density \( \rho \) and the value for the specific heat \( c_v \) were also obtained from [78]: 47.7 GPa, 8960 \( \frac{\text{kg}}{\text{m}^3} \) and 383 \( \frac{\text{J}}{\text{kgK}} \) respectively.

The Gruneisen equation of state constants were obtained from [78] for OFHC Copper: \( C_o = 3940 \frac{\text{m}}{s}, S_1 = 1.489, S_2 = 0.0, S_3 = 0.0, \gamma_0 = 2.02 \) and \( b = 0.47 \).

The numerical results for both the FE and SPH simulations are presented in figure 6.35 and figure 6.36. The SPH results show excellent agreement with the FE results.
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Fig. 6.35. Problem 9. Two plate impact scenarios in SPH: A) Spallation occurs, impact velocity 305 m/s. B) No spallation occurs, impact velocity 290 m/s
Fig. 6.36. Problem 9. Target plate back surface velocity plot. Simulations show Total Lagrangian SPH vs Finite Element results.
6.3.6 Spall fracture simulation of OFHC Copper using total Lagrangian SPH and Johnson-Cook model with damage: Numerical results vs experimentation.

In this example, spall fracture was simulated using a 3-D arrangement of 15625 SPH particles as shown in Fig. 6.36. Symmetry planes were imposed to ensure a one-dimensional state of strain across the plate thickness. The thickness ratio between flyer and target plates was 1:2 which allowed us to easily verify the location of spall (highest tensile stress state generated inside the domain) within the target plate when fracture occurred. Additionally, a PMMA backing plate was also included in the numerical simulation and the stress levels were measured at the interface of the backing and the target plates. The experimental results [20] and numerical results are presented in Fig. 6.37 and Fig. 6.38.

Two cases were simulated. In the first case, the flyer plate impacts the target with a $200.00 \text{ m/s}$ velocity. In the second case, the flyer travels at $305.00 \text{ m/s}$. A particle-to-particle contact algorithm was used to simulate the interaction of the two plates; details of the contact algorithm can be found in [24, 84]. The Johnson-Cook model together with the Gruneisen equation of state was used to characterise the flow stress in the two copper plates. In the Johnson-Cook model, the multiaxial stress state of the material is usually expressed in terms of the equivalent stress: (Von Misses for the isotropic case)

$$\sigma_{\text{eff}} = \frac{\sqrt{2}}{2} \left[ (\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_1 - \sigma_3)^2 \right]^{1/2}$$

where, for this particular expression, the stress is given in principal axis (this transformation is only possible when the stress tensor is symmetric).

The Johnson-Cook model together with the Gruneisen equation of state was used to characterise the two copper plates: The Johnson-Cook flow stress is given by Eq. 6.16 (Page 132).
where $A$, $B$, $C$, $n$, and $m$ are the non-standard material constants and the temperature ($T'$) is the homologous temperature.

The Gruneisen equation of state with cubic shock particle velocity defines pressure for a compressed material as in Equation 6.24. Equation 6.25 is used for expanded materials.

The damage parameters $D_i$ required by the Johnson-Cook with damage model were obtained from [42] and are as follows:

$$D_1 = 0.54, \quad D_2 = 4.89, \quad D_3 = -3.03, \quad D_4 = 0.014.$$ 

The value of the constants required were obtained from [78] for OFHC Copper: $A = 90.00$ MPa, $B = 292.00$ MPa, $C = 0.025$, $n = 0.31$, $m = 1.09$. The values for the shear modulus $G$, the density $\rho$ and the value for the specific heat $c_v$ were also obtained from [78]: $47.70$ GPa, $8960 \, \frac{\text{kg}}{\text{m}^3}$ and $383.00 \, \frac{\text{J}}{\text{kg} \cdot \text{K}}$ respectively.

The Gruneisen equation of state constants were obtained from [78] for OFHC Copper: $C_o = 3940.00 \, \frac{\text{m}}{\text{s}}, \quad S_1 = 1.489, \quad S_2 = 0.0, \quad S_3 = 0.0, \quad \gamma_0 = 2.02$ and $b = 0.47$.

For the PMMA, the isotropic elastic-plastic-hydrodynamic model with an equation of state was used [35]. The required material parameters for PMMA are as follows [78]: shear modulus $2.39$ GPa, Yield stress $420.00$ MPa, plastic modulus $300.00$ MPa, Density $1180 \, \frac{\text{kg}}{\text{m}^3}$. The Gruneisen equation of state constants are as follows: $C_o = 2180.00 \, \frac{\text{m}}{\text{s}}, \quad S_1 = 2.088, \quad S_2 = -1.124, \quad S_3 = 0.0$ and $\gamma_0 = 0.85$. Numerical results showing longitudinal stress levels are presented in Fig 6.38. Correlation with experimental results [20] is presented in Fig. 6.39 for longitudinal stress in the case where spall fracture takes place in the specimen.
Fig. 6.37. Problem 9. Schematic diagram for spall fracture simulation of OFHC Copper, a PMMA backing plate has been included to capture stress at the PMMA-target plate interface.
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Fig. 6.38. Problem 9. Numerical simulation of spall in copper. A) depicts the Total Lagrangian SPH simulation when fracture is present, B) shows no fracture of the target. Contours of longitudinal stress shown.

Fig. 6.39. Problem 9. Numerical simulation of spall in copper. Total Lagrangian SPH vs experimental results. The blue line represents the stress level recorded at the PMMA-Target plate interface with a flyer speed of 305m/s and spall fracture is generated. The yellow line gives the stress level at the interface when the flyer travels at 200m/s and no fracture is present. The magenta line is the experimental data [20].
6.3.7 Hard debris penetration.

Problem 10.- The penetration of a 12 mm diameter sphere on a thin aluminum plate was simulated using the Total Lagrangian SPH code. This problem illustrates the normal impact of a steel sphere on a square, 0.10 x 0.10 m Al7010T7651 plate with 0.2 E-2 m thickness. The projectile velocity was 500 m/s, its mass was 7.12E-3 kg and it was characterised as elastic-plastic with hardening [35]. The material model employed to simulate the flow stress of the target plate was the Johnson-Cook Model with damage [35] as described in Problem 8 of this chapter. All material parameters, Johnson-Cook model parameters, elastic-plastic model parameters and the Gruneisen EOS parameters can be found in the input file in the Appendix and are reproduced here for completeness:

\[
A=479\text{MPa}, \quad B=323\text{MPa}, \quad n=0.410, \quad C=0.101, \quad m=1.80, \quad T_{\text{melt}}=850\text{K}, \quad T_{\text{room}}=300\text{K}, \quad c_v = 875\frac{\text{J}}{\text{kgK}}, \quad D_\ell = 0.450, \quad D_4 = 0.0138, \quad \text{the reference strain rate was } 1.0 \frac{1}{\text{s}}, \quad \text{the pressure cutoff was } -800\text{MPa}. \quad \text{For the Gruneisen equation of state the following parameters were used: } C=5328\frac{\text{m}}{\text{s}} \text{ for the velocity curve intercept, } S_i = 1.338 \text{ was the first slope coefficient, the Gruneisen coefficient } \gamma_0 = 2.0, \text{ the first order volume correction } a = 0.480 \text{ and the initial relative volume was set to 1.}
\]

Objective.-To demonstrate that the Total Lagrangian SPH code can accurately model a hard debris impact and penetration scenario.

SPH formulation used.-The Total Lagrangian SPH formulation was used in the solution of this problem. The symmetrised form of the particle equations was used and the interpolating function employed was the cubic spline. The domain was discretised into 30912 particles. The interaction between the two computational sub-domains was achieved through the frictionless contact algorithm developed by Vignjevic et al. [84]. The displacement of the particles
at the boundaries was set to zero in all directions. The smoothing length was set to 0.12 E-2 m. Full details on the input file can be found in the Appendix.

**Analytical background.** - The recommended ballistic limit empirical model developed by Fish and Summers (the empirical model can be found in [29] and [36]) was used to calculate the theoretical thickness of the aluminium plate. Their model is employed to establish the penetration threshold of thin ductile metal plates for a given size of projectile and impact velocity. Below this critical thickness, penetration should occur for the same projectile velocity, shape and mass. Fish and Summers derived this equation for a single wall shield based on impact velocities ranging from $500 \frac{m}{s}$ to $8500 \frac{m}{s}$ and for a variety of metallic targets ranging from magnesium-lithium alloys to beryllium-copper [36].

The equation is as follows:

$$t = K \times m^{0.352} \times V^{0.875} \times \rho^{1/6}$$  \hspace{1cm} (6.26)

Where:

$t=$ thickness in cm

$K=$ empirically determined constant, 0.57 for aluminium alloys

$m=$ mass of projectile in grams

$V=$ impact velocity in $\frac{km}{s}$

$\rho =$ projectile density in $\frac{g}{cm^3}$

For aluminium alloys $K$ has a value of 0.57.

For a spherical steel projectile of 12 E-3 m in diameter and an impact velocity of $500 \frac{m}{s}$, the critical thickness predicted by Eq (6.26) is $t=0.879$ E-2 m, in other words, the Fisher-Summers model predicts that a plate thinner than
0.879 E-2 m will be penetrated by a spherical projectile with the same geometric characteristics and impact velocity. The critical thickness was verified through the use of the Total Lagrangian SPH code and the results presented in this section are for a significantly thinner plate for which experimental results were available. In this case, projectile penetration should be expected.

**Results.** The simulation shows that penetration occurs when the thickness of the plate is reduced to 0.2 E-2 m. This has also been confirmed by projectile impact tests carried out at Cranfield University using a gas gun and a 12 E-3 m spherical steel projectile impacting on a 0.2E-2 m thick aluminium target plate (Fig 6.41). The simulation also predicts that fracture occurs when the level of effective plastic strain reaches 0.4 which is the approximate value of the first non-standard damage parameter in the Johnson-Cook model. The resulting type of fracture is typical of low velocity impacts. Fig 6.40 depicts a section of the 3-D model during impact. The bulged zone in the plate is the area where plastic deformation takes place before fracture commences, this has been corroborated by the experimental results obtained at Cranfield (Fig. 6.41). Also typical of low velocity impact penetration in ductile materials is plugging accompanied by petaling rather than fragmentation of the projectile and target plate [87]. Plugging is typical of impact by a blunt or hemispherical nose striker travelling at relatively low velocities. In this case, a nearly cylindrical slug of approximately the same diameter as the projectile is formed. This slug is shown in fig 6.40 and 6.41.

Figure 6.41 shows a sequence of the projectile impact and penetration on the aluminium plate. The images depicted correspond to response times t=0, 15.057, 53.045, 60.039, 104.02 and 179.06 µs. The variable shown is the value of effective plastic strain as defined in problem 6 in this chapter.
Fig. 6.40. Problem 10. Simulation of penetration of a steel sphere on an aluminium plate.

Fig. 6.41. Problem 10. Experimental results. Note the plastic deformation undergone by the specimen and the petaling typical of low velocity impacts. Projectile: 12mm diameter steel sphere. Target: 2mm thickness aluminium plate, impact velocity $\frac{m}{s} = 500$.
Summary.

The effectiveness of the total Lagrangian SPH approach to simulate dynamic events in solids was demonstrated in the ten problems presented in this chapter. The versatility of the SPH method has been demonstrated by characterising a diverse range of impact scenarios from the elastic impact of two rods, to hard debris impact penetration. Some real engineering problems that deal with hard debris impact and spall fracture have been considered and the resulting SPH approximations have been compared with standard non-linear finite element approximations and with experimental results whenever available (Problems 8 and 9).

A direct comparison between three SPH schemes, namely ordinary Total Lagrangian and two normalised-corrected schemes, has been carried out in problem 3. From the constant and linear velocity field approximations
Presented in problem 3 it can be concluded that the proposed correction used in the Total Lagrangian SPH scheme has equivalent accuracy as its ordinary corrected Eulerian SPH counterpart when symmetrisation terms are introduced in the discretised equations. Furthermore, the proposed correction to the approximation of derivatives (Problem 3) render the method 1st order consistent and the normalisation of the smoothing function ensures that the particle deficiency problem at the boundaries is corrected (Problem 3,4).

Finally, problems that address tensile instability in 1, 2 and 3 dimensions were dealt with successfully through the use of the Total Lagrangian scheme and the efficacy of the code to remove this undesirable effect was demonstrated in problems 1, 5, 6, and 7.
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CHAPTER 7

SPH: ALTERNATIVE FORMULATION AND FURTHER ENHANCEMENTS

Introduction

In Chapter 2, the conservation equations were derived using a kernel approximation based on randomly distributed interpolating nodes. A symmetry term which ensures zero order consistency was introduced based on the symmetric properties of the smoothing function. In this chapter, an attempt to explain the origin of the symmetry term is made based on the general theory of mixed Lagrangian-Eulerian descriptions [41]. An alternative form of the conservation equations in the framework of SPH is provided in this chapter. Subsequently the material form of the continuity equation as provided by
Belytschko et al. in [4] is derived and the resulting equation is discretised using the standard SPH method. The advantages of the continuity equation when derived in this form are: a) It creates a link between the Lagrangian and Eulerian descriptions as it uses elements of both to express the conservation of mass, and b) it can serve as the foundation for the implementation of the space conservation law [23] in the MCM SPH code.

The conservation of mass is derived in SPH considering a variable smoothing length and an alternative discretised form of this physical law is supplied. Again, this expression and the methodology presented here can be used as the basis for a fully consistent SPH code that makes use of varying smoothing length when approximating the conservation laws. A 1-D numerical example is also supplied.

Finally, the XSPH method is introduced in the Total Lagrangian SPH code and the implications of smoothing the velocity for the purposes of updating particle positions is considered and the advantages of such a scheme demonstrated by a 1-D example.

7.1 The Conventional SPH Method Based on Eulerian Kernel Functions.

It has been discussed in Chapter 2 that SPH uses a kernel approximation which is based on randomly distributed interpolating points with no fixed connectivity to calculate spatial derivatives through analytical differentiation of a kernel function. In SPH each particle \( I \) interacts with all other particles \( J \) that are within a given distance (usually assumed to be \( 2h \)) from it. \( h \) (the smoothing length) determines the spatial resolution of the calculations and it can be fixed or variable. The interaction between \( I \) and \( J \) is weighted by the smoothing (or kernel) function \( W(|\vec{x} - \vec{x}'|, h) \). Using this principle, the value of a continuous function can be estimated at any location within the domain using known values at surrounding particles \( J \). Likewise, we can construct a differentiable interpolant of a function from its values at the particles \( J \) by using a differentiable kernel.
In order to generate SPH equations, the conventional method suggests keeping the position of the kernel support fixed in space \((\mathbf{x} = \text{constant})\) while the integration over the support is performed. In other words, the location of the support is determined by the current position of particle \(i\) and does not change over a given time-step in the integration process. This is represented graphically in Fig. 7.1. The next section is a brief reminder of the procedure followed to obtain SPH equations. Subsequently the general theory for mixed Lagrangian-Eulerian descriptions will be given and the main principles of this theory will be used to derive an alternative form of SPH equations in a moving coordinate system.

7.1.1 The conventional SPH discretisation method revisited.

A vector function \(f\) can be approximated using the conventional kernel interpolation as \([3]:\)

\[
\langle f(\mathbf{x}) \rangle \approx \int f(\mathbf{x}') W(|\mathbf{x}' - \mathbf{x}|, h) d\Omega
\]  

(7.1)

where: \(W\) is the kernel function and depends upon distance \(|\mathbf{x}' - \mathbf{x}|\),

- \(\mathbf{x}\) is a parameter,
- \(\mathbf{x}'\) is variable,
- \(h\) a width control parameter (the smoothing length).
- \(\Omega\) is the kernel support centred at a point \(\mathbf{x}\)

The kernel function must satisfy the following requirements \([30, 50, 54, 80]:\):

- \(W(|\mathbf{x}' - \mathbf{x}|, h) = 0\) when \(|\mathbf{x}' - \mathbf{x}| \geq kh\) (i.e. the kernel should exhibit compact support). \(k\) is a scale factor that determines the supporting area of the smoothing function.
- \(W(|\mathbf{x}' - \mathbf{x}|, h) > 0\) in the compact support area where \(|\mathbf{x}' - \mathbf{x}| \leq kh\)
- Integration of \(W\) over the entire domain is unity

\[
\int_{\Omega} W(|\mathbf{x}' - \mathbf{x}|, h) d\mathbf{x}' = 1
\]
Due to the symmetric nature of the kernel function, the following expression should hold:

\[
\frac{\partial W(0,h)}{\partial x'} = 0
\]  

Note that the kernel has to be differentiable at least once since the kernel approximation allows spatial gradients to be determined from the values of the function and the first spatial derivative of the kernel rather than the derivatives of the function itself. In addition, the derivative should be continuous to prevent large fluctuations in the values of the variables of particle I.

In the limit \( W \) equals the Dirac delta function as \( h \) approaches zero.

\[
\lim_{h \to 0} W(\|\vec{x} - \vec{x}'\|,h) = \delta(\|\vec{x} - \vec{x}'\|)
\]  

The second step is to convert the kernel integrals into a volume weighted sum. This is known as particle approximation. Thus

\[
f_i = f(\vec{x}_i) \approx \left\langle f(\vec{x}_i) \right\rangle = \sum_{j=1}^{N} f(\vec{x}_j) \frac{m_j}{\rho_j} W_{ij}
\]  

Fig. 7.1 A 2D domain of a kernel function in the conventional SPH method
In the equation above the subscript \( I \) and \( J \) denote particle number, \( m_j \) and \( \rho_j \) the mass and the density of particle \( J \), \( N \) the number of neighbours of particle \( I \) (the number of particles that interact with particle \( I \), i.e. the support of the Kernel) and \( W_{ij} = W(|\vec{x}_i - \vec{x}_j|, h) \).

7.2 General Theory of Mixed Lagrangian-Eulerian descriptions.

In this section, the general kinematic theory developed by T.J.R. Hughes et al. [41] is presented. Their results serve as the basis of the mixed Lagrangian-Eulerian descriptions. In the present study, we make use of their approach to express the conservation equations in a moving coordinate frame. Likewise, we use their notation to refer to body configurations and co-ordinates systems. The notation used by Hughes et al. is as follows (Refer to Fig 7.2):

\( r = \) Referential co-ordinates
\( \Omega_r = \) Referential domain
\( x = \) Spatial/Eulerian co-ordinates
\( \Omega_x = \) Spatial domain
\( X = \) Material/Lagrangian co-ordinates
\( \Omega_X = \) Initial/Material configuration
\( x = \varphi(X,t) = \) mapping of initial into current configuration (7.5)
\( x = \phi(r,t) = \) mapping of referential configuration into current configuration (7.6)
\( r = \phi(X,t) = \) mapping of initial configuration into referential configuration (7.7)
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![Diagram of domains and mappings for mixed Lagrangian-Eulerian description](image)

Fig. 7.2 Schematic diagram of domains and mappings for mixed Lagrangian-Eulerian description (from [41]).

Time derivatives:
\[
\frac{\partial r_i}{\partial t} = 0, \quad \frac{\partial x_i}{\partial t} = 0, \quad \frac{\partial X_i}{\partial t} = 0 \quad (7.8)
\]

Spatial derivatives:
\[
\frac{\partial r_i}{\partial j} = \delta_{ij}, \quad \frac{\partial x_i}{\partial j} = \delta_{ij}, \quad \frac{\partial X_i}{\partial j} = \delta_{ij} \quad (7.9)
\]

A convective velocity term is developed as follows:

Using (7.6) and (7.7) we can construct the following composition of functions:

\[
x_i = \phi(r,t) = \phi(\phi(X,t),t) \quad (7.10)
\]

Deriving (7.10) with respect to time whilst keeping X constant yields:

\[
\frac{\partial x_i}{\partial t} = \dot{u}_i = \delta_{ij} \frac{\partial X_i}{\partial t} + \delta_{ij} \frac{\partial \phi_j}{\partial X_j} \quad (7.11)
\]

With \(\frac{\partial \phi_i}{\partial j} = \delta_{ij} + \frac{\partial \phi_j}{\partial X_j} \frac{\partial X_i}{\partial t} \), \(\frac{\partial \phi_i}{\partial t} = \dot{\phi}_i\) and \(\frac{\partial \phi_i}{\partial X_j} = x'_i = \dot{u}'_i\) as in [41] we can re-write (7.11) as:

\[
\dot{u}_i = \left(\delta_{ij} + \frac{\partial \phi_j}{\partial X_j}\right) \frac{\partial \phi_i}{\partial t} + x'_i \quad (7.12)
\]

And finally:

\[
\dot{u}_i = x_{ij} \dot{w}_j + \dot{u}'_i \quad (7.13)
\]
From (7.13) we can obtain the convective velocity term as follows:

\[ \dot{w}_i = \frac{1}{x_{ij}} (\dot{u}_i - \dot{u}_j) \quad (7.14) \]

\[ \dot{w}_i = r_{ij} c_i \quad (7.15) \]

where \( c_i \) is the convective velocity term \( c_i = (\dot{u}_i - \dot{u}_j) \) \( \quad (7.16) \)

Due to the Eulerian nature of the conventional SPH method, we are interested in mapping Spatial co-ordinates into a Referential domain which remains fixed on a given SPH particle. We define a function \( g \) as in [41] such that: \( g : \Omega_x \times ]0, T[ \rightarrow \mathbb{R} \).

We would like to define the mapping between a function \( g \) in \( \Omega_x \) and a function \( f \) in \( \Omega_r \). The composition of functions is carried out as follows:

\[ g(x, t) = g(\phi(r, t), t) = f(r, t) \quad (7.17) \]

the derivative of \( g \) with respect to time at a referential point \( r \) (Using Hughes et al. notation [41] and the derivative of composition of functions rule) yields:

\[ \frac{\partial g(\phi(r, t), t)}{\partial t} = f'(r, t) \bigg|_r = \frac{\partial g(\phi(r, t), t)}{\partial x_i} \frac{\partial x_i}{\partial t} \bigg|_r + \frac{\partial g(\phi(r, t), t)}{\partial t} \bigg|_x \quad (7.18) \]

Following Hughes et al. notation [41] we can write:

\[ \frac{\partial x_i}{\partial t} \bigg|_r = \frac{\partial \phi}{\partial t} = \dot{u}_i' \quad (7.19) \quad \text{and} \quad \frac{\partial f'(r, t)}{\partial x_i} = \frac{\partial g(\phi(r, t), t)}{\partial x_i} \quad (7.20) \]

Using (7.18), (7.19) and (7.20) yields:

\[ f'(x, t) = f_j \dot{u}_i' + f_s \quad (7.21) \]

(7.13) in (7.21) yields:

\[ f' + f_j x_{ij} \dot{w}_i = f_s + f_j \dot{u}_i \quad (7.22) \]

which can be re-written as:

\[ f' + f_j \dot{w}_i = f_s + f_j \dot{u}_i \quad (7.23) \]

as in [41].
$f'$ represents the time variation of $f(r,t)$ at a constant referential co-ordinate $r,$ i.e. the local change.

$f_r$ represents the gradient of $f(r,t)$ with respect to referential co-ordinates $r$

$\dot{w}$ represents the difference between the velocity of a material point $X$ and the velocity of our referential point $r$ multiplied by the Jacobian which transforms spatial into referential co-ordinates.

7.3 SPH discretisation of the Conservation Equations of Continuum Mechanics in a moving reference frame.

In order to express the conservation equations in a referential domain, we make use of the general theory developed by Hughes et al. [41] for the mixed Lagrangian-Eulerian descriptions of motion. To accomplish this task let us introduce a moving Cartesian frame attached to the particle $I$. In doing so the distance $|\bar{x} - \bar{x}'|$ that the kernel function $W$ depends on, becomes a function of two variables $\bar{x}$ and $\bar{x}'$. The smoothing length $h$ of the interpolation function (centred at particle $I$) defines the kernel support or control volume (CV) over which the smoothing is performed. In general, the continuum occupying the CV moves relative to the CV everywhere apart from the location defined by $\bar{x}$.

---

![Fig. 7.3 A 2D representation of domain of a kernel function in a moving coordinate system.](image-url)
In the case of discrete forms, neighbouring particles move relative to the control volume with a velocity \( \vec{v}_{r} = \vec{v}'_{j} - \vec{v}_{i} \), where \( \vec{v}'_{j} \) is the velocity of a material point within the CV and \( \vec{v}_{i} \) is the velocity of the referential point at \( \vec{x} \). The velocity of the CV is identical to the velocity of particle \( I \). This is represented schematically in Fig. 7.3.

In this analysis the SPH derivation uses the strong form of the conservation equations expressed in the moving coordinate system.

7.3.1 Conservation of mass.

Applying the procedure found in [41] the mass conservation equation in spatial coordinates can be rewritten in a referential frame as follows:

\[
\left. \frac{\partial \rho}{\partial t} \right|_{r} + \hat{w} \nabla_{r} \rho + \rho \nabla_{x} \cdot \vec{v} = 0 \tag{7.24}
\]

From the definition of \( \hat{w} \) we obtain:

\[
\left. \frac{\partial \rho}{\partial t} \right|_{r} + \frac{\partial r}{\partial x} (\rho |_{x} - \hat{\rho} |'_{x}) \nabla_{r} \rho + \rho \nabla_{x} \cdot \vec{v} = 0 \tag{7.25}
\]

The reference and spatial coordinate systems remain parallel, hence (7.6) can be rewritten as:

\[
\left. \frac{\partial \rho}{\partial t} \right|_{r} + \rho \nabla_{x} (\rho |_{x} - \hat{\rho} |'_{x}) \nabla_{r} \rho = 0 \tag{7.26}
\]

Multiplying (7.26) by the interpolating function \( W \) and integrating over the sub-domain \( \Omega \) we obtain:

\[
\int_{\Omega} \left. \frac{\partial \rho}{\partial t} \right|_{r} W_{\rho} d\Omega = - \int_{\Omega} \rho \nabla_{x} (\rho |_{x} - \hat{\rho} |'_{x}) \nabla_{r} W_{\rho} d\Omega \tag{7.27}
\]

Integrating by parts the second integral on the RHS of Eq. (7.27):

\[
\int_{\Omega} \hat{\rho}, \nabla_{r} (\rho W_{\rho} d\Omega = \int_{\Omega} \nabla_{r} (\hat{\rho}, \rho W_{\rho} d\Omega - \int_{\Omega} \rho W_{\rho} \nabla_{r} \hat{\rho}, d\Omega - \int_{\Omega} \rho \hat{\rho}, \nabla_{r} W_{\rho} d\Omega \tag{7.28}
\]

Dropping boundary terms:

\[
\int_{\Omega} \hat{\rho}, \nabla_{r} (\rho W_{\rho} d\Omega = \int_{\Omega} \rho W_{\rho} \nabla_{r} \hat{\rho}, d\Omega - \int_{\Omega} \rho \hat{\rho}, \nabla_{r} W_{\rho} d\Omega \tag{7.29}
\]

The first integral on the RHS of Eq.(7.29) yields:
And the second integral yields:

\[- \int_{\Omega} \rho \hat{u}_r \nabla_r W_\mu d\Omega \approx - \rho_j v_i \sum_{j \in S} \frac{m_j}{\rho_j} \nabla_r W_\mu \]  

(7.31)

Also in the second integral on the RHS of Eq. (7.27):

\[- \int_{\Omega} v_l \nabla_l \rho W_\mu d\Omega \approx v_i \sum_{j \in S} m_j \nabla_r W_\mu \]  

(7.32)

The first integral on the RHS of Eq. (7.27) can be discretised as:

\[- \int_{\Omega} \rho \nabla_x (v) W_\mu d\Omega \approx \rho_j \sum_{j \in S} v_j \frac{m_l}{\rho_j} \nabla_x W_{lj} \]  

(7.33)

Finally:

\[\langle \dot{\rho} \rangle = \rho_j \sum_{j \in S} (v_j - v_i) \frac{m_l}{\rho_j} \nabla_x W_{lj} + v_l \sum_{j \in S} m_j \nabla_r W_\mu + \rho_j \sum_{j \in S} v_j \frac{m_l}{\rho_j} \nabla_x W_{lj} \]  

(7.34)

7.3.2 Conservation of momentum.

The momentum equation in the absolute co-ordinate frame is stated as:

\[\frac{\partial (\rho \bar{v})}{\partial t} + \nabla (\rho \bar{v} \otimes \bar{v}) = \nabla \bar{\sigma} \]  

(7.35)

In referential coordinates this is expressed in index notation as:

\[\rho \left[ \frac{\partial (x_{i,k} \dot{w}_j + \dot{u}_l')}{\partial t} + \dot{w}_j \nabla_j (x_{i,k} \dot{w}_k + \dot{u}_l') \right] = \nabla_j \left( \dot{\sigma}_{mn} \frac{\partial r_m}{\partial x_j} \frac{\partial r_n}{\partial x_j} \right) \]  

(7.36)

\(\dot{\sigma}\) is the stress tensor in referential configuration. This expression can be rewritten as:

\[\frac{D \dot{u}(r,t)}{Dt} = \frac{1}{\rho} \nabla_j (\dot{\sigma}_j) \]  

(7.37)

kernel approximation of the above leads to:

\[\int_{\Omega} \frac{D \dot{u}}{Dt} W_\mu d\Omega = \int_{\Omega} \left( \frac{1}{\rho} \nabla \dot{\sigma} W_\mu \right) d\Omega \]  

(7.38)
7.3.3 Constitutive equation.

The velocity gradient in absolute coordinates is written as:

\[ L_{ij} = \frac{\partial v_i}{\partial x_j} \]  

(7.39)

in referential coordinates:

\[ \dot{L}_{ij} = \frac{\partial}{\partial r_j} \left( x_{i\mu} \dot{w}_\mu + \ddot{u}_i \right) \]  

(7.40)

From (7.39) the rate of deformation in referential coordinates can be calculated as the symmetric part of the velocity gradient:

\[ \dot{\varepsilon} = \frac{1}{2} \left( \frac{\partial}{\partial r_j} \left( x_{i\mu} \dot{w}_\mu + \ddot{u}_i \right) + \frac{\partial}{\partial r_i} \left( x_{j\nu} \dot{w}_\nu + \ddot{u}_j \right) \right) \]  

(7.41)

for an elastic isotropic material the generalised Hooke's law in referential coordinates is written as:

\[ \dot{\sigma}_{ij} = C_{ijkl} \dot{\varepsilon}_{kl} \]  

(7.42)

where the stress rate is given by:

\[ \dot{\sigma}_{ij} = \frac{d\sigma_{ij}}{dt} + \dot{\sigma}_{ik} \omega_k + \dot{\sigma}_{kj} \omega_k \]  

(7.43)

The spin tensor \( \omega \) can be calculated from (7.40) and (7.41) and \( \frac{d\sigma_{ij}}{dt} \) is used to update the values of stress.

7.4 Material Form of the Continuity Equation in SPH.

In this section an alternative form of the conservation of mass equation is derived and discretised in an SPH framework. The material form of the continuity equation is provided in [4] without proof. The SPH form of this equation is similar to the standard SPH equation in Eulerian coordinates in that it contains a total derivative and a velocity gradient term. In addition, it also contains a Jacobian term, which is present in the conservation of mass equation expressed in a Lagrangian referential. The resulting SPH equation could be used as a link between Eulerian and Total Lagrangian SPH codes if such a
scheme was required or when mapping from one configuration to another proved advantageous. The continuity equation employed in standard SPH codes adopts the following form in a Cartesian referential:

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho v_i)}{\partial x_i} = 0$$

(7.51)

where $x$ is the spatial or Eulerian coordinate, $\rho$ is the density and $v$ is the velocity of material particle $i$.

If material coordinates are used, the conservation of mass implies:

$$\int_{V_0} \rho_0(x_1, x_2, x_3, t_0) dV_0 = \int \rho(x_1, x_2, x_3, t) dV$$

(7.52)

where $V$ is the volume occupied at time $t$ by the material which occupied $V_0$ at time $t_0$ and $X$ are the material coordinates.

This can be rewritten as:

$$\int_{V_0} \rho_0(x_1, x_2, x_3, t_0) dV_0 = \int \rho(x_1(x_1, x_2, x_3), x_2(x_1, x_2, x_3), x_3(x_1, x_2, x_3), t) J dV_0$$

(7.53)

from which we can write:

$$\rho J = \rho_0$$

(7.54)

In Eq. (7.54), the product $\rho J$ and $\rho_0$ remain constant for each particle.

The equation above bears no resemblance to Eq. (7.51) in spatial coordinates. However, they express the same physical assumption which is the conservation of mass.

By taking the total derivative of the previous expression we obtain:

$$\frac{D(\rho J)}{Dt} = 0$$

(7.55)

where $\frac{D}{Dt} = \frac{\partial}{\partial t} + v \nabla$ (7.56).

the derivative yields:

$$\frac{D(\rho J)}{Dt} = \frac{D\rho}{Dt} J + \frac{DJ}{Dt} \rho = 0$$

(7.57)

The material derivative of the Jacobian is found as follows:
SPH: ALTERNATIVE FORMULATION AND FURTHER ENHANCEMENTS

\[
\frac{DJ}{Dt} = \frac{D}{Dt} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
\]

(7.58)

The derivative of a third order determinant is the sum of three terms in each of which only one row is differentiated:

\[
\begin{vmatrix}
\frac{\partial v_1}{\partial x_1} & \frac{\partial v_1}{\partial x_2} & \frac{\partial v_1}{\partial x_3} \\
\frac{\partial v_2}{\partial x_1} & \frac{\partial v_2}{\partial x_2} & \frac{\partial v_2}{\partial x_3} \\
\frac{\partial v_3}{\partial x_1} & \frac{\partial v_3}{\partial x_2} & \frac{\partial v_3}{\partial x_3}
\end{vmatrix} = 0
\]

(7.59)

If we regard \( v \) as a function of \( x_1, x_2, x_3 \) then:

\[
\frac{\partial v_i}{\partial x_j} = \frac{\partial v_i}{\partial x_k} \frac{\partial x_k}{\partial x_j}
\]

(7.60)

which implies the first determinant in (7.59) can be rewritten as:

\[
\begin{vmatrix}
\frac{\partial v_1}{\partial x_1} & \frac{\partial v_1}{\partial x_2} & \frac{\partial v_1}{\partial x_3} \\
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
\]

(7.61)

Now, if each element in any column or row of a determinant is expressed as the sum of two or more quantities (as in the case of the repeated index in the first column of the determinant above), the original determinant can be expressed as the sum of two or more determinants of the same order:
\[
\begin{vmatrix}
\frac{\partial v_1}{\partial x_1} & \frac{\partial v_1}{\partial x_2} & \frac{\partial v_1}{\partial x_3} \\
\frac{\partial v_2}{\partial x_1} & \frac{\partial v_2}{\partial x_2} & \frac{\partial v_2}{\partial x_3} \\
\frac{\partial v_3}{\partial x_1} & \frac{\partial v_3}{\partial x_2} & \frac{\partial v_3}{\partial x_3}
\end{vmatrix}
= \frac{\partial v_1}{\partial x_1} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
+ \frac{\partial v_2}{\partial x_1} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
+ \frac{\partial v_3}{\partial x_1} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
\]

(7.62)

Since all elements in a row are multiplied by a factor, the determinant itself is multiplied by the factor:

\[
\begin{vmatrix}
\frac{\partial v_1}{\partial x_1} & \frac{\partial v_1}{\partial x_2} & \frac{\partial v_1}{\partial x_3} \\
\frac{\partial v_2}{\partial x_1} & \frac{\partial v_2}{\partial x_2} & \frac{\partial v_2}{\partial x_3} \\
\frac{\partial v_3}{\partial x_1} & \frac{\partial v_3}{\partial x_2} & \frac{\partial v_3}{\partial x_3}
\end{vmatrix}
= \frac{\partial v_1}{\partial x_1} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
+ \frac{\partial v_2}{\partial x_1} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
+ \frac{\partial v_3}{\partial x_1} \begin{vmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{vmatrix}
\]

(7.63)

where the last two determinants are zero, therefore:

\[
\begin{vmatrix}
\frac{\partial v_1}{\partial x_1} & \frac{\partial v_1}{\partial x_2} & \frac{\partial v_1}{\partial x_3} \\
\frac{\partial v_2}{\partial x_1} & \frac{\partial v_2}{\partial x_2} & \frac{\partial v_2}{\partial x_3} \\
\frac{\partial v_3}{\partial x_1} & \frac{\partial v_3}{\partial x_2} & \frac{\partial v_3}{\partial x_3}
\end{vmatrix}
= \frac{\partial v_i}{\partial x_i} J
\]

(7.64)

Similarly, we can proceed with the rest of the determinants to obtain:
\[
\frac{DJ}{Dt} - \frac{\partial v_1}{\partial x_1} J - \frac{\partial v_2}{\partial x_2} J - \frac{\partial v_3}{\partial x_3} J = 0
\]  \hspace{1cm} (7.65)

Which is equivalent to

\[
\frac{DJ}{Dt} - J \nabla \tilde{\nu} = 0
\]  \hspace{1cm} (7.66)

This equation is given by Belytschko et al. in [4] without demonstration.

Eq (7.66) in Eq (7.57) yields:

\[
\frac{D\rho}{Dt} + \rho \nabla \tilde{\nu} = 0
\]  \hspace{1cm} (7.67)

i.e. same as Eq. (7.51)

Equation (7.66) was implemented in the SPH code. The results obtained with this equation and Eq (7.67) are identical. In other words, the density update in SPH can be carried out using Eq (7.54) and Eq. (7.66) or alternatively Eq (7.67).

The potential advantage of Eq. (7.66) is that it might prove useful in certain problems that involve a moving integration volume where the conservation of space law has to be solved simultaneously with the mass, momentum and energy conservation equations [23]. The conservation of space law states that:

\[
\frac{1}{\sqrt{g}} \left( \frac{\partial \sqrt{g}}{\partial t} \right) - \nabla \tilde{\nu} = 0
\]  \hspace{1cm} (7.68)

where \( \sqrt{g} \) is the determinant of the metric tensor. In a Cartesian coordinate system \( \sqrt{g} \) gets calculated through Eq (4.8) provided in Chapter 4.

Note the similarities between (7.68) and (7.66). In the specific case of the Total Lagrangian SPH code the equation that allows us to approximate (7.66) is written as follows:

\[
\frac{1}{J^n} \frac{J^{n+1} - J^n}{\Delta t} - \text{trace} \tilde{\mathbf{D}} = 0
\]  \hspace{1cm} (7.69)

where \( J^n = \det |\mathbf{F}^n| \)

and the gradient of deformation is calculated in SPH as:
\[
\left\{ \mathbf{F}(\mathbf{X}_i) \right\} = -\sum_{j \in S} (\mathbf{u}_j - \mathbf{u}_i) \otimes \nabla_{\mathbf{X}_j} W(\mathbf{X}_j - \mathbf{X}_i, h_0) \mathbf{v}_j^0 + \mathbf{I} \tag{7.70}
\]

7.5 Integration of the Conservation of Mass Equation in SPH with Variable Smoothing Length.

In SPH, Eq. (2.51) introduced in Chapter 2 is generally used to update particle densities during the integration process. However, it is Eq. (2.48) that ensures mass is conserved locally at every particle. Note that meeting Eq. (2.51) does not imply Eq. (2.48) is met and vice-versa. Eq. (2.48), \( \rho(\mathbf{x}_i) = \sum_{j \in S} m_j W(\mathbf{x}_i - \mathbf{x}_j, h) \), is rarely used in SPH computations. Most hydrocodes use Eq. (2.51), \( \frac{D \rho(\mathbf{x}_i)}{Dt} = \rho_i \sum_{j \in S} \frac{m_j}{\rho_j} (\mathbf{v}_i - \mathbf{v}_j) \cdot \nabla_{\mathbf{x}_i} W(\mathbf{x}_j - \mathbf{x}_i, h) \), to perform the density update at every time step.

The purpose of this section is to introduce the concept of variable smoothing length and Eq. (2.48) to ensure conservation of mass as expressed by Eq (2.48) is met which should yield a more accurate density calculation in SPH.

One way in which the particle mass and the smoothing length are related is through the following expression [80]:

\[
m = \rho h^{n_{\text{dim}}} \tag{7.71}
\]

where \( n_{\text{dim}} \) is the problem dimension, \( m \) is the mass and \( \rho \) is the particle density.

If the initial mass at a particle level is to be conserved during the deformation process, the following must hold:

\[
h = h_0 \left( \frac{\rho_0}{\rho} \right)^{1/n_{\text{dim}}} \tag{7.72}
\]

In 3-D the previous equation becomes:
\[ h = h_0 \left( \frac{\rho_0}{\rho} \right)^{1/3} \]  \hspace{1cm} (7.73)

The derivative of the previous equation with respect to time yields the well known Benz relation [7]:

\[ \frac{dh}{dt} = -\frac{1}{3} h_0 \frac{\rho_0}{\rho^2} \frac{d\rho}{dt} \left( \frac{\rho_0}{\rho} \right)^{-2/3} \]  \hspace{1cm} (7.74)

With the value of \( h_0 \) from Eq (7.73) in Eq (7.74) yields:

\[ \frac{dh}{dt} = -\frac{1}{3} \frac{h}{\rho} \frac{d\rho}{dt} \]  \hspace{1cm} (7.75)

The main idea is to use Eq. (7.75) to update \( h \). With the updated \( h \), the smoothing function gets calculated and Eq. (2.48) is then introduced to update the particle density at every particle. Eq (7.72) is then introduced to update the smoothing length independently. If the value of the smoothing length obtained with Eq (7.72) is different from the smoothing length calculated with (7.75), then using the the smoothing length calculated with Eq (7.72), calculate the smoothing function and the new particle density with Eq. (2.48) until the two values of the smoothing length calculated independently converge (refer to the flow chart provided below, Fig. 7.6).

This has been implemented and results obtained for a 1-D case. Refer to figures 7.4 and 7.5 for 1-D stress levels and value of the smoothing length.

The results presented here are for two bars, one stationary and the other travelling at 100 m/s towards the stationary bar. The problem was discretised into 2000 particles, 500 of which belonged to the moving bar. The inter-particle spacing was 1E-3 m and the bars were defined as linear elastic. The quadratic bulk viscosity coefficient was set to 1.5 and the linear bulk viscosity coefficient was set to 0.06. The smoothing length was set to 1.2E-3 m and the smoothing function employed was the cubic spline. Kernel type of contact was used to capture the interaction of the two bars. The density of the
bars was set to 1000 $\frac{\text{kg}}{\text{m}^3}$, the Young modulus was set to 90E 9 Pa and the Poisson ratio was 0.2.

Fig 7.4 Value of smoothing length and value of stress for a variable smoothing length scheme.

Fig 7.5 Stress wave computed with constant smoothing length scheme.
7.5.1 Derivation of the discretised conservation of mass equation with a variable smoothing length.

In this section an attempt is made to derive a discretised form of the conservation of mass equation which makes use of Eq. (2.48) which is rewritten here for the sake of clarity:

\[
\langle \rho_j \rangle = \sum_{j \in S} m_j W(\tilde{x}_i, \tilde{x}_j, h) \tag{7.76}
\]

The time derivative of Eq(7.76) yields:

\[
\frac{d\rho_j}{dt} = \sum_{j \in S} m_j \frac{dW(\tilde{x}_i, \tilde{x}_j, h)}{dt} \tag{7.77}
\]

since the smoothing length is no longer constant, the resulting derivative of the smoothing function is:

\[
\frac{dW_j}{dt} = \frac{\partial W_j}{\partial t} + a \frac{\partial W_j}{\partial h} \tag{7.78}
\]

where:

\[W_{ij} = W(\tilde{x}_i, \tilde{x}_j, h)\] and \[\tilde{r}_{ij} = \tilde{x}_i - \tilde{x}_j\]

The derivative of the smoothing length with respect to time in Eq(7.78) can be rewritten in the following way:

\[
\frac{dh}{dt} = \frac{d\rho_i}{d\rho_j} \frac{d\rho_j}{dt} \tag{7.79}
\]

Hence Eq(7.78) can be rewritten as

\[
\frac{dW_{ij}}{dt} = \frac{\partial W_{ij}}{\partial \tilde{r}_{ij}} \tilde{v}_{ij} + \frac{\partial W_{ij}}{\partial h} \left( \frac{dh}{d\rho_j} \frac{d\rho_j}{dt} \right) \tag{7.80}
\]

Substituting Eq (7.80) into Eq (7.81):

\[
\frac{d\rho_j}{dt} = \sum_{j \in S} m_j \left( \frac{\partial W_{ij}}{\partial \tilde{r}_{ij}} \tilde{v}_{ij} + \frac{\partial W_{ij}}{\partial h} \left( \frac{dh}{d\rho_i} \frac{d\rho_i}{dt} \right) \right) \tag{7.81}
\]

which can be rewritten as
\[
\frac{d\rho_I}{dt} \left( 1 - \sum_{k \in S} m_k \frac{\partial W_{jk}}{\partial h} \frac{dh}{d\rho_I} \right) = \sum_{j \in S} m_j \frac{\partial W_{IJ}}{\partial \bar{v}_I} \bar{v}_J 
\]  

(7.82)

From Eq (7.82)

\[
\frac{d\rho_I}{dt} = \frac{\sum_{j \in S} m_j \frac{\partial W_{IJ}}{\partial \bar{v}_I} (\bar{v}_I - \bar{v}_J)}{\left( 1 - \sum_{k \in S} m_k \frac{\partial W_{jk}}{\partial h} \frac{dh}{d\rho_I} \right)} 
\]  

(7.83)

This procedure can be extended to all conservation laws. The advantage of this procedure over the procedure summarised in Fig. 7.5 is that Eq. (7.83) incorporates a varying smoothing length implicitly. This implies there is no need for an additional equation to be introduced during the simulation process, thus reducing the computational effort during every time step.
Assign smoothing length to all particles (read from input file or calculate)

Initialise all variables, calculate neighbour search and calculate rate of deformation tensor

Update the smoothing length using
\[
\frac{dh}{dt} = \frac{1}{3} \frac{h d \rho}{\rho dt}
\]
at every particle

Update particle density using
\[
\rho(\vec{x}_i) = \sum_{j \in S} m_j \mathcal{W}(\vec{x}_i - \vec{x}_j, h)
\]

With density \( \rho_0 \) from previous time step, updated density \( \rho(\vec{x}_i) \) and with the smoothing length from previous time step \( h_0 \), update the smoothing length using
\[
h = h_0 \left( \frac{\rho_0}{\rho} \right)^{1/\text{ndim}}
\]

Compare smoothing length updated with
\[
h_1 = h_0 \left( \frac{\rho_0}{\rho} \right)^{1/\text{ndim}}
\]
with smoothing length updated with
\[
\frac{dh_2}{dt} = \frac{1}{3} \frac{h d \rho}{\rho dt}
\]

\[
\frac{|h_1 - h_2|}{h_2} \leq \text{user defined parameter?}
\]

Carry on with programme execution

Fig. 7.6 Alternative formulation for conservation of mass equation and variable smoothing length.
7.6 Further Stabilisation of the Code: XSPH.

In conventional SPH the position of the particles is updated using 
\[ \frac{du_{ji}}{dt} = V_{ji} \]. The XSPH variant updates the position of a particle with a velocity that is closer to the average velocity in its neighborhood. The expression for XSPH is given in [62] by:

\[
\frac{du}{dt} = \dot{V}_j = V_j + \varepsilon \sum_{i \in S} \frac{m_i}{\rho_{ji}} \left( \frac{V_i}{\rho_{ji}} \right) W(X_j - X_i, h) \tag{7.84}
\]

with \( \rho_{ji} = \frac{\rho_j + \rho_i}{2} \) and \( 0 \leq \varepsilon \leq 1 \) as a constant.

The XSPH variant has proven useful in the simulation of nearly incompressible fluids such as water, where it keeps the particles orderly in the absence of viscosity.

The results presented here show the effectiveness of SPH to smooth a stress wave profile. XSPH seems to work well for smoothing unphysical oscillations in the wave profile when compared to artificial viscosity. Besides, XSPH is non-dissipative [62] as opposed to the artificial stress component in the momentum equation. This is an extremely important feature of XSPH since it can conserve physical oscillations in the simulations without over-smoothing the stress wave profile. XSPH combined with artificial viscosity (Fig. 7.10) results in an over-smoothed profile.

The XSPH subroutine can be used as an alternative to the ordinary update velocity subroutine. Similarly to the ordinary velocity update subroutine, the XSPH subroutine is called at the end of a time step when particle positions need updating.

Figures 7.7 through to 7.10 show the results obtained with no smoothing, with XSPH alone and a combination of XSPH and artificial viscosity.
The test case presented is for two rods travelling at $100 \frac{m}{s}$ towards each other. Each rod was discretised into 100 particles with an inter-particle distance of $0.02E-2$ m, the smoothing function used was the cubic spline and the smoothing length was set to $0.024E-2$ m. The constitutive model employed for this simulation was the elastic-perfectly plastic model [35]. The material density was set to $7800 \frac{kg}{m^3}$ with a Young's modulus of $2.1E11$ Pa, Poisson ratio of 0.33 and the yield stress was set to $1E9$ Pa. Nodal artificial viscosity was employed with a quadratic bulk viscosity coefficient of 2.0 and a linear bulk viscosity coefficient of 0.5. Kernel contact was imposed as the contact type for this simulation.

\[ \text{Fig. 7.7 Compressive wave, no artificial viscosity term in momentum equation} \]

\[ \text{Fig. 7.8 Compressive wave, with artificial viscosity term in momentum equation} \]
Summary.

In this chapter, an alternative form of the SPH equations which explains the origin of the symmetry terms has been developed based on the general theory of mixed Lagrangian-Eulerian descriptions [41].

The derivation of the material form of the continuity equation as supplied in Belytschko et al. [4] has been provided. The SPH form of this equation is similar to the standard SPH equation in Eulerian coordinates in that it contains a total derivative and a velocity gradient term. In addition, it also contains a Jacobian term, which is present in the conservation of mass equation.
expressed in a Total Lagrangian referential. The resulting SPH equation could serve as a link between Eulerian and Total Lagrangian SPH codes if such a scheme is deemed advantageous for applications where zones within the computational domain undergo severe deformations (such as in fluid-solid interactions). It has also been stated that this expression can be used as the foundation for the implementation of the space conservation law in SPH [23].

An alternative SPH form of the conservation of mass was supplied in section 7.6.1. This expression and the methodology presented here can be used as the basis for a fully consistent SPH code that makes use of a varying smoothing length when approximating the conservation laws. The methodology followed for the introduction of this expression into the MCM code was supplied in the form of a flowchart.

Finally, the effect of using a smoothed value of velocity for particle repositioning was compared with the effect of introducing standard nodal artificial viscosity terms in the momentum equation. The results show that independently applying both approaches can reduce unphysical particle oscillations in the wave profile. However, a combination of both could result in an over-smoothed wave profile.
CHAPTER 8

CONCLUSIONS

8.1 Conclusions.

This research work has looked at the use of the Total Lagrangian SPH formulation to characterise dynamic events in solids.

The objectives achieved were:

1.- The SPH code developed at Cranfield University has been enhanced through the introduction of a Total Lagrangian capability. This new feature of the code enables the user to choose from two Total Lagrangian options: a standard version and a normalised corrected version. The code developed in this research work is fully compatible with the material models available in DYN3D.

2.- The code has been used in a number of impact scenarios ranging from simple 1-D wave propagation problems to more complex 3-D debris impact and
penetration problems and spall fracture problems. It has thus been demonstrated that dynamic events in solids can be accurately modelled through the use of the SPH code developed for this project.

3.- A stability analysis of the Total Lagrangian SPH equations revealed that when the conservation equations were expressed in a Total Lagrangian form, the particle equations no longer contained the tensile instability term that yields numerical fracture. It was also proved that the Total Lagrangian particle equations contained an instability term which is also present in the equations for continua. This feature, together with the elimination of the tensile instability problem makes the Total Lagrangian SPH code a robust numerical technique for simulating solids under dynamic loading. Problems that address the tensile stability effect were supplied and the results compared with a conventional collocational Eulerian SPH code. The numerical results of Chapter 6 verify the theoretical analysis supplied in Chapter 3.

4.- Further improvements to the code have been highlighted in Chapter 7. Some ideas were fully explored and implemented in the SPH code while other ideas could serve as the basis for future research work in this area.

During the course of this research, the plan to implement adaptivity algorithms was discarded because the instability problem was dealt with successfully through the Total Lagrangian formulation. Furthermore, it was determined that adding an adaptivity algorithm would have made the code extremely complex and computationally expensive; two undesirable effects when computing power is limited. The Total Lagrangian code allows a conventional PC to easily handle problems that involve domains containing tens of thousand of particles without major complications.
Due to the nature of the Total Lagrangian formulation, the extent of deformation that can be modelled with the Total Lagrangian SPH code is limited when relatively simple material models (namely elastic-plastic with hardening models) are used. The limitation is due to the numerical value achieved by the determinant of the deformation gradient tensor during the course of a particular simulation. In spite of this shortcoming, relatively large deformations such as those presented in Chapter 6, could be achieved through the combination of the Total Lagrangian code and complex constitutive models such as the Johnson-Cook model with damage. In this case, the Jacobian is no longer the limiting factor in the simulation: particles that have deformed considerably are removed from the particle equations summations and their mass is no longer updated, which prevents negative (and unphysical) density values.

8.2 Future Work.

The basis for a mixed Lagrangian-Eulerian description has been supplied in Chapter 7. The particle equations resulting from these equations could be further explored through a standard Von Neumann analysis and their advantages and shortcomings identified.

In addition, exploring the implementation of the conservation of space law in SPH could prove advantageous. The basis for such work has been supplied in the form of a "material form" of the continuity equation.

An alternative SPH form of the conservation of mass was supplied in Chapter 7. This expression together with the methodology presented in Chapter 7 can be used as the basis for a fully consistent SPH code that makes use of a varying smoothing length when approximating the conservation laws.
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APPENDIX

FORTRAN INPUT FILES.

1. - Hard Debris impact penetration: Steel sphere on Aluminum plate. (Problem 10, Chapter 6)
*2345678901234567890123456789012345678901234567890123456789012345678901
234567890
3-D hard debris impact penetration problem 2
* Comment line cm-grms-microsec
* Control card 1: Problem definition
  3 2 2 30912
*
* Control card 2: Time control
* 2.500E+02 0.800E+00 0.012E+00
* Control card 3: Output file control
* 0.100E+01 3 5.000E-02 0 0 50 0 0
* Control card 4: Input and initialization options
* 1 1 0 0
* Control card 5: Analysis options
* 1 1 1 0
* Control card 6: Interpolation options
* 0 1 40
### APPENDIX

* * Control card 7: Blank at this time

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>152.7800E+00</td>
<td>4</td>
<td>0</td>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td></td>
<td>83.400</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Johnson-Cook**

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.632E-01</td>
<td>479.0E-05</td>
<td>323.0E-05</td>
<td>0.410E+00</td>
<td>0.101E+00</td>
<td>1.800E+00</td>
<td>8.500E+02</td>
<td>3.000E+02</td>
<td>1.000E-06</td>
<td>875.0E-08</td>
<td>-0.800E-02</td>
</tr>
<tr>
<td>1.000E+00</td>
<td>1.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.450E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.138E-01</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td>7.000E-01</td>
<td>0.330E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Gruneisen EOS**

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5328E+00</td>
<td>1.338E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>2.000E+00</td>
<td>0.480E+00</td>
<td>0.000E+00</td>
<td>1.000E+00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* *

<p>| | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>37.8700E+00</td>
<td>0</td>
<td>0</td>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
<td>7.1206</td>
<td>0.12</td>
</tr>
</tbody>
</table>

**Elastic-plastic**

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.300E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.315E-02</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.150E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000E+00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Nodes</th>
<th>Time History Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>29998</td>
<td>7</td>
</tr>
<tr>
<td>29999</td>
<td>7</td>
</tr>
<tr>
<td>30000</td>
<td>7</td>
</tr>
<tr>
<td>30001</td>
<td>0</td>
</tr>
<tr>
<td>30002</td>
<td>0</td>
</tr>
<tr>
<td>30910</td>
<td>0</td>
</tr>
<tr>
<td>30911</td>
<td>0</td>
</tr>
<tr>
<td>30912</td>
<td>0</td>
</tr>
<tr>
<td>30000</td>
<td>0</td>
</tr>
<tr>
<td>30001</td>
<td>0</td>
</tr>
<tr>
<td>30912</td>
<td>0</td>
</tr>
</tbody>
</table>

* Nodes

* Time History Nodes

1

* Initial Velocities

1

* Contact
-1 1
0.02000E+00 4.00000E+00
0.02000E+00 4.00000E+00

2. - Impact of a prismatic projectile on an aluminium plate (Problem 8, Chapter 6)

*2345678901234567890123456789012345678901234567890123456789012345678901234567
Impact problem 819_1 BA, TON/m/miliseconds 2
* Comment line
* Johnson-Cook Spall type 1, Pynomial EOS, Ref Sra Rate= 1, accurate iterative
solution for plastic strain
* Control card 1: Problem definition
  3 2 2 47730
* Control card 2: Time control
  1.000E+00 0.800E+00 0.000E+00
* Control card 3: Output file control
  0.500E-02 3 5.000E-02 0 0 10 0 0
* Control card 4: Input and initialization options
  1 1 0 0
* Control card 5: Analysis options
  1 1 0 0
* Control card 6: Interpolation options
  0 1 50
* Control card 7: Blank at this time
* 
  1 15 2.8E+00 1 0.00000E+00 02.00000E+00 0.00000E+00 0 0 0
  0.002989 0.0034
Johnson-Cook
2.632E+01 0.479E+00 0.323E+00 0.410E+00 0.101E+00 1.800E+00 8.500E+02 3.000E+02
99.60E-03 8.750E-04 0.800E+00 1.000E+00 1.000E+00 0.000E+00 0.000E+00 0.000E+00
0.450E+00 0.000E+00 0.000E+00 0.138E-01 0.000E+00 0.000E+00 0.000E+00 0.000E+00
7.000E+01 0.330E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
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- **Polynomial EOS**

<table>
<thead>
<tr>
<th>Term</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000E+00</td>
<td>6.863E+01</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>1.0000E+00</td>
<td>217.82E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
</tbody>
</table>

- **Elastic**

<table>
<thead>
<tr>
<th>Term</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.100E+02</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000E+00</td>
</tr>
<tr>
<td>0.330E+00</td>
<td>0.14286E-02</td>
</tr>
<tr>
<td>0.14286E-02</td>
<td>0.14375E-02</td>
</tr>
<tr>
<td>0.14375E-02</td>
<td>0.14375E-02</td>
</tr>
</tbody>
</table>

- **Nodes**

<table>
<thead>
<tr>
<th>Node</th>
<th>Initial Velocities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.13500E+00 0.16200E+00 0.98533E-01</td>
</tr>
<tr>
<td>2</td>
<td>0.13800E+00 0.16200E+00 0.98533E-01</td>
</tr>
<tr>
<td>3</td>
<td>0.14100E+00 0.16200E+00 0.98533E-01</td>
</tr>
<tr>
<td>4</td>
<td>0.14400E+00 0.16200E+00 0.98533E-01</td>
</tr>
</tbody>
</table>

- **Initial Velocities**

<table>
<thead>
<tr>
<th>Term</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000E+00 0.0000E+00 0.0000E+00</td>
</tr>
</tbody>
</table>
3. Simulation of spall fracture (Problem 9, Chapter 6)

Plate impact problem, no spall elastic plastic with hardening

* Control card 1: Problem definition
  3 2 2 4675

* Control card 2: Time control
  * 4.500E+00 0.700E+00 6.000E-03

* Control card 3: Output file control
  * 0.100E+00 3 5.000E-02 0 0 100 0 0

* Control card 4: Input and initialization options
  1 1 0 0

* Control card 5: Analysis options
  * 1 1 0 1

* Control card 6: Interpolation options
  * 0 1 40

* Control card 7: Blank at this time

* 1 3 8.924E+00 0 0.00000E+00 02.00000E+000.50000E+00 0 0 0
8.92E-4 0.0048
Elastic
1.100E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
APPENDIX

0.300E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.015E+01 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.110E+01 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00

* 2 3 7.800E+00 0 00.0000E+00 02.0000E+00 00.5000E+00 0 0 0
1.56E-3 0.0048
Elastic
1.100E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.300E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.015E+01 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.110E+01 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00

* * Nodes *
* 1 0 -0.80000E-02 -0.80000E-02 -0.24799E+00 1
2 0 -0.40000E-02 -0.80000E-02 -0.24799E+00 1
3 0 0.00000E+00 -0.80000E-02 -0.24799E+00 1
4 0 0.40000E-02 -0.80000E-02 -0.24799E+00 1
5 0 0.80000E-02 -0.80000E-02 -0.24799E+00 1
6 0 -0.80000E-02 -0.40000E-02 -0.24799E+00 1
4668 0 0.00000E+00 0.40000E-02 0.49799E+00 2
4669 0 0.40000E-02 0.40000E-02 0.49799E+00 2
4670 0 0.80000E-02 0.40000E-02 0.49799E+00 2
4671 0 -0.80000E-02 0.80000E-02 0.49799E+00 2
4672 0 -0.40000E-02 0.80000E-02 0.49799E+00 2
4673 0 0.00000E+00 0.80000E-02 0.49799E+00 2
4674 0 0.40000E-02 0.80000E-02 0.49799E+00 2
4675 0 0.80000E-02 0.80000E-02 0.49799E+00 2

* * Time History Nodes *
* 1
* * Initial Velocities *
* 1 0.000E+00 0.000E+00 2.500e-02
1550 0.000E+00 0.000E+00 2.500e-02
1551 0.000E+00 0.000E+00 0.000e+00 0.000e+00
4675 0.000E+00 0.000E+00 0.000e+00

*Symmetry planes *
* 1 1 1 1 0 0 -0.010E+00 0.010e+00 0.010e+00 0.010e+00 0.000e+00 0.000e+00
APPENDIX

* Contact
* 
-1 1
0.02000E+00 4.00000E+00
0.02000E+00 4.00000E+00

4. - Simulation of spall fracture (Problem 9, Chapter 6)

*2345678901234567890123456789012345678901234567890123456789012345678901234567890
Spall simulation with J-C with damage
2
* Comment line
*
* Control card 1: Problem definition
  3 2 2 9375
*
* Control card 2: Time control
*
  1.500E+01 0.700E+00 5.00013-03
*
* Control card 3: Output file control
*
  0.100E+00 3 5.000E-02 00 100 0 0
*
* Control card 4: Input and initialization options
*
  1 1 0 0
*
* Control card 5: Analysis options
*
  1 1 0 1
*
* Control card 6: Interpolation options
*
  0 1 40
*
* Control card 7: Blank at this time
*

  1 158.9240E+00 4 00.0000E+00 00.0000E+000.0000E+00 0 0 0
1.78E-3 0.0048
EPHyr
0.477E-00 90.00E-05 292.0E-05 0.310E+00 0.025E+00 1.090E+00 13.56E+02 3.000E+02
1.000E-06 383.0E-08 4.900E-02 2.000E+00 1.000E+00 0.000E+00 0.000E+00 0.000E+00
0.540E+00 4.890E+00-3.030E+00 0.140E-01 0.000E+00 0.000E+00 0.000E+00 0.000E+00
Gruneisen EOS
0.394E+00 1.489E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

* Nodes

1 0 -0.80000E-02 -0.80000E-02 -0.49800E+00 1
2 0 -0.40000E-02 -0.80000E-02 -0.49800E+00 1
3 0 0.00000E+00 -0.80000E-02 -0.49800E+00 1
4 0 0.40000E-02 -0.80000E-02 -0.49800E+00 1
9365 0 0.80000E-02 0.00000E+00 0.99800E+00 2
9366 0 -0.80000E-02 0.40000E-02 0.99800E+00 2
9367 0 -0.40000E-02 0.40000E-02 0.99800E+00 2
9368 0 0.00000E+00 0.40000E-02 0.99800E+00 2
9369 0 0.40000E-02 0.40000E-02 0.99800E+00 2
9370 0 0.80000E-02 0.40000E-02 0.99800E+00 2
9371 0 -0.80000E-02 0.80000E-02 0.99800E+00 2
9372 0 -0.40000E-02 0.80000E-02 0.99800E+00 2
9373 0 0.00000E+00 0.80000E-02 0.99800E+00 2
9374 0 0.40000E-02 0.80000E-02 0.99800E+00 2
9375 0 0.80000E-02 0.80000E-02 0.99800E+00 2

* Time History Nodes

* 1

* Initial Velocities

1 0.00000E+00 0.00000E+00 3.050e-02
3125 0.00000E+00 0.00000E+00 3.050e-02
3126 0.00000E+00 0.00000E+00 0.00000E+00
9375 0.00000E+00 0.00000E+00 0.00000E+00

*Symmetry planes
APPENDIX

*  
  1  1  1  1  0  0  
-0.010E+00 0.010E+00-0.010E+00 0.010E+00 0.000E+00 0.000E+00
*
* Contact
*
  -1  1  
  0.20000E+00 4.00000E+00
  0.20000E+00 4.00000E+00
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SPH in a Total Lagrangian Framework

Rade Vignjevic1, Juan R. Reales2, James Campbell1

Abstract To correct some of the main shortcomings of conventional SPH, a version of this method based on the
Total Lagrangian formalism, T. Rabczuk, T. Belytschko and S. Xiao (2004), is developed. The resulting scheme removes
the spatial discretisation instability inherent in conventional SPH, J. Monaghan (1992).
The Total Lagrangian framework is combined with the mixed
correction which ensures linear completeness and compliance
with the patch test, R. Vignjevic, J. Campbell, L. Libersky (2000). The mixed correction utilizes Shepard Functions in
combination with a correction to derivative approximations.
Incompleteness of the kernel support combined with the lack
of consistency of the kernel interpolation in conventional
SPH results in fuzzy boundaries. In corrected SPH, the
domain boundaries and field variables at boundaries are
approximated with the default accuracy of the method.
Additionally, these corrections are introduced into the Total
Lagrangian SPH and compared to the conventional SPH and
to a number of selected corrected variants, O. Johnson, R.
and P. Randies, L. Libersky (1996). The resulting Total
Lagrangian SPH scheme not only ensures first order
consistency but also alleviates the particle deficiency (kernel
support incompleteness) problem. Furthermore a number
of improvements to the kernel derivative approximation are
proposed.
To illustrate the performance of the Total Lagrangian SPH
and the mixed correction, four numerical examples ranging
from simple 1D dynamic elasticity to 3D real engineering
problems are also provided.

keywword. Stable particle methods, total Lagrangian SPH, impact, corrected SPH.

1 Introduction
It is well known that the conventional SPH method initially
proposed by L. Lucy (1977) and Gingold and Monaghan
(1977) has a number of shortcomings including inconsistency
(not even zero order consistent for arbitrary distribution of
particles), rank deficiency, J. Sweege, D. Hicks, S. Attaway
(1995), and a spatial discretisation related instability, T.
Rabczuk, T. Belytschko and S. Xiao (2004) and J. Sweege,
D. Hicks, S. Attaway (1995) often called tensile instability.
The recent improvements of the conventional SPH method
which have given the method first order consistency, R.
Vignjevic, J. Campbell, L. Libersky (2000) and, J. Bonet, S.
Kulasegaram (2002), have been achieved by modifying the
properties of the kernel function itself see W. Liu, Y. Chen
by applying corrections to the interpolation integral, R.
Kulasegaram (2002). The outstanding problems with tensile
instability combined with the lack of rigorous treatment of
boundary conditions still hamper the full exploitation of the
method.
A number of solutions to the tensile instability problem have
been proposed, including non-collocaational SPH (where
stress and velocity fields are discretised at different locations
R. Vignjevic, J. Campbell, L. Libersky (2000), C. Dyka, R.
Ingel (1995)) and Lagrangian kernel based interpolation T.
Rabczuk, T. Belytschko and S. Xiao (2004). In this paper the
interest is focused on Lagrangian kernels in a total
Lagrangian framework for SPH and the different types
of corrections necessary for first order consistency.
A comprehensive overview of current correction techniques
with the SPH discretised conservation equations in a total
Lagrangian framework is given. Additionally, the effects of
the normalisation of the kernel and accuracy of
approximations of the derivatives are considered.
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ABSTRACT
The objective of the work presented in this paper is the simulation of hypervelocity impact on aluminium-carbon/epoxy-aluminium shields, such multi-layered arrangement is being used by the European Columbus module of the International Space Station. In addition, thermodynamically consistent material models are introduced for each component of the multilayered array which yields a more accurate physical representation of the material response to high velocity impact loading.

Thermodynamically consistent models for aluminium and carbon/epoxy are proposed. In order to describe material behaviour under high-intensity loadings a 2-D anisotropic elasto-plastic constitutive model coupled with a damage tensor $\mathbf{D}$, an equation of state, and a failure criterion (based on the critical value of a specific entropy function expressed in terms of the dissipation function) have been developed. The model includes the following key aspects of material response to hypervelocity impact: non-linear anisotropic strength, shock effects and associated energy dependence, compaction, compressive and tensile failure and strain rate effects.

The severe deformations occurring in any hypervelocity impact event are best described by meshless methods since they offer clear advantages for modelling large deformations and failure of solids when compared to mesh-based methods.

The simulations presented here are the result of the application of the Smoothed Particle Hydrodynamics (SPH) method to the impact and penetration problem and the incorporation of thermodynamically consistent material models into the Cranfield University SPH solver.

1. INTRODUCTION
Novel approaches to designing advanced aerospace systems require evaluation of extreme operating conditions and an assessment of different failure scenarios and their prevention. The hypervelocity impact of space debris and micrometeoroids is a potential threat to spacecraft which requires careful consideration if structural and sub-system integrity is to be maintained throughout the intended spacecraft mission. Current space debris shields can be effective against small particles of up to 1 cm in size. Weight effective debris shields against particles larger than 1 cm are not technically feasible. Fragments larger than 10 cm are ground-tracked so that the collision probability with the spacecraft is known and avoidance maneuvers can be performed when required.

Passive shielding on space structures has become a key component in structural design as mission duration, and hence the exposure to space debris and micrometeoroids, has been extended over the years. Designing effective protection requires a good understanding of impact phenomena and the development of new techniques for analysing structures and materials. Nowadays multilayered composite structures are commonly used in spacecraft shielding configurations in order to minimise the risk of sub-system failure and potential total loss of the spacecraft.

The use of accurate material models and robust numerical solvers results in a more effective, fast and accurate design process. In the present study thermodynamically consistent material models are introduced for each component of the multi-layered shield array. Additionally, the application of the Smoothed Particle Hydrodynamics (SPH) method to the impact and penetration problem and the incorporation of consistent material models into the Cranfield University SPH solver allows for a more accurate representation of the material response under severe deformations.

This study concentrates on the numerical simulation of debris impact onto a multi-layered shield arrangement. The geometry, materials and dimensions are similar to those typically found in modern spacecraft Hayhurst et al (1999), Thomas et al (2004). The overall
ABSTRACT
The present study concentrates on the numerical simulation of hypervelocity impact (HVI) and penetration of small metal fragments on thin walled metal shields. The objective of this project is achieved through the combination of a mesh-free particle hydrocode and a thermodynamically consistent constitutive model for metals. Hydrocodes play an important role in the assessment of shielding performance during high energy impact processes. They provide a useful complement to laboratory experiments for estimating impact damage and for investigating the effect of design changes in a cost effective manner. A thermodynamically consistent material model for the aluminium projectile and shield is proposed. In order to describe material behaviour under high-intensity loading a 2-D anisotropic elasto-plastic constitutive model coupled with a damage tensor, an equation of state, and a failure criterion based on the critical value of a specific entropy function have been developed. The simulations presented here are the result of the application of the Smoothed Particle Hydrodynamics (SPH) method to the impact and penetration problem and the incorporation of a consistent material model for metals into the Cranfield University SPH solver. The numerical results obtained are compared to available experimental data and to empirically developed models commonly employed in the study of HVI phenomena.

1. INTRODUCTION
The exposure of spacecraft to space debris and micrometeoroids has increased as mission duration has been extended over the years. Micrometeoroid impact occurs with a frequency that varies considerably with the type of space mission, it is common practice to specify the risk of impact as a probability figure over the mission duration. Impact of micrometeoroids generally causes a degradation of surface thermal properties although the risk of component failure also exists. The clearest evidence of particle impact on spacecraft comes from the Giotto spacecraft during its approach to Halley's comet in which particle impact led to the failure of some experiments. In addition to natural micrometeoroids, the space environment also presents a threat from man-made space debris. This group of objects consists of aluminium oxide dust particles, nuts and bolts, rocket upper stages etc. which range from 0.001 m to 1 cm in size, with typical velocities in the range of a few hundred meters per second to 20 km/s [5]. The majority of man-made particles originates from satellite and launcher components, hence the average density is assumed to be that of aluminium alloys. System requirements for meteoroid and debris protection dictate that crew safety is ensured in the case of manned spacecraft and that an unmanned spacecraft should remain operational throughout its intended life. Evidently, the hypervelocity impact of space debris and micrometeoroids is a potential threat to spacecraft which requires careful consideration if structural and subsystem integrity is to be maintained throughout the spacecraft mission. Current space debris shields can be effective against small particles of up to 1 cm in size. Weight effective debris shields against particles larger than 1 cm are not technologically feasible. Fragments larger than 10 cm are ground-tracked so that the collision probability with the spacecraft is known and avoidance manoeuvres can be performed when required. Passive shielding on space structures has become a key component in structural design. Designing effective protection requires a good understanding of impact phenomena and the development of new techniques for analysing structures and materials. Nowadays multilayered arrays are commonly used in spacecraft shielding configurations in order to minimise the risk of subsystem failure and potential total loss of the spacecraft.

The use of accurate material models and robust numerical solvers results in a more effective, fast and accurate design process. In the present study thermodynamically consistent material models are introduced for each component of the multi-layered shield array. Additionally, the application of the Smoothed Particle Hydrodynamics (SPH) method to the impact and penetration problem and the incorporation of consistent material models into the Cranfield University SPH solver [3] allows for a more accurate representation of the material response under severe deformations. The first step in the numerical simulation consists of replicating real experiments, namely D2031 and D2033 [6], and comparing the resulting
Corrected Total Lagrangian SPH in the simulation of impact phenomena in solids.
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Abstract.
The accuracy and stability of the smoothed particle hydrodynamics (SPH) method can be greatly improved by introducing corrections into the basic algorithms and approximation equations. These corrections are aimed at restoring the consistency and incompleteness of the SPH interpolation and correcting the errors arising from uneven particle distributions. The basic concepts and equations which restore the consistency of the SPH method and enhance its overall accuracy are discussed, conventional and normalised-corrected Total Lagrangian SPH equations are also provided. Some examples are given to illustrate the suitability of the modified SPH algorithms in the simulation of solids under dynamic loading.

Keywords: Total Lagrangian SPH; impact; tensile instability.

1. Introduction.
The smoothed particle hydrodynamics (SPH) method has been successfully applied to a vast range of problems in solid and fluid mechanics [1,3,6,8,10]. However, some inherent difficulties have hampered the full exploitation of the method. For example, one of the difficulties of conventional SPH algorithms is their inability to correct boundary deficiency problems caused by the truncated integral at the physical boundaries of the domain. Additionally, in its most basic form the resulting interpolating equations are not even zero order consistent and symmetrisation terms have to be introduced to ensure a constant field can be reproduced exactly and ensures the satisfaction of Newton’s 3rd law locally [9,18].
ABSTRACT

The objective of the work presented in this paper is to generate a thermodynamically consistent coupled macro-homogeneous anisotropic thermo-elastic-plastic damage model for fibre composites. The model is based on the thermodynamics of irreversible processes and the assumption that damage within a continuum can be represented as a damage tensor $\mathbf{a}_d$ [12], [13]. In order to describe material behaviour under high-intensity loadings, a 3-D anisotropic elasto-plasticity constitutive model coupled with damage tensor, an equation of state, and a failure criterion for fibre composites have been developed. The model includes the following key aspects of the response of the materials to hypervelocity impact, which occurs in the process of model development: non-linear anisotropic strength, shock effects and associated energy dependence, compaction, compressive and tensile failure, strain rate effects.

The criterion for failure initiation is the entropy criterion based on a critical value of a specific entropy function expressed through the dissipation function. In order to take into account different modes of composite failure (fracture of fibres, fracture of matrix, delamination) several criteria were considered. The smoothed particle hydrodynamics (SPH) technique [4] has been proposed for the numerical simulation of impact damage and penetration of composite structures. The above physics were incorporated into the SPH solver.

1. INTRODUCTION

All spacecraft in orbit are exposed to impacts with meteoroids and debris. Some of these particles are large enough that an impact could cause significant damage to the spacecraft components. Composites materials are commonly employed in spacecraft shielding configurations, and for this reason impact and penetration of composite structures have received considerable attention in the last decade. The physical phenomena occurring in high-velocity impact on composite laminates are complex. Thermomechanical processes which occur in deformable composite under intensive dynamic loading consist of coupled mechanical, thermal and structural stages. Dynamic fracture of composite materials is a complicated multistage process which includes the appearance, evolution and confluence of micro-defects (damage) and cracks.

Novel approaches to designing advanced aerospace systems require evaluation of extreme operating conditions and an assessment of different failure scenarios and their prevention. The hypervelocity impact of space debris and micrometeoroids is a potential threat to spacecraft which requires careful consideration if structural and sub-system integrity is to be maintained throughout the intended spacecraft mission. Current space debris shields can be effective against small particles of up to 1 cm in size. Weight effective debris shields against particles larger than 1 cm are not technically feasible. Fragments larger than 10 cm are ground-tracked so that the collision probability with the spacecraft is known and avoidance maneuvers can be performed when required.

Designing effective protection requires a good understanding of impact phenomena and the development of new techniques for analysing structures and materials. Nowadays multilayered composite structures are commonly used in spacecraft shielding configurations in order to minimise the risk of subsystem failure and potential total loss of the spacecraft.

The physical phenomena occurring in high-velocity impact on composite laminates are complex. They include bending, local contact, bulging, matrix cracking, fibre breakage, delamination, fragmentation, etc.

In this paper a macromechanics approach for fibre composites is proposed for SPH simulations of impact penetration into Graphite/Epoxy (Gr/Ep) composites. A 3-D elasto-plasticity constitutive model, an EOS, and a failure criterion which account for the anisotropic behaviors of fibre composites were developed. Since materials often undergo large rotation during impact, stress and strain transformations between the principal material axes and the deformed configurations were also considered based on the polar stress rate approach.

Numerical simulations were carried out with the Gr/Ep composite laminates impacted by an aluminium sphere projectile. The use of accurate material models and