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Abstract

Over the past few decades, aircraft icing has been the subject of numerous studies. Ice accretion on an aircraft can damage its aerodynamic performance. It can also have a devastating affect on structures such as high voltage pylons. The simulation of ice accretion represents an important technological breakthrough in the understanding of ice behaviour as well as an alternative to expensive experiments. Although numerical models will probably never replace wind tunnel experiments, they continuously progress and benefit from the latest advances in computing techniques. ICECREMO2 is a new generation model and uses an unstructured grid approach. Unstructured meshes offer real advantages in the generation of complex grid structures but also provide support for grid adaptivity. Adaptivity consists in improving the resolution only in some aspects of the solution. It offers the benefits of the high resolution without the computational overhead of classical structured methods. Adaptive methods are usually more difficult to implement and the application to the equation coupling water film and ice growth has never been investigated before this work.

The mathematical model used in ICECREMO describes both the water film flow and the ice growth. This allows us to better predict glaze ice accretion when a runback water film is present. The equation describing the thin film water flow is a complex non-linear fourth-order degenerate partial differential equation. To resolve complex features such as a moving front, high resolution numerical methods are necessary. Such a numerical scheme has been developed for this equation in a previous study on structured grid, and has proven to be reliable. In this work Sweby’s scheme has been reformulated in a finite volume framework, an error estimator has been defined for our adaptive mesh refinement method and a grid refinement strategy has been implemented which follows the water film front and keeps it under high resolution.

Finally, the impact of the improved resolution of the water film on the glaze ice growth is investigated. Results obtained with first-order and high resolution methods have been compared on different model problems under various conditions. At the end an extension of the refinement strategy is proposed by defining error estimators with respect to the ice layer and by combining it with a multi-step procedure.
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# Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b )</td>
<td>Ice height</td>
<td>m</td>
</tr>
<tr>
<td>((g_x, g_y, g_z))</td>
<td>Gravity components</td>
<td>m·s(^{-2})</td>
</tr>
<tr>
<td>( h )</td>
<td>Water height</td>
<td>m</td>
</tr>
<tr>
<td>( t )</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>( x, y, z )</td>
<td>Cartesian coordinates</td>
<td>m</td>
</tr>
<tr>
<td>((A_x, A_y))</td>
<td>Shear stress components</td>
<td>kg·m(^{-1})·s(^{-2})</td>
</tr>
<tr>
<td>( G )</td>
<td>Liquid water content</td>
<td>kg·m(^{-3})</td>
</tr>
<tr>
<td>((Q_x, Q_y))</td>
<td>Water fluxes</td>
<td>m(^2)·s(^{-1})</td>
</tr>
<tr>
<td>( W )</td>
<td>Free stream velocity</td>
<td>m·s(^{-1})</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Collection efficiency</td>
<td>0 – 1</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Dynamic viscosity</td>
<td>kg·m(^{-1})·s(^{-1})</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>Ice density (glaze)</td>
<td>kg·m(^{-3})</td>
</tr>
<tr>
<td>( \rho_w )</td>
<td>Water density</td>
<td>kg·m(^{-3})</td>
</tr>
<tr>
<td>( \rho_A )</td>
<td>Droplet content of the air.</td>
<td></td>
</tr>
<tr>
<td>( \theta )</td>
<td>Temperature in the water layer</td>
<td></td>
</tr>
<tr>
<td>( q_i )</td>
<td>Flux through edge</td>
<td></td>
</tr>
<tr>
<td>( n_i )</td>
<td>Vector normal to edge</td>
<td></td>
</tr>
<tr>
<td>( E_i )</td>
<td>Length of edge</td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td>Stephan number</td>
<td></td>
</tr>
<tr>
<td>( c_{1g}, c_{2g} )</td>
<td>constants for the glaze ice accretion term</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

The unique goal of this chapter is to set the scene of this thesis. First we show the interest in the current research by giving a brief overview of the problems caused by ice accretion in the last twenty years. Then the different devices created to overcome these problems will be presented. Icing occurs only in certain conditions and depending on these conditions different kinds of ice may appear. This implies different mathematical models. In Chapter 2 we will present a literature review on the mathematical aspect of this thesis. The main work of this thesis is then presented in Chapters 3, 4 and 5.

1.1 Damage of Ice Accretion

Icing is one of the most serious hazards for aircrafts. In 1995 the AOPA [8] recorded 285 accidents in 9 years (according to the Air Safety Foundation database) in which icing was supposed to be a factor. These included almost 300 fatalities. Over a more recent period, from 1990 to 2000, 388 accidents due to icing have been registered [9]; this is 12% of all accidents. Despite the increase in research in this field and the efforts to make pilots aware of the danger of airframe ice accretion, there are still a lot of accidents including fatalities due to icing. This suggests that either the amplitude of the danger is not fully taken into account or that our understanding of the icing process is still not good enough
to prevent accidents.

Ice accretion is not only a problem for aircraft industry. In 1998, a catastrophic ice storm hit the Canada and the northeast part of the United States. In Quebec about 900,000 households stayed without power, 100,000 in Ontario. After three weeks more than 700,000 were still without electricity in Canada. During this storm the freezing precipitation was twice bigger than the annual average [5]. The main impact of these storms (or at least the most notified) is on power industry [14]. In 1998, hundreds of kilometers of power lines were down. High voltage towers in south Montreal collapsed under the weight of accumulated ice. This illustrates the terrible power of the ice on solid structure.

On an airplane, ice may appear both in flight and on the ground under appropriate weather conditions. However the problem is much more important and dangerous during flight, since ground crews can de-ice before take-off. A review over the airframe icing accident in the U.S. from 1982 to 2000 [10] shows that the majority of accident is from the “general aviation” flights, which consist of small aircrafts usually personal or of recreational nature. Almost half of the fatal accidents happened during cruise phase. However, for most large jet aircraft, icing does not occur during cruise flight since the airplane is above the cloud layer. Accidents during the take-off and the approach phase represent 25% of the fatal accidents. These are both times when greater lift and control are required [18] [17]. Ice can distort the flow of air over the wing, diminishing the wing’s maximum lift, reducing the angle of attack for maximum lift, adding weight and increasing drag [16] adversely affecting airplane handling qualities which can jeopardize flight safety. More details on the icing effects on aircraft stability can be found in [17]. One example is given in [1]: a 0.4mm ice layer can reduce the lift up to 25% and reduce the stall angle of attacks by 6 degrees. It can also destroy instruments on the surface of the plane or damage the engine in the case of ice shedding.
In an icing scenario, a pilot must react quickly and adequately to the type of icing encountered. The strategy to escape depends for example where the ice is present on the airframe. If an ICTS (Ice Contaminating Tailplane Stall) is encountered, the pilot must reduce the speed to re-establish the balance of the plane. If ice appears on the wing, the speed has to be increased to avoid the stall. Although wing stall is a much more common threat, for pilots the ICTS represents a greater danger as they cannot see the tail of the plane thus appreciate the extent of the problem. Inexperienced pilot realize sometimes too late that their facing an ICTS. It is although very important to distinguish between the two since “the required actions are roughly opposite” [9].

The best strategy being to avoid icing front, progress in weather forecast has played a major role in the prevention of accidents due to ice accretion. Knowing where the front is, where it is moving, where the top and base of the clouds are, provide valuable information to plan alternate routes.

Although in this study we are only interested by structural icing, ice accretion on the surface of the plane, induction icing is responsible for half of the accidents under icing conditions. Induction system icing includes carburetor icing and air intake blockage. When ice builds up in the carburetor compartment, it reduces the supply of air to the engine, which can result in a power loss and ultimately to the engine failure. Relative humidity is responsible for this and carburetor icing can happen outside atmospheric icing conditions. However when conditions are favorable to airframe icing, engines can fail if the air intakes are blocked by ice. All small engines should have alternate doors which can be open to allow air to flow through them.

Finally, an aircraft passes through rigorous safety tests to obtain an icing approval. Beyond many things, the approval is concerned for example by the windshield: for the pilot vision and by the control surfaces which must be spaced enough to allow their movement even under severe icing conditions and finally by the installation of ice protection systems.
1.2 Current Ice Protection

Several ice protection techniques are used to improve flight safety and can be classified as anti or de-icing methods:

- Anti-icing systems consist in protecting the surfaces from ice formation by keeping the surface at a temperature higher than the freezing temperature.

- De-icing systems are periodically removing the accreted ice. Ice is removed before the ice layer affects the aircraft performances.

Mechanical devices are used as de-icing systems, and utilize surface deformation techniques. Pneumatic boot systems have first been widely used. The boot surface removes ice accumulation mechanically by alternatively inflating and deflating tubes within a boot that covers the surface [23]. The ice bond is broken off and the ice is removed by aerodynamics forces. A pneumatic impulse device sends an air shock wave that break and remove the ice from the wing. The shock is generated by a pulse of high pressured air into a flexible pipe located underneath the surface. The Electromagnetic Impulse De-Icing system (EIDI) locally deforms the metallic surface with electromagnetic impulses [23] [21]. The impulse is repeated within few milli-seconds and successively breaks the ice bond.

Chemical devices act as anti-freeze reducing the freezing point of water. It consists in applying an anti-freeze such as ethylene glycol to the lifting and control surfaces during flight. The chemicals work by dissolving slowly on contact to create a brine, with the heat of solvation for some chemicals helping to melt the ice or snow [19]. Also called ‘weeping wing’ device [9], the de-icing system pumps fluid from a reservoir through a mesh screen embedded in the leading edge of the wings and tail. It works also as an anti-icing: mixed with water the freezing temperature of the fluid is below the ambient air temperature, and so no ice will form. An important drawback is the toxicity of these products and
the concern for the safety of the ground crews. The ethylene glycol highly toxic is being replaced by the propylene glycol ‘essentially nontoxic’ [19].

Thermal devices provide protection by melting the ice or keeping the surface temperature above the ice formation temperature. Electrical pad as well as bleed air are used to warm the surface of a wing. The thermal energy destroys the adhesion force in the ice surface interface and the aerodynamics forces remove it. Both systems require enormous power consumption and ‘hot wings’ systems are only found on jets. Ice protection systems however can fail or be inefficient depending on the type of ice that may form. This will now be discussed.

1.3 Different types of ice

In flight icing occurs mainly when aircrafts fly through clouds made of supercooled droplets. Supercooled droplet are water droplets whose temperature can be far below freezing and still be in a liquid state. The growth rate of ice will be directly linked with the size of these droplets and the liquid water content (LWC) of the cloud, i.e.: the mass of water in a given volume. All clouds are not alike, icing can happen in stratus or cumulus. They are also referred as dry and wet clouds respectively in the pilot jargon. Dry cloud have by definition a low LWC and have relatively little moisture whereas wet clouds have a larger LWC and can potentially lead to severe icing conditions. Depending on the atmospheric conditions different type of ice may appear.

**• If the supercooled droplets freeze entirely when they hit the surface, rime ice forms.**

Rime ice occurs in clouds of low liquid water content and has an opaque and milky color white color due to the presence of air bubbles trapped during the rapid freezing process. Because of these bubbles, rime ice is less dense. The corresponding
density depends greatly of the size of the trapped air pockets [1]. In aircraft icing simulation, a typical value for the density is 880\( kg.m^{-3} \). Rime is usually generated in air temperatures \(-15^\circ C\) and below. The resulting shape is generally rounded with relatively large surface roughness.

- When the droplets remain partially liquid glaze or clear ice forms. It develops in milder conditions at temperature closer to freezing and this type of ice usually is associated with larger droplet. The droplets freeze slowly and partially leading to a clear and transparent material usually with a smooth surface but a very irregular surface profile. The part of the droplets that remains liquid is known as runback water. The density of glaze is close to the standard value 917\( kg.m^{-3} \). The resulting shape is more complex and typically characterized by the presence of horns [20, 1]. It disrupts more the airflow around the airfoil, and glaze ice may be harder to break than rime ice.

Rime and glaze are the most common type of ice. They can also appear at the same time to form mixed ice, or glaze can form on top of rime ice. The importance of making the difference between the different types of ice is for the pilot to be able to assess the potential risk as glaze ice is considered more hazardous; and for the modelers to develop adequate physical models to describe ice growth. In the case of glaze ice for example, the water flowing on the wing surface has to be taken into account. In this thesis we concentrate on the solution of the thin film flow and show how it affects the final ice shape, so only glaze ice is considered in this work.

1.4 The modelisation

A number of codes have been developed to simulate ice accretion. To cite but a few, LEWICE from the NASA Glenn Research Centre [6], TRAJICE from DERA (now Qine-
tiQ) in UK and the French code from ONERA [24] have probably been the most widely used. They also have been part of a collaborative study between the different agency in order to compare and test the features of each code [27]. The Canadian code CANICE has also led to a significant number of publications [43, 42]. All these codes evolve around the Messinger model which consist in solving an energy balance at each control volume between the different heat fluxes. These fluxes include source or loss of energy like evaporation, convection, kinetic energy, latent and radiative heat. The difference between the models in the standard Messinger-based codes is in the terms considered in the energy balance, see [20] for details.

One of the limitations of the Messinger-based model is in the simulation of the runback water. The dynamic of the water film is not taken into account and as such the conduction in the water layer is not considered. The presence of this water film at mild condition is very important for glaze ice formation. The behaviour of the film will affect the final ice shape. Rothmayer’s team from the IOWA State University studied the interaction between water and ice dynamics (see [22, 32, 33] for example). In [32], Matheis shows that surface waves can increase the mass flux by 50% thus affect the resulting ice shape. The droplet impacts can also generate waves and instabilities of the water film [33] influencing its breaking into rivulets.

In the author’s knowledge, FENSAP-ICE [25, 26, 7] and ICECREMO are the only ice accretion code which solve an equation for the water film. The Applied Mathematic And Computing (AMAC) department of Cranfield University has been involved with ICECREMO since the beginning of the project. Myers [4] first developed the physical model which was later improved [1, 2]. This model is presented in the following section.
1.4.1 The physical model

The mathematical model used in ICECREMO [15] has originally been developed by Myers [4]. The same set of equations is derived for a general surface in [1, 2, 3]. The problem consists in a fluid flow model for the water layer and a thermal problem to determine the freezing rate $\frac{\partial b}{\partial t}$, where, as described in Figure 1.1, $b$ represents the ice height and $h$ the water height.

![Figure 1.1: Problem configuration](image)

For the fluid flow model, the Navier-Stokes equations are combined with a continuity equation to solve for the velocities and the pressure in the fluid. Two assumptions are then required [2]:

- The effect of temperature on the viscosity $\mu$, and density $\rho_w$ of the fluid is relatively small until the sudden change as solidification occurs, therefore, for the flow calculation $\mu$ and $\rho_w$ are taken as constant.

- The aspect ratio of the flow $\epsilon$ (depth scale / length scale), and reduced Reynolds
number, \( \epsilon^2 Re \), are both sufficiently small that lubrication theory may be applied.

Details of the derivation of the governing equation can be found in [1, 2, 3, 4], basically, by applying the boundary conditions at the interface between ice, substrate and water film and integrating the continuity equation across the film, we obtain the final form governing equation:

\[
\frac{\partial h}{\partial t} + \nabla \cdot Q = \frac{\beta W G}{\rho_w} - \frac{\rho_i}{\rho_w} \frac{\partial b}{\partial t}
\]

(1.1)

where the fluid flux is:

\[
Q = \left( -\frac{h^3}{3\mu} \left( \frac{\partial p}{\partial x} + G_1 \right) + \frac{A_1 h^2}{2\mu} \right) - \frac{h^3}{3\mu} \left( \frac{\partial p}{\partial y} + G_2 \right) + \frac{A_2 h^2}{2\mu}
\]

(1.2)

with \( (G_1, G_2, G_3) = \rho_w g(\vec{y} \cdot \vec{x}, \vec{g} \cdot \vec{y}, \vec{g} \cdot \vec{z}) \).

The thermal problem to determine the freezing rate considers rime and glaze ice. For rime ice, there is no liquid water present, the problem is reduced to:

\[
b = \frac{\rho \lambda}{\rho_i} \beta W t
\]

(1.3)

The transient ice growth is directly proportional to the free-stream velocity (speed of the droplets) and the catch or collection efficiency.

The temperature profile satisfying:

\[
T = T_s + \frac{q_{lw} + q_1 T_s}{1 - q_1 b} z
\]

(1.4)
For glaze ice, the temperature profiles are in the ice layer:

\[ T = T_s + (T_f - T_s) \frac{z}{b} \quad (1.5) \]

and,

\[ \theta = T_f + \frac{q_0 + q_1 T_f}{1 - q_1 h} (z - h) \quad (1.6) \]

in the water layer.

The ice thickness is derived from the energy balance at the freezing interface and can be written in its final form:

\[ S \frac{\partial b}{\partial t} = \frac{1}{b} + \frac{c_{2g}}{1 + c_{1g} h} \quad (1.7) \]

S is the Stephan number and the \( c_{1g} \) and \( c_{2g} \) terms describe different terms in the energy balance such as evaporation aerodynamic heating, droplet kinetic energy, convection, etc (see details in [1, 4]).

As already mentioned, this model is the base of the ICECREMO code. The new version of the code called ICECREMO2 has been used to generate the results presented in this thesis. This code will now be described briefly.

1.4.2 ICECREMO2 code structure

Due to the complexity of the phenomena to describe, icing codes are divided into several modules. ICECREMO2 consists in three modules: CORNETTO, RIPPLE and MAGNUM. The CORNETTO module extracts a surface mesh and data for the water film and ice accretion module from a flowfield data which can come from a variety of CFD
sources, and perform a droplet trajectory calculation. The collection efficiency results from this module and determines the incoming water mass entering the domain.

The RIPPLE module ensures that shear stress and convective heat transfer coefficients are available to enable a water film and ice growth calculation to be performed by the MAGNUM module. It is inside this MAGNUM module that the work of this thesis is implemented.

One fundamental novelty in ICECREMO2 is the use of unstructured mesh. The icing surface is discretized with faces which can potentially be of any polyhedral shape [31]. The surface discretization will be defined in terms of an edge-based system used within the BAE SYSTEMS SOLAR. Re-arranging Equation (1.1) gives:

\[
\frac{\partial h}{\partial t} = -\nabla \cdot Q + \frac{\beta W G}{\rho_w} - \frac{\rho_i}{\rho_w} \frac{\partial b}{\partial t}
\] (1.8)

To determine the water transport over a cell, we loop over its edges, compute the contribution of the neighbouring cell via the numerical scheme. Below is an estimate of \( \nabla \cdot Q \) using this edge based formulation:

\[
\nabla \cdot Q \approx \frac{1}{A} \sum_{i=1}^{N} q_i \cdot \vec{n}_i \cdot E_i
\] (1.9)

where \( A \) is the area of the face. \( E_i, \vec{n}_i \) and \( q_i \) denote the length, the normal and the flux through the edge \( i \), respectively.

This is calculated in the function \textit{CalcRHS()} using the appropriate numerical scheme. The freezing ratio is also calculated face by face using Equation (1.7). The local water height can then be updated (in the function \textit{Update()}) by the addition of the right hand side of Equation (1.8) multiplied by the time step. This is carried on until the appropriate time period has elapsed. A diagram of the entire process can be seen in Appendix A.
1.5 Contributions and structure of this thesis

Recent progress in technology will certainly improve a lot the aircraft safety as well as our understanding of the icing process. Features such as mini sensors situated on the wings of an aircraft can provide live and ‘exact’ informations to a pilot about the growing rate and the amount of ice on his plane. Such advancement in remote sensing and computational power make that live icing simulation is not a science fiction scenario any more. Computational models combined with data assimilation techniques could provide useful tools for pilots who encounter icing conditions and are in need to find an escape route for example. At the moment models have been validated for a large range of applications and are part of the design and qualification processes. However the use of three dimensional icing codes is relatively recent and with the additional resources required for such calculations come new computational techniques using unstructured approach. Unstructured grids permit the description and discretization of complex surface as well as the use of adaptivity. Adaptivity consists in increasing the resolution of the grid (i.e.: the number of points or elements) in certain regions where more accuracy is needed whilst the other parts of the grid remain at coarse resolution. This technique allow one to accurately model complex flow without increasing too much the computational power. In this thesis we assess the effect of the accuracy of the water film solution on the final ice shape under glaze ice conditions. However the development of such complex methods requires to divide the study in several steps, these are reflected in the structure of this thesis.

Chapter 2 is devoted to the literature review. This is done in twofold. First the thin film flow dynamic is very complex and contains many features which are relevant for different applications. A selection of study is presented with relevant interest for ice modelling. The partial differential equation governing the spreading of a liquid in thin layer is very
difficult to solve. In the second part of this chapter, we review the different numerical methods available and focus on the special category of the high resolution methods. The numerical scheme used throughout this work belongs to this category of shock capturing scheme.

In **Chapter 3**, Equation (1.1) is studied and the numerical scheme to solve it is presented. Emphasis is put on the definition of the flux limiter and the finite volume formulation of Sweby’s scheme. Two dimensional test cases are presented highlighting the effects of the different forces involved and the corresponding flux terms. Results are in good agreement with previous studies. More complex scenario are then considered in three dimensions including a rotating case.

**Chapter 4** is the error control methodology. A qualitative study is performed showing the necessity of higher resolution at the front of the water flow. Then an error estimator is derived using double discretization. The dual property of the numerical scheme is directly used so no additional calculation is required for the computation of this error indicator. The refinement technique is explained. The interpolation from grid to grid after refinement or de-refinement are mass conservative. Criteria such as the number of edges to be refined are chosen so that the all process can be fully automatic. The result is an adaptive technique capable of automatically refining and de-refining the mesh so that the water front is constantly under fine resolution. The gain in performance is also assessed.

Finally in **Chapter 5**, the adaptive numerical method developed in the previous chapters is employed in the context of icing. First an anti-icing calculation is performed to establish the importance of the front flow in such scenario. Then glaze ice simulations are executed. The front flow is shown to affect sensibly the amount of ice but only for a short
period. Due to the disparity of the time scale between water flow and ice accretion another criteria for refinement is derived taking into account the ice. The adaptive method is then combined with a multi-stepping approach.

Conclusions are drawn in the last chapter with some proposals for further studies and improvements.
Chapter 2

Literature Review

2.1 Introduction

The equation governing the ice accretion and water flow derived for the ICECREMO model has been presented in the introduction. In absence of ice accretion, Equation 1.1 is a typical thin film flow equation governing the spreading of a liquid in thin layer over a surface. This equation is notoriously difficult to solve and presents many challenges. First in terms of the complexity of the dynamics involved in these physical phenomena but also in term of the numerical methods one has to employ to resolve it accurately. In this chapter we review the different domains of application and pinpoint the studies relevant to this work. In the second part of this chapter we go over some of the finite difference and finite volume techniques developed for conservation law equations. We present the mathematical problems arising with such equation and survey the high resolution methods. The numerical scheme retained for the rest of this work belongs to this category and is presented at the end of this chapter.


2.2 Thin film flows

Thin film flows appear in a multitude of applications other than aircraft or atmospheric icing. In [65] Myers reviews those where surface tension is a dominant force. The most common application is certainly the coating of a surface with a thin liquid. This problem arises in industrial manufacturing such as microchip production where ultra thin layer of precious metal have to be applied; or more naturally when rain is running down a window. Other applications involve film condensation for cooling devices, paint drying where an evenly covered surface is required or the motion of a contact lens over the eyeball. Such films show complex dynamics such as wave propagation or wave steepening, they can rupture into fingers, creating holes or dry region. If in certain cases a solution can be found analytically [66], in general such complex equations are solved numerically.

Thin film flows are usually approached within the lubrication theory which reduces Navier-Stokes equations to a single fourth-order non-linear partial differential equation describing the evolution of the free surface $h(t, x, y)$ (the height of the liquid over the domain). An extensive review [74] uses an asymptotic theory, the long wave theory for the evolution of liquid film. In this review a lot of configurations are considered combining shear stress, surface tension, gravity, evaporation, van der Waals forces, Marangoni effect. Films on cylinder and on a rotating disc are also mentioned. A third review by Eggers [70] considers the nonlinear dynamics and breaking of free surface flow into droplets but also study the droplet-droplet interaction and the breaking of jets.

Coating film studies are deeply relevant to icing when the runback water film is considered. The coating process develops mainly as a balance of viscous and surface tension forces. Centrifugal or thermocapillary forces may also drive the flow. Although a lot of research and progress has been made in this area, the dynamics are still not fully under-
stood especially near the front. The main difficulty in solving such flow comes from the presence of the contact line, the boundary between the film and the uncoated/dry surface [73, 68]. When the contact line is moving a singularity appears leading to an infinite stress at the front. This has been named commonly ‘the contact line paradox’ [83]. Two alternatives are possible and are discussed in [1] and [65] for example. One can relax the no-slip boundary condition at the solid liquid interface [71]. A common boundary condition is:

\[ u|_{z=0} = \alpha \frac{\partial u}{\partial z} \quad (2.1) \]

This will add a term of order \( O(h^2) \) proportional to \( \alpha \) in the surface tension term of equation (1.1). \( \beta \) is chosen to be small enough to only affect the flow when the film thickness is significantly small.

The second solution is to use a precursor model [73] and [81, 83, 85]. This model assumes that the surface is pre-wetted by an ultra thin layer of liquid. This approach is equivalent to the slip models but have proven to be more efficient computationally [85, 82]. The ICECREMO model use a precursor film [3, 1, 2], and naturally this approach has been kept in the present work. We discuss the numerical effect of the precursor film in Chapter 4.

One major challenge with coating films is to adequately represent their ability to break, disrupt into rivulets leaving some dry area. These instabilities have been subject to many studies, [77] is a main reference on this topic. Linear [71] and nonlinear [72] stability analysis have been performed on this type of equation. Numerical results are available for a multitude of different applications. In [76] the formation of rivulets for a thin film under centrifugal force is studied to simulate spin coating process. Instabilities induced by surfactant are explored in [75]. Evaporation effect is taken into account in [86]. Flow spreading down an inclined heated plate are considered in [87] and [79] where
the Marangoni effect has an important role.

The behaviour of the liquid near the front is related to the contact angle, the angle that the liquid form with the substrate. Numerically this angle is usually considered through ‘Tanner’s law’ [65, 1]:

\[
\tan \theta \sim U^{\frac{1}{3}}
\]

where \( \theta \) is the contact angle and \( U \) the fluid velocity.

Experimental studies of the effect of the contact angle on the film rupture and the growing of instabilities have been performed in [69] and [67]. The main results of the studies is that at high contact angle, rivulets can form and leave some dry region. The contact angle also affects the shape and width of the rivulets.

The effect of body forces such as gravity can also produce different pattern at the contact line. With a flow spreading down a slope in [81], it is shown that with a high angle of inclination of a plate, so more important gravity effects, fingers or rivulets appear against sawtooth at lower angle.

Finally as a thin film spreads on a surface, the surface tension dominating at the front, a Lax-shock [1] will form (see also next Chapter). Under different conditions, different shocks can appear leading to different shape of the front. The different shock structures are studied in [78] in the case of rimming flow (rotating). For an inclined plate, Bertozzi et al. [84] look at undercompressive shocks arising when gravity and surface tension forces compete. The notion of shocks is re-assessed in the next section and a study of the evolution of the front shape with the angle of inclination is performed in the next chapter.
2.3 Numerical solution of conservation laws

The purpose of this section is not to present an exhaustive review of the numerical method developed for conservation laws but rather to pinpoint the theoretical difficulties encountered during this research together with the adequate literature. Most of the references presented in this section are well-known articles or books in the finite difference community and are, in the author’s point of view, necessary for a good understanding of the numerical method employed in this thesis.

The equation governing the water film and ice accretion employed in this model is a scalar conservation law. At high temperature, when only the water film is considered, the equation describes the spreading of a thin liquid film over a dry surface. This phenomenon is particularly complex to model and both mathematical and numerical difficulties arise when trying to solve this type of equation. Although the different terms present in the flux make that the equation cannot be classified in a particular type, in most of the aeronautical cases presented in this thesis, the shear stress (wind force) plays a much greater role than the other forces. That said, if the pressure and surface tension terms are neglected, the equation is of Burger’s type and is strictly hyperbolic. The solution of this type can present some singularities and be discontinuous. It then clearly does not satisfy the partial differential equation in the classical sense, at each point, since the derivatives are not defined at discontinuities. The ‘weak’ formulation is introduced, involving the integral form of the equation. Discontinuity is allowed, and function continuous almost everywhere are considered.

The second mathematical difficulty is the uniqueness of the solution. Conservation law with same initial data can have more than one weak solution. Of course only one is physically relevant. For this reason, a condition can be imposed directly on the weak solution.
This condition is called entropy condition by analogy with gas dynamics [48]. The numerical difficulties faced when trying to solve the partial differential equation numerically come again from the presence of discontinuities where the equation does not hold. Standard numerical methods are based on the assumption of smooth solutions and give very poor results near discontinuities. First-order accurate methods generate results that are very smeared in region near discontinuities. Leveque explains it by the large amount of numerical viscosity that these methods have which smoothes the solution. When trying to use a classical second-order accurate method, the numerical viscosity is eliminated but some dispersive effects are introduced and lead to numerical oscillations which can in turn lead to instability. To prevent this from happening a number of numerical methods called high resolution methods have been developed.

2.3.1 Shocks

Shock waves are discontinuous solutions of hyperbolic conservation laws. The term shock is generic and is employed in the literature independently of the field or application. It can describe a shock (or bore), a contact discontinuity, a shear wave or, in our case, a wet/dry or sharp front. From a numerical point of view the requirements of these flow features are identical and a good method for computing shocks will, in principle, deal successfully with other discontinuous waves.

Toro [35] distinguishes two approaches for computing solutions with discontinuities: the shock-fitting and the shock capturing methods. In the first one, discontinuities are tracked explicitly (the method is also called front tracking see [90] and [91]) and treated as internal boundaries across which the appropriate jump condition is applied. For its simplicity and because it is applicable to a much wider set of problems, the shock capturing method is most commonly used. In this approach a single numerical scheme is employed on the entire domain. The discontinuity is part of the solution but spreads over
a number of mesh points. The term shock capturing is also become generic and refers to numerical methods which deal with the flow features automatically. The high resolution methods have this particularity, they will be detailed in the following section.

2.3.2 High resolution methods

Two classes of shock capturing scheme exist, the ENO (Essentially Non oscillatory) family and the TVD (Total Variation Diminishing) schemes. The main distinction being that ENO can retain the same order of accuracy in space near extremum whereas TVD reduces to first order. The scheme selected and used for this study has been constructed to be TVD, therefore only this class of schemes will be discussed in the following.

Before we go further in detail it is important to note that the TVD property is only valid for homogeneous scalar hyperbolic laws. We will see later how to deal with the source term in order to treat the nonhomogeneous equation.

The name high resolution methods has been given after the work of Harten [55] to qualify the schemes which satisfy the following three properties [36]:

- The schemes are second-order accurate or more in smooth part of the solution.

- The numerical solution is free from spurious oscillations

- The schemes produce high resolution of discontinuities, meaning that the number of mesh points in the zone containing the wave is narrow compared with that of first-order monotone methods.

In his most complete review, Yee [88] distinguishes four techniques to construct High resolution TVD schemes. They are:

- Hybrid schemes such as the Flux Corrected Transport of Boris and Book [58], Harten [52] and Van Leer [56];
• Second-order extension of Godunov’s type schemes by Van Leer [57] or Colella and Woodward with their Piecewise Parabolic Method (PPM)[59];

• The modified flux approach of Harten [51];

• And the numerical fluctuation approach of Roe [61] and Sweby [37].

Apart from the second approach, the extension of Godunov’s schemes to higher order, all techniques utilize one basic idea: the combination of a higher order and a first-order scheme using limiters to satisfy the TVD sufficient condition. These limiters or flux limiters impose some constraints on the gradient of the dependent variable and/or the flux function.

Flux Limited Methods

Intuitively flux limited methods are linear combinations of two first-generation methods. Practically, for scalar conservation laws, they are defined as follow:

\[ u_i^{n+1} = u_i^n - \lambda(\hat{f}_{i+1/2}^n - \hat{f}_{i-1/2}^n) \]  

(2.2)

Where:

\[ \hat{f}_{i+1/2}^n = \hat{f}_{i+1/2}^1 + \phi_{i+1/2}^n(\hat{f}_{i+1/2}^2 - \hat{f}_{i+1/2}^1) \]  

(2.3)

The flux limiter is the parameter \( \phi_{i+1/2}^n \) controlling the linear combination where \( \hat{f}_{i+1/2}^1 \) and \( \hat{f}_{i+1/2}^2 \) are the conservative numerical flux of two different numerical schemes with complementary properties. A possible and usual approach is to choose one method suitable for smooth regions and a second near shocks. The flux limiter is then applied as a ‘switch’ between the two methods, raising the question of how to distinguish shocks from smooth
regions.

For this purpose a ratio \( r \) of solution difference is defined:

\[
r = \frac{u^n_i - u^n_{i-1}}{u^n_{i+1} - u^n_i}
\]  \hspace{1cm} (2.4)

Often in the literature, see for example [13] for a detailed description, a specific notation is adopted for \( r^+ = r \) and \( r^- = \frac{1}{r} \).

Large increases (or decreases) in the solution difference are indicated by large or small ratios. However this method is not completely reliable to indicate shocks. Shocks will be reflected by very large or very small value of \( r \) but the inverse is not always true. In [13] (Chapter 20), Laney takes as example the case where \( u^n_{i+1} - u^n_i = 0 \) with \( u^n_i - u^n_{i-1} \neq 0 \) which gives an infinite value of \( r \) whether a shock is present or not. Consequently Laney states that flux limited methods ‘do not even attempt to identify shocks but rather try to regulate minima and maxima’ using non-linear stability conditions by restricting \( \phi(r) \).

Another alternative is to use flux differences:

\[
r = \frac{\hat{f}^2_{i-1/2} - \hat{f}^1_{i-1/2}}{\hat{f}^2_{i+1/2} - \hat{f}^1_{i+1/2}}
\]  \hspace{1cm} (2.5)

The same problems occurs as with the ratios of solution differences, large/small ratios are ‘often, but not always’, caused by shocks. By reformulating the numerical fluxes in term of artificial viscosity, we can see the relation between flux differences and solution differences ratios:

\[
\hat{f}^1_{i+1/2} = \frac{1}{2}(f(u^n_{i+1}) + f(u^n_i)) - \frac{1}{2}\epsilon^1_{i+1/2}(u^n_{i+1} - u^n_i)
\]  \hspace{1cm} (2.6)
And

\[ \hat{f}_{i+1/2}^n = \frac{1}{2}(f(u_{i+1}^n) + f(u_i^n)) - \frac{1}{2} \hat{e}_{i+1/2}^2(u_{i+1}^n - u_i^n) \]  

(2.7)

The ratios of flux differences can be re-written as:

\[ r = \left( \frac{\epsilon_{i-1/2}^2 - \epsilon_{i-1/2}^1}{\epsilon_{i+1/2}^2 - \epsilon_{i+1/2}^1} \right) \frac{(u_i^n - u_{i-1}^n)}{(u_{i+1}^n - u_i^n)} \]  

(2.8)

It is this method which will be used in the next chapter to define the ratio for the flux limiter employed in this thesis.

The Van Leer’s flux-limited method combines a Lax-Wendroff scheme with a Beam-Warming scheme:

\[ \hat{f}_{i+1/2}^n = \frac{1}{2}(\hat{f}_{i+1/2}^{LW} + \hat{f}_{i+1/2}^{BW}) + \phi_{i+1/2}^n(\hat{f}_{i+1/2}^{LW} - \hat{f}_{i+1/2}^{BW}) \]  

(2.9)

With

\[ \phi^n(r) = \frac{|r| - 1}{|r| + 1} \]  

(2.10)

Van Leer proposed this approach for the linear advection equation in 1974 in the second of a five papers series entitled ‘Towards the ultimate conservative difference scheme’ [56].

The Sweby’s flux-limited method combines a Lax-Wendroff second-order scheme with a first-order upwind. In Equation 2.2, in the non-linear case considering \( a(u) > 0 \), \( \hat{f}_{i+1/2}^n \) would take the form:

\[ \hat{f}_{i+1/2}^n = (1 - \phi^n(r_{i+1/2}))\hat{f}_{i+1/2}^{UP} + \phi^n(r_{i+1/2})\hat{f}_{i+1/2}^{LW} \]  

(2.11)
With:

\[ a_{i+1/2} = \begin{cases} 
(f_k^{i+1} - f_k^i)/(u_k^{i+1} - u_k^i) & \text{if } u_k^{i+1} - u_k^i \neq 0, \\
\partial f_k^i / \partial u \bigg|_{i+1/2} & \text{if } u_k^{i+1} - u_k^i = 0,
\end{cases} \]

The ratio \( r \) is written:

\[ (r_t^+) = \frac{\left( a_{i-\frac{1}{2}} - \lambda a^2_{i-\frac{1}{2}} \right) (u_{i+1} - u_i)}{\left( a_{i+\frac{1}{2}} - \lambda a^2_{i+\frac{1}{2}} \right) (u_{i+1} - u_i)} \quad (2.12) \]

Or equivalently:

\[ (r_t^+) = \frac{\tilde{f}^{LW}_{i+1/2} - \tilde{f}^{UP}_{i+1/2}}{\tilde{f}^{LW}_{i-1/2} - \tilde{f}^{UP}_{i-1/2}} \quad (2.13) \]

An equivalent formula can be obtained for the case of a negative wave speed \( a(u) < 0 \).

A general formulation including the sign of the wave speed is used in the next chapter as Sweby’s flux limited method is retained for the solution on the water film equation in this work.

As mentioned before the limiter function \( \phi \) is constrained by a non-linear stability condition. For the scheme to remain in the TVD region, with \( 0 \leq \lambda a \leq 1 \), a sufficient condition is:

\[ 0 \leq \phi_t^n + K \leq 2 \quad (2.14) \]
\[ 0 \leq \frac{\phi_t^n}{r_t^+} + K \leq 2 \quad (2.15) \]

Roe suggested this more general condition in 1989 [62] as his original paper [37] only considered the case \( K = 0 \).

This condition is satisfied using the flux limiter. We will describe different limiters and
their properties next after showing a variant of Sweby’s method proposed by Davis and Roe.

The **Davis-Roe Flux Limited Method**. From Roe’s ‘TVD Lax-Wendroff’ [94], Davis proposed in [63] the following method:

\[
\hat{f}_{i+1/2}^n = \hat{f}_{i+1/2}^{LW} + \frac{1}{2} a_{i+\frac{1}{2}}^n [(1 - \lambda|a_{i+\frac{1}{2}}^n|)\phi(r_i^+) + \phi(r_{i+1}^-) - 2(u_{i+1}^n - u_i^n)]
\]  

(2.16)

Where

\[
r_i^+ = \frac{u_i^n - u_{i-1}^n}{u_{i+1}^n - u_i^n}
\]

(2.17)

\[
r_{i-1}^- = \frac{u_{i+1}^n - u_i^n}{u_i^n - u_{i-1}^n}
\]

(2.18)

This definition of the ratio $r$ makes it a bit simpler compared to Sweby’s method, although Davis dropped the idea of recovering methods such as Beam-Warming or Fromm for particular value of $\phi$.

Davis originally used the minmod limiter to satisfy the non-linear stability condition although other limiters can certainly be used.

Of course flux limited methods other than the three methods presented here exist. For example, Chakravarthy-Osher [40] developed a series of semi-discrete flux-limited methods coupled with different time discretization. Also Yee [88] proposed a modified version of the Davis-Roe flux-limited method by, in particular, using a central scheme instead of the Lax-Wendroff scheme. But an exhaustive review of the flux limiting methods would be beyond the scope of this section.

Next we present the most used flux limiters in high resolution methods.
Flux Limiters

Flux limiters are used in the second stage of the high resolution methods to bound (or limit) the ‘switch’ \( \phi \), in order for the scheme to satisfy the non-linearity stability condition. In other words the function \( \phi \) is restricted for the scheme to remain TVD.

Let consider Condition (2.15) with the constant \( K = 0 \) as in Sweby’s paper. Under the CFL condition (Courant-Friedrich-Lewy [95, 96]), the scheme will remain non-linearly stable as long as Condition (2.15) is satisfied. Sweby’s representation of the TVD region is a function of the ratio \( r \) and the limiter \( \phi(r) \). Two regions are then automatically distinct: the region where the scheme is first-order and the region of higher order. While all the limiters will keep the condition (2.15) satisfied, they will use a different formulation to maintain the scheme in the higher order region.

The minmod limiter:

\[
\phi(r) = \text{minmod}(1, br) = \begin{cases} 
1 & \text{if } br \geq 1 , \\
0 & \text{if } 0 \leq br < 1 , \\
0 & \text{if } br < 0 . 
\end{cases} \tag{2.19}
\]

The minimum modulus returns the argument closest to zero if both arguments are of same sign and zero otherwise. It is written in its general form here where \( b \) is a constant such as \( 1 \leq b \leq 2 \). We should assume \( b = 1 \) in which case it represents the lower boundary of Sweby’s TVD region. In other words the minmod limiter brings the flux-limited method as close as possible of the first-order method while remaining second-order accurate.
superbee limiter:

\[ \phi(r) = \max(0, \min(2r, 1), \min(r, 2)) = \begin{cases} 
0 & r \geq 0 , \\
2r & 0 \leq r < \frac{1}{2} , \\
1 & \frac{1}{2} \leq r \leq 1 , \\
r & 1 \leq r \leq 2 , \\
2 & r \geq 2 . 
\end{cases} \] (2.20)

Apparently the name superbee would come from Roe’s original paper where he used the notation \( B \) instead of \( \phi \) for the flux limiter (see [13]). Then ‘super-B’ reflect the facts that it represents the upper-boundary of Sweby’s TVD region. In other words, the superbee limiters brings the method as close as possible of the Lax-Wendroff method. It is said to be the most compressive method as it keeps the discontinuity very sharp. On the other hand it tends to steepen smooth transition near inflection point. (See for example Leveque, Chapter 6 of [50], which compares different limiters on an advection equation.)

The Van Leer limiter:

\[ \phi(r) = \begin{cases} 
\frac{2r}{1+r} & r \geq 0 , \\
0 & r < 0 . 
\end{cases} \] (2.21)

Note that in order to have second-order of accuracy the limiter must respect \( \phi(1) = 1 \). The Van Leer limiter is very smooth near \( r = 1 \) whereas the two other limiters are not. This is due to the fact that around \( r = 1 \), the minmod and superbee limiters switch in the choice of discretization. This switch is usually referred as clipping error and represents the fact that the order of accuracy of the numerical method is reduced to a value near one. For a full second-order method a smooth limiter is required near \( r = 1 \).
The approach taken in this thesis follows Sweby’s flux limited method. A first-order upwind and the second-order Lax-Wendroff schemes are combined with the superbee limiter. There are several reasons for this choice, the first being that this particular scheme has been extensively used in the literature and has proven to be generally very robust and accurate for many applications (see for example [47]). The second is that this thesis is in the following line of the research in ice modelling made in the AMAC department of Cranfield University. This high order scheme has already been tested and applied to ice accretion [1, 2, 3] when the department was involved in the development of ICECREMO [15]. The scheme has proven to be very reliable on structured grid so it was a first candidate and a natural choice for the unstructured code ICECREMO2.

2.4 Conclusion

Considering the runback water film in the ice model increases its complexity. The dynamics of thin film flows are very complex and so are the numerical methods to solve the equations. We have highlighted in this chapter the difficulties arising with such equations together with adequate literature. The studies for coating film flow are pertinent to aircraft icing. Spin coating and thin film flow under centrifugal force is relevant to model icing on rotating components of an aircraft or helicopter. Evolution of thin film on heated surface, in the presence of surfactant or considering evaporation offers many income for anti-icing or de-icing model. The presence of rivulets will affect the area on which ice may appear. The shape of the front may affect the amount of ice which will form. This review is far from exhaustive but instead offers a selection of the studies and general results relevant to this work.

The second part of this chapter considers the numerical methods to solve this equation. Due to the presence of shocks or sharp gradients in the solution, the classical methods are
either inaccurate or unstable. We have shown the relevance of high resolution methods for such equation. The concept of flux limiter has been explained, and the numerical method retained for this work has been presented.

In the next chapter we will continue the study further. The equation and the numerical scheme will be closely examined. A new version of this scheme for unstructured grid will be formulated. Results will be presented in two and three dimension under different physical conditions.
Chapter 3

Solving The Water Flow Equation

In this chapter a numerical method is proposed to solve the Equation 1.8 governing the ice growth presented in the previous chapter. This equation, in absence of ice formation, is typical of free surface thin film flows. Such equations are notoriously difficult to solve. For this reason the work presented in following sections deals with the water flow only. First, the different physical terms of the water flow equation will be presented, then the numerical schemes developed in the ICECREMO2 solver module MAGNUM. A finite volume formulation is presented to implement a higher resolution method on unstructured grids. The behaviour of this scheme under a typical thin film flow simulation will be shown. Results will be presented first in two-dimension with a simulation a liquid flowing down an inclined plate under different conditions, in order to illustrate the different forces involved in the equation. The extension to three dimension is done in the last section of this chapter together with more complex dynamics.

3.1 The flux terms:

The flux in Equation 1.8 may be divided into four terms, \( Q = Q_1 + Q_2 + Q_3 + Q_4 \):

1. \( Q_1 \) describes the influence of the shear stress. This is the dominant term over most
of the domain.

\[ Q_1 = \frac{Ah^2}{2\mu}. \] (3.1)

2. \( Q_2 \) is the gravity term. This term is likely to become dominant when the substrate is inclined significantly and the shear stress value is close to 0.

\[ Q_2 = \frac{\rho_w g_x h^3}{3\mu}. \] (3.2)

3. \( Q_3 \) is a pressure term. This term may only be dominant when the water height varies rapidly, i.e. near the moving front.

\[ Q_3 = \frac{\rho_w g_z h^3}{3\mu} \frac{\partial h}{\partial x}. \] (3.3)

4. \( Q_4 \) is the surface tension term. This is another non-linear term with a third-order derivative:

\[ Q_4 = C \frac{h^3 \partial^3 h}{3 \partial x^3}. \] (3.4)

where \( C \) is the inverse capillary number, the ratio of surface tension and viscosity.

If gravity, pressure and surface tension are neglected, the flux is reduced to \( Q_1 \) and the water film equation is the well-known inviscid Burgers’ equation.

In order to understand the physics of the thin film flow, and how they are modeled, a simple flat plate case is presented in Figure 3.1 in two dimensions. This case is used as a base to compare different methods and see the effect of different forces on the water film. The mass flux representing the incoming water is applied in the centre of the plate in a gaussian shape. The shear stress is acting constantly in uniform direction (here from left
to right), and the plate is considered horizontal first so gravity is acting in the vertical direction only.

Figure 3.1: Typical water film shape.

The water is pushed toward the right by the shear force \( \overrightarrow{A} \). After a certain amount of time, 0.2 sec in this case, a Lax-shock starts to form (Region 3) and spreads as the water advances on the plate. Region 1 is the flow development region where the water flux from impinging droplets enters the domain (impinging droplets). Region 2 represents the pseudo-steady state reached by the water film. The height of the water film in this region will stay constant. Only the length, here in the x direction, will change with time as the front advances on the domain. The numerical modelling of this type of flow requires advanced techniques such as shock capturing methods.
3.2 The numerical schemes

The linear theory use the Lax-Ritchmeier theorem to insure the convergence of a numerical scheme. In this case, consistency and stability offer a sufficient and necessary condition for the scheme to converge. The Von Neumann analysis is the most used technique to obtain a stability condition for linear schemes. The concept of necessary and sufficient condition for convergence is expanded in [45]. For non-linear conservation laws the theory is more complex. As shown previously in Chapter 2, such equation can have several solutions due to the presence of discontinuity. An entropy condition is necessary for the scheme to converge to the weak solution. For an arbitrary flux function \( f(u) \), such condition is the Rankine-Hugoniot jump condition [48]. In the scalar case, this gives:

\[
s = \frac{f(u_l) - f(u_r)}{u_l - u_r}
\]

(3.5)

where \( s \) is the speed at the discontinuity, \( u_l \) and \( u_r \) the value on the left and right of the propagating shock.

Secondly, the scheme must be written in its conservative form. Some examples have also been cited in the previous chapter where a non-conservative scheme failed to solve correctly Burger’s equation. More generally, a numerical scheme written in conservative form ensures that, in absence of sources, the physically conserved quantities according to the partial differential equation are numerically conserved by the finite difference equation. The schemes in this section are written in their structured form as found in the literature. The data are indexed with the subscript \( i \) and denote a face centered value. Index \( i + 1/2 \) represents a value computed at the edge, interface between two faces. The unstructured edge-based formulation is presented and explained in the next section. For the reason of clarity, the numerical schemes presented in this section are written in 2D. Extension to 3D structured grid can be easily obtained using \( Q = Q_x + Q_y \).
Equation 1.8 is solved numerically with an explicit scheme which can be written in the following conservative form:

\[ h_i^{k+1} = h_i^k - \frac{\Delta t}{\Delta x} \left( Q_{i+1/2}^k - Q_{i-1/2}^k \right), \quad (3.6) \]

where the superscript \(k\) and the subscript \(i\) denotes values at \(t = k\Delta t\) and \(x = i\Delta x\) respectively.

### 3.2.1 Original implementation

The original implementation of the numerical scheme in ICECREMO2 used a flux splitting technique. The shear stress component of the flux \(Q_1\) of 3.1 is implemented using an upwind scheme:

\[
Q_{i+1/2} = \begin{cases} 
Q_i & \text{if } a_{i+1/2} > 0, \\
Q_{i+1} & \text{if } a_{i+1/2} < 0,
\end{cases} \quad (3.7)
\]

\[
a_{i+1/2} = \frac{(\partial Q/\partial h)_i + (\partial Q/\partial h)_{i+1}}{2} \quad (3.8)
\]

\[
\frac{\partial Q}{\partial h} = \frac{Ah}{\mu}. \quad (3.9)
\]

When the gravity and pressure terms (3.2) and (3.3) are discretised using a central scheme:

\[
Q_{i+1/2} = \frac{Q_i + Q_{i+1}}{2} \quad (3.10)
\]

Although this implementation is adequate for most of the aeronautical test cases, it suffers from two major problems. In most of the test cases in aeronautic, the shear stress would be highly dominant over the gravity and pressure terms. However, for practical reasons,
the simulation on rotative component is done using centripetal acceleration (see rotating case), and in this particular case, the gravity forces becomes dominant over the shear forces. The flux (3.2) is then the main term. The central scheme being unstable this numerical implementation is then unable to solve the equation for rotating components.

The second drawback is the behavior of this scheme around the stagnation line or sonic point. This issue will be assessed in more detail later but here is a brief description of the phenomena. By definition, the upwind scheme is dependent of the direction of the flux represented by the sign of the wave speed. Around the stagnation line, the value of the wave speed is close to zero. It has been noticed that on a particular cell situated on this stagnation line, the wave speed could take alternatively positive or negative values. These oscillations over time prevent the upwind scheme to converge on this region, changing at every time step the direction of the discretization.

In the next section a scheme is proposed which will yield to a better approximation and overcomes these problems.

3.2.2 Higher order scheme

In this section the entire flux \( Q \) is considered, no splitting formulation is performed. The Lax-Wendroff scheme is implemented using the following formula:

\[
Q_{i+1/2}^{LW} = \frac{1}{2} (Q_{i+1} + Q_i) - \frac{\Delta t}{2\Delta x} A_{i+1/2}^2 (h_{i+1} - h_i)
\]  

(3.11)

Where the wave speed is:

\[
A_{i+1/2} = \begin{cases} 
(Q_t^{k+1} - Q_t^k) / (h_t^{k+1} - h_t^k) & \text{if } h_t^{k+1} - h_t^k \neq 0 \\
\frac{\partial Q^k}{\partial h_i} & \text{if } h_t^{k+1} - h_t^k = 0 
\end{cases}
\]

(3.12)

The scheme is second-order in space, it is conditionally stable providing that the CFL
condition is satisfied. It is both diffusive and dispersive, so in presence of singularities like shocks some oscillations are present due to the dispersion, see Figure 3.2.

![Figure 3.2: Water film computed with a Lax-Wendroff scheme. When the front sharpens, spurious oscillations appear and spread with the liquid.](image)

When the solution is smooth and until a Lax-shock is formed at $t = 0.2s$, the Lax-Wendroff scheme shows good results. When shocks form and propagate, spurious oscillations appear and can lead to non-physical instabilities. These results correspond with those obtained by [47] when applying this scheme to the inviscid Burgers’ equation.

### 3.2.3 High resolution method

The numerical scheme developed by Sweby and Roe combines a second-order accurate Lax-Wendroff scheme with the first-order Upwind scheme to provide a smooth solution. This scheme has been used for this same equation and has proven to be efficient and more
accurate in continuous and near shocks (see: [2]). See [47] to see it applied to the inviscid Burger’s equation.

The conservative form (3.6) is kept, the flux is discretised in the following manner:

\[ Q_{i+1/2}^k = (1 - \phi(r))Q_{i+1/2}^{UP} + \phi(r)Q_{i+1/2}^{LW} \]  

(3.13)

Where \( \phi(r) \) is the Superbee limiter [37].

The upwind scheme is defined as:

\[ Q_{i+1/2}^{UP} = \frac{1}{2}(Q_{i+1} + Q_i) - \frac{1}{2} \text{sign}(A_{i+1/2})(Q_{i+1} - Q_i) \]  

(3.14)

And the Lax-Wendroff as:

\[ Q_{i+1/2}^{LW} = \frac{1}{2}(Q_{i+1} + Q_i) - \frac{\Delta t}{2\Delta x} A_{i+1/2}^2(h_{i+1} - h_i) \]  

(3.15)

Where the wave speed is:

\[ A_{i+1/2} = \begin{cases} 
    (Q_{i+1}^k - Q_i^k)/(h_{i+1}^k - h_i^k) & \text{if } h_{i+1}^k - h_i^k \neq 0 \,, \\
    \left. \frac{\partial Q^k}{\partial h} \right|_{i+1/2} & \text{if } h_{i+1}^k - h_i^k = 0 \,,
\end{cases} \]

The limiter is implemented with the following formula:

\[ \phi(r) = \max(0, \min(2r, 1), \min(r, 2)) \]  

(3.16)

\[ r = \frac{(|a_i + \frac{1}{2}| - \lambda a_i^2)(h_{i+1} - h_i)}{(|a_i + \frac{1}{2}| - \lambda a_i^2)(h_{i+1} - h_i - s)} \]  

(3.17)

\[ s = \text{sign}(a_i + \frac{1}{2}) \]  

(3.18)
The linear combination of upwind and Lax-Wendroff form a shock capturing scheme. The diffusive property of the upwind scheme has the advantage of damping the spurious oscillations produced by the Lax-Wendroff scheme near the shock, see Figure 3.3. Hence the scheme will be of second-order everywhere but in the vicinity of the front where it will be only first-order accurate in space.

![Figure 3.3: Evolution of the water film on a flat plate with time. The high resolution method removes the spurious oscillations previously visible.](image)

### 3.3 Finite Volume formulation

#### 3.3.1 The edge-based formulation

The numerical schemes in ICECREMO2 were implemented in the function defined as `CalcRHS()` in order to compute $\nabla Q$ on each cells. On each face, $\nabla Q$ is estimated with edge based values using Gauss’s theorem:
\[ \nabla . Q \approx \frac{1}{F} \sum_{i=1}^{N} q_i^{e} n_i^{e} E_i \quad (3.19) \]

where \( F \) is the area of the face.

It will be shown in this section how \( \bar{Q}_e \), the flux on each edge, is computed using the Superbee limiter.

The upwind and Lax-Wendroff part are computed in the following manner:

\[ Q_{e}^{UP} = \begin{cases} Q_{Left} & \text{if } \text{sign} \left( A_e \right) = 1 , \\ Q_{Right} & \text{if } \text{sign} \left( A_e \right) = -1 \end{cases} \]

\[ Q_{e}^{LW} = \frac{1}{2} (Q_{Right} + Q_{Left}) - \frac{\Delta t}{2\Delta x} A_e^2 (h_{Right} - h_{Left}) \quad (3.20) \]

where the superscripts UP and LW stand for the upwind and Lax-Wendroff respectively. \( A_e \) is the wave speed defined as:

\[ \overrightarrow{A}_e = \begin{cases} \frac{Q_{Right} - Q_{Left}}{h_{Right} - h_{Left}} & \text{if } h_{Right} - h_{Left} \neq 0 , \\ \frac{\partial q}{\partial h} \bigg|_{Right} + \frac{\partial q}{\partial h} \bigg|_{Left} \bigg/ 2 & \text{if } h_{Right} - h_{Left} = 0 \end{cases} \quad (3.21) \]

And its sign is the sign of : \( < \overrightarrow{A}_e, \overrightarrow{N}_e > \) where \( \overrightarrow{N}_e \) is the normal of the edge computed using the diagram presented in Figure 3.4 where \( N_l \) and \( N_r \) represent respectively the normal to the left and right face.
3.3.2 The virtual cell

The main difficulty to implement the full scheme on unstructured grid is the flux limiter itself. It can be seen in Equation 3.17, that the computation of \( r \), in the worse case, requires the access to the value of the water height \( h \) and to the wave speed on a range of three neighboring cells. Due to the edge-based structure of the SOLAR library, this is very difficult to obtain.

Basically, when looping over an edge, only the access to any value \( X_{\text{left}} \) or \( X_{\text{right}} \) centered in the two neighboring cells is available. See Figure 3.5: to construct the flux \( \vec{q} \) on the edge on need the values on the remaining two edges of the right cell (represented as square). If a larger stencil is required, one could try to track the next cell in the direction of the flow. However, this would be very expensive in terms of computation, as one would have to loop over all cells. This would also be very unreliable for complex mesh structures as it would require special treatment near the boundaries.
A more practical idea to overcome this problem is to reconstruct a value on a fictitious cell using the gradient of this value on the neighboring cells. If the access to these values is needed on more than two space level, a fictitious value $X_f$ is created in the same direction, see Figure 3.5 (blue square). For example, $X_f = X_{\text{right}} + <\overrightarrow{LR}, \overrightarrow{\nabla}X_{\text{right}}>$.

![Figure 3.5: Construction of the virtual cell value for the definition of the limiter](image)

In (3.17), if $s > 0$, the formulation for the limiter becomes:

$$r = \frac{(|a_{\text{virtual}}| - \lambda a_{\text{virtual}}^2)(h_{\text{Right}} - h_{\text{virtual}})}{(|a_{\text{edge}}| - \lambda a_{\text{edge}}^2)(h_{\text{Right}} - h_{\text{Left}})}$$

(3.22)
Note that the wave speed $\overrightarrow{A}$ is a vector. In the calculation of the ratio $r$, $a_{\text{virtual}}$ is the scalar product of the wave speed evaluated on the virtual cell and the normal of this cell. In the following results, the wave speed on the virtual cell has been evaluated using the virtual water height value and the exact derivative formulation. For that, the shear stress is calculated on the virtual cell using linear interpolation.

With Formula 3.22 if the gradient of $h$ is smooth, the ratio:

$$\frac{h_{\text{Right}} - h_{\text{virtual}}}{h_{\text{Right}} - h_{\text{Left}}} \simeq 1$$

which would reduce the entire scheme to the Lax-Wendroff scheme. This is exactly what we want, as we are looking for a second-order scheme where the solution is smooth and an upwind near the front.

On the Figure 3.6 a plot is shown of the time history on one particular edge and respective Left face of the value of the water height, the ratio $r$ and the limiter $\phi$.

![Figure 3.6: Evolution of $h$, $r$ and $\phi$ on a particular face/edge with time](image-url)
It can be seen with the water height historic, in green on the figure, that on this particular cell the shock arrive shortly after 500 cycles. The limiter $\phi$ is the restriction of the ratio $r$ to the interval $[0:2]$.

It can be observed that as the shock is passing by, over this particular edge, that the value of the limiter is changing. While the shock is over this particular region, the limiter reduces its value making the upwind scheme the dominant contribution to the global scheme. Once the shock has passed, the water film has reached its equilibrium height on this region and the limiter recovers its value of 2 making the global scheme second-order accurate.

Before the water reach this particular face, the water height is equal to the height of the precursor film so $\Delta h = 0$. Then, both $\Delta h$ evolve when the shock reach the face and it reflects exactly the typical shape of the shock, Region 3 in (3.1). Once the shock has passed, the film height is in its pseudo-steady state, Region 2 in 3.1, so $\Delta h = 0$ again. In the following it can be seen first in Figure 3.7: $\Delta h$ on the extended stencil, i.e.: $h_{\text{Right}} - h_{\text{virtual}}$; and secondly in Figure 3.8 the local $\Delta h = h_{\text{Right}} - h_{\text{Left}}$ together with the water height on the left face.
Figure 3.7: Evolution of $h_{\text{Right}} - h_{\text{virtual}}$
This sequence of figures allows us to check the behavior of the numerical scheme and its limiter under a typical simulation. This also confirms that the finite volume formulation and the different approach that had to be taken in order to implement this scheme on unstructured grid does not affect the overall solution by introducing more error. The study is carried on in the next section by looking more thoroughly into the different forces involved in the thin film equation and their influence on the final film shape.
3.4 Preliminary results in 2D

In this section, several calculations will be performed varying the different variables or initial conditions. The main idea is to give the reader a good understanding of the physics of the type of flow satisfying Equation 1.8. Let’s start with a simple 2D flat case on which different angle of inclination are tested to show the impact of the gravity forces on the film shape.

The collection efficiency for this case has a gaussian shape (exponential inverse) centered at $x = 0.3m$. The length of the plate is $L = 1m$. The shear stress is parallel to the plate and gravity is acting vertically, $g_z = -9.8ms^{-2}$. For an angle $\alpha = 0$, the plate is at the horizontal position and results similar to those presented earlier are retrieved.
Figure 3.10: The early stage: as the liquid starts moving, the front sharpens.

Figure 3.11: The front wave is forming.
As the incoming water enters the domain, the shear stress acting from left to right is pushing slowly the liquid toward the right. In Figure 3.10(a), the initial gaussian shape of the catch can still be observed but with a slight asymmetry. As the water advances on the plate the slope is increasing and rapidly becomes very sharp. Around \( t = 2 \) s the shock starts to form. This shock will rapidly evolve to a constant shape. This front wave shape is typical of thin film flows [1].

The film then reaches a quasi-steady state. As depicted in Figure 3.1, the film can be divided into three parts. The flow development region (Region 1 in Figure 3.1) remains unchanged. The central part of the flow (Region 2 in Figure 3.1) is in an equilibrium height and only its length will vary with time. The front wave (Region 3 in Figure 3.1) keeps the same shape and is moving toward the right as the liquid advances on the domain.

Figure 3.12: The water film reaches a quasi-steady state.
The results on an horizontal plate are in good agreement with those found in the literature, see [1] for example. In the following paragraphs it is shown how the different forces influence the front wave.

### 3.4.1 Angle of inclination

**Negative angles**

If the angle $\alpha$ is negative, the gravity will act in the same direction as the shear stress. The speed of the wave front is increased and the flow reaches its pseudo-steady state a bit earlier.
The shape of the front wave remains unchanged. The equilibrium height is decreasing with the angle of inclination. The more the plate is inclined the faster the film is. Gravity is acting with shear stress to stretch the water film over the plate which result, for a same exposure time, to a thinner but longer film.

**Positive angles**

On the opposite, if the angle $\alpha$ is positive, gravity and shear stress will act in opposite directions. As shown in Figure 3.15, for relatively small angles gravity will only be slowing down the flow yielding in a higher equilibrium height.
Figure 3.15: Water film at $t = 6\,\text{s}$, for $\alpha = 0^\circ, 5^\circ$, and $10^\circ$

- For $\alpha = 5^\circ$, gravity has a compressive effect on the flow. Still, the shear stress is dominating and the water is propagating on the plate but with a lower speed. The wave front shape remains unchanged and the global shape of the film stays as described previously for horizontal plates, except for the value of the equilibrium height.

- For $\alpha = 10^\circ$, gravity forces have a bigger impact on the film. The front wave shape begins to change. The main difference is in the flow development region and the steady state region. As less water is pushed through the right side of the plate by the shear stress, the liquid accumulates to the central part of the plate. No equilibrium height is reached yet.
In the following we will observe more closely what happens when gravity takes over shear stress. The angle of inclination is increased to $20^\circ$. The evolution of the water film is significantly different, see Figure 3.16. First results obtained without surface tension are presented. The angle of inclination has been chosen to obtain a balance between the shear stress and the gravity forces. Surface tension is added later to observe its effect.

![Figure 3.16: Water film for $\alpha = 20^\circ$, first stage.](image)

It can still be observed that the formation of a Lax shock as the wave front becomes steeper. The central bulk does not take the shape of the catch and is deformed by the effect of gravity. As the shear stress is pushing the liquid up the plate (to the right), gravity acts in the opposite direction and forces the water to the bottom of the plate (to the left).

The wave front advances very slowly towards the top of the plate. The maximum height reached by the shock is higher, and as it reaches its maximum, the shock begins to increase
in width, see Figure 3.17. Soon a plateau forms behind the shock. As liquid will pile up, the length of the plateau will extend. This type of shape has been observed experimentally. The gap between the plateau and the rest of the liquid on the left part of the plate is known as undercompressive shock [84]. As time goes on and the plateau extends the gap is closing up and the undercompressive shock disappears.

The height of the plateau comes to an equilibrium height, see Figure 3.18 (a). And as the undercompressive shocks completely disappears the film can be considered again in a pseudo-steady state where only its length is varying with time, see Figure 3.18 (b). As time goes on now the liquid is advancing towards the left, the bottom of the plate, under gravity effect.

Figure 3.17: Water film for $\alpha = 20^\circ$, second stage
In this section, the flow of a water film on a flat surface has been considered under different conditions. This has permitted two things. First we have been able to illustrate the different shapes that the front wave can take as well as the influences of the different forces, represented by the Fluxes (3.1), (3.2), (3.3) and (3.4), on the final solution. Secondly this validates the scheme in its finite volume formulation, presented in the previous section. In the next section we extend the study to the third dimension and with more complex test cases.
3.5 Preliminary results in 3D

In this section we present some water film simulations in three dimensions. The calculations are done on an ideal surface, a flat plate, under various conditions but on a regular grid. For a better visualization, the water height has been magnified by a factor of 1000 in all the figures, so we can fully appreciate the structure of the film. The first example shown in Figure 3.19 represents a liquid spreading over an horizontal flat plate under shear stress forces. The shear stress is acting parallel to the plate equally in x and y direction. (i.e.: its vector is collinear to (1,1,0). ) The initial conditions for the water film is a 3D gaussian, representing the impinging droplet zone. The solution is output at regular interval, in the next calculation a time unit is approximately 0.1 seconds.

Figure 3.19: Water film on an horizontal plate at $t = 0.1s$
In Figures 3.19 and 3.20 we can observe how the initial gaussian shape it pushed by the shear stress to force the water towards the right corner.

As time goes on, see Figure 3.21, the film evolves into its pseudo steady state. The
main part of the bulk reaches an equilibrium height whereas the front is fully formed and continue to advance on the surface. The shape of the interface between liquid and surface is similar than in 2D and produces a bump or peak. Only in 3D we can see that the maximum height of this peak is decreasing towards the side of the bulk. This is due to the initial condition being a gaussian shape. The mass of water on the side of the bulk is less than in the centre and will produce smaller peaks.

Figure 3.22: Water film on an horizontal plate at $t = 3.4\text{s}$

In Figure 3.22, the liquid reaches the other end of the domain. The water film height is projected on the mesh. By looking at a single line of the mesh at the interface we can see the shape of the front similar to the two dimensional case.

Next we change the inclination of the plate, negative and positive angle, we also present some rotating cases.
3.5.1 Flow down an inclined plate

With a negative angle, $\alpha = -10^\circ$, the gravity acts in the same direction than the shear stress. The resulting behavior of the water film under such conditions is not very different than on the horizontal plate. The same initial condition is applied. A time unit is 0.1 second.

Figure 3.23: Water film on an inclined plate, $\alpha = 10^\circ$ at $t = 0.2$
We can observe in Figure 3.24 that in the first moment of the initial gaussian shape is pushed by shear and gravity forces toward the bottom of the plate.

Figure 3.25: Water film on an inclined plate, $\alpha = -10^\circ$ at $t = 0.5s$
As the water flows down the surface, the main part of the film reaches an equilibrium height, see Figure 3.26. This equilibrium height is slightly less than in the horizontal case. As the gravity and shear act together the resulting speed of the flow is higher and the mass of water spreads more rapidly over the domain. One can argue as well that the interface between the liquid and the surface is a bit less sharp on the side of the bulk. This is probably because gravity exerts less pressure in the normal direction of the surface.

Positive angle

When the angle is positive and the shear stress still acts in the x-direction, the gravity force is now in opposition to the shear stress. On the following calculation the flat plate has been given an angle of 20° with the horizontal increasing substantially the gravity force in the x-direction. The initial condition or incoming water is applied in a gaussian shape at the bottom of the plate. At first, the shear stress is dominant and pushes the bulk towards the top of the plate forming the now usual front shape. But as the water
mass is increasing at the bottom of the plate, see Figures 3.27 and 3.28, the lower part of the bulk is slowly driven towards the bottom of the plate. Note that for the remaining of this chapter the water film height is represented in meters in the figures.

Figure 3.27: Water film on an inclined plate, $\alpha = 20^\circ$ at $t = 0.6s$

Figure 3.28: Water film on an inclined plate, $\alpha = 20^\circ$ at $t = 0.8s$
As more time elapses, the undercompressive shock disappears, as observed before in 2D, and a plateau appears between the two bulks, see Figures 3.29 and 3.30.

![Figure 3.29: Water film on an inclined plate, $\alpha = 20^\circ$ at $t = 1.2s$](image1)

![Figure 3.30: Water film on an inclined plate, $\alpha = 20^\circ$ at $t = 1.8s$](image2)

Again in 3D we can observe the full structure of the film. As the initial conditions
are in a 3D gaussian shape, the liquid on the side of the bulk does not reach the critical height where gravity and pressure forces take over shear stress [1]. By following closely a mesh line on the side of the bulk in Figure (3.30), we can see that the undercompressive shock has not appeared here and the liquid continues to flow towards the top of the plate. A double shock structure can be observed at the front.

3.5.2 Rotational flow

We now present some simulations of water spreading over a rotating surface. This type of simulations is useful to spin coating applications or icing on a rotor of an helicopter for example. A simple upwind scheme would be unable to perform well due to the endless change in the direction of discretisation and a classic central scheme would be unstable. The high resolution methods developed in this work allow us to perform such calculation.

A simple test case is used to illustrate the spreading of liquid on a rotating surface. The source of water is imposed in a rectangular shape centred in the middle of the plate. The axis of rotation is in the vertical direction also centred in the middle of the plate. So that under centripetal forces the liquid will be pushed from the centre of the domain towards the edges.

At first the water piles up in the middle of the domain as the outward flow is not strong enough to spread the liquid, see Figure 3.31. Then the liquid starts to move towards the edges. Note that the centripetal force gets stronger away from the centre, which explains the four fingers observed in Figure 3.32 corresponding to the four corners of the initial source.
Figure 3.31: Water film on a rotating plate at $t = 4s$

Figure 3.32: Water film on a rotating plate at $t = 8s$
Finally the liquid spreads over the entire domain, Figures 3.33 and 3.34. As all the surface is covered by the liquid we can see, Figure 3.34, that the film thickness decreases towards the edges. Qualitatively, these results compare well with those obtained in [76].
3.5.3 Surface tension effect

We now repeat the first test with the shear stress acting across an horizontal plate. Only this time the surface tension force has been artificially increased. The inverse capillary number in Equation 3.4 is magnified by a factor of ten.

The same initial conditions are applied and at first the bulk, in a gaussian shape, is pushed forward by the shear stress, see Figure 3.35. As the interface between liquid and substrate becomes sharper, the surface tension force increases. The shape of the peak is much smoother than with water (see Figure 3.36 compared to 3.19). This is due to the surface tension.

Figure 3.35: Structure of a film with high surface tension at $t = 0.2s$
Figure 3.36: Structure of a film with high surface tension at $t = 1s$

Figure 3.37: Structure of a film with high surface tension at $t = 2s$
As the flow spreads over the surface we can observe the effect of wind stress on the film in Figure 3.38. The wind blowing sideways creates a hole in the plateau while the surface tension maintains the position of the peak formed on the side. This test case illustrate how the surface tension affects the shape of the front. Presence of surfactant, anti-icing chemical or even the curvature of the substrate will affect the surface tension. We will show in the next chapter how important is the resolution to resolve correctly the surface tension effect.

### 3.6 Conclusion

In this chapter we have presented the numerical scheme developed in ICECREMO2. This scheme belongs in the high resolution methods and combines a first-order upwind scheme with a second-order Lax-Wendroff coupled with the superbee limiter in order to keep the entire method stable. The final scheme is a shock capturing method and is able to solve the thin film equation accurately. However the implementation of the limiter for
unstructured meshes is not trivial and requires to evaluate fluxes in a virtual neighbouring cell.

The validation of this scheme has been performed on idealized test cases, flat plate, under various conditions, in two and three dimensions. The shape of the water film obtained is confirmed with what has been observed or simulated in [1] for example. This scheme is also very robust and because it uses mainly a central discretisation for the entire flux, we have been able to perform simulations on rotating components. The results again agree with those observed before.

We also highlighted the surface tension effect on the front shape. In the next chapter we will demonstrate how important is resolution to solve accurately the interface between water and substrate. We will use the inherent dual discretisation of the scheme to define an error indicator and an adaptive mesh refinement method.
Chapter 4

Error Control And Adaptivity

4.1 Introduction

All numerical methods based on discrete approximations are by nature highly dependent on the level of resolution. Finite differences, finite volumes and finite elements methods all share the same aspect: under different assumptions, the numerical solution converges to the exact solution as the resolution is increased (i.e.: $\Delta x \to 0$). Despite the continuing progress in computer power, the complexity of the problems to solve also increase and the question of how to solve a problem with a minimum resource is more than ever relevant. Unstructured grids are powerful to discretize complex domains. They are also the only reliable option for adaptivity where different levels of resolution are used on different regions of the domain. Indeed, by refining locally, adaptivity offers the possibility to resolve an equation accurately without the fine global resolution that structured grid would have required.

There are different sorts of adaptivity. The r-adaptivity, so named in the finite elements method, consists in re-meshing or moving the grid points in order to equidistribute a given error all over the grid.
The h-adaptivity or mesh enrichment refines the grid locally by adding more grid points and cells to the domain. Only this last method is considered in this work. The first step is then to define where to refine. An error indicator or error estimator must be derived for the equation. Such error measures are usually difficult to obtain and depend on the physical quantity of interest one wants to solve with the highest accuracy. For example, in icing computations, two choices are already possible. One might want to define the error measure as a function of the water film or ice height. Once the error measure is defined, a typical refinement procedure may be described as follow:

1. Compute the solution on an initial grid
2. Perform an error estimation returning which part of the grid as to be refined.
3. Refine the grid and interpolate data from coarse to fine grid (these last two steps can be performed until the error is below a given threshold for example)
4. If necessary coarsen the region where current resolution is not needed and interpolate data from fine to coarse grid.

4.1.1 Different sources of error

The numerical computation of wet/dry bed fronts is very difficult and there are several sources of error to be considered. Note that we will not deal with all these errors in this work but nonetheless it is worth to mention it in our quest for the ideal numerical method.

Precursor film:

A popular way of dealing with the wet/dry front problem is by artificially wetting the dry bed\cite{35}. Setting the minimum water height to a small positive value $h_p = \epsilon > 0$
is mathematically equivalent to specifying a contact angle at the water front, but is computationally simpler. This very thin film is called the **precursor film**. Toro presents in [35] a parametric study showing the importance of the precursor film height on the speed of the dry front. He also shows that very small variations of the precursor height lead to large variations in the predicted speed of front. In most of the test cases presented in this thesis, the precursor height has been chosen significantly small ($h_p = 1 \ \mu m = 10^{-6} \ m$).

**Conservation induced error**

This type of error, so named in [35], comes from the way the velocity is computed in conservative methods. Recall the definition of the wave speed made in the previous chapter (Equation (3.12)):

$$A_{i+1/2} = \begin{cases} \frac{(Q_{i+1}^k - Q_i^k)/(h_{i+1}^k - h_i^k)}{\partial Q^k/\partial h|_{i+1/2}} & \text{if } h_{i+1}^k - h_i^k \neq 0, \\ \partial Q^k/\partial h|_{i+1/2} & \text{if } h_{i+1}^k - h_i^k = 0, \end{cases}$$

Although we avoid dividing by zero, the way we do that is by introducing another small constant, $\epsilon_2 > 0$, and considering two different cases whether $|h_{i+1}^k - h_i^k|$ is greater or smaller than $\epsilon_2$. This can introduce more errors. Also near wet/dry front both numerator and denominator are small. This can also combine with error from the artificial bed wetting depicted above as the two constant $\epsilon_2$, the minimum tolerate of $|h_{i+1}^k - h_i^k|$, and the precursor height are clearly linked.

**Sonic point and stagnation line**

Another place where the wave speed can get very small is around the stagnation line. These are also called sonic lines, or sonic points in 1D, they represent a change in the direction of the flow. Around these points two sorts of error can occur. This is because of the very low amplitude of the wave speed, as depicted above, but also because of its
change of direction. We already explained in the previous chapter how an upwind scheme could failed to converge at these points because of a constant change of discretization (see also [41]). A central scheme like the one proposed in this thesis permits to overcome this second problem, but caution must still be taken.

![Figure 4.1: Wave speed on a NACA0012 airfoil](image)

The Figure 4.1 represents the horizontal value of the wave speed in the c17 test case [28]. The red part is the stagnation region where the flow separates.

### 4.1.2 Truncation error

Finally, truncation error is the sort of error that adaptivity aims to reduce. This error comes from the discretization itself. Directly dependent on the type of scheme used and the level of resolution, this is the main error of approximation that all numerical algorithm try to keep within reasonable bounds, trying to find a good compromise between the computational resources required and the quality of the solution. Truncation error is both spatial and temporal as we can consider a time-based grid as well as a spatial one.
However, we have seen in the previous chapter how the time step and the space step where linked by the CFL number and the stability condition. The local truncation error is the error introduced in a single time step. Showing that this error is small and stays bounded (the method is stable) can be used to prove convergence. In linear theory this is the Lax equivalence theorem. The global truncation error of a finite difference or finite volume leads to its order of accuracy. The scheme presented in the previous chapter is first-order in time and first to second-order accurate in space depending or not of the presence of a discontinuity. This is sometimes called the clipping error. Osher and Chakravarthy [40] proved that TVD methods must degenerate to first order near extrema. The explanation has already been given in Chapter 2 and 3: to keep the scheme globally stable, the limiter is zero near a discontinuity, which reduces locally the method to a first-order upwind scheme.

Figure 4.2: Water advancing on a plate on a 50 cells grid (1D)
In Figure 4.2 we can see how the scheme behaves near maxima on a coarse grid. The peak seems to have been cut off. Again, this is due to the change of discretization of high resolution methods near extrema.

4.2 Error estimation and Double discretization

4.2.1 Global refinement

Before defining an error estimator for adaptivity, it is important to know what is the effect of refinement on the numerical solution. A simple quantitative analysis usually gives very interesting results. On a one dimensional test case, we compare results obtained on grids of different resolution. The first grid contains 50 cells which corresponds to a space step of $\Delta x = 0.02m$. The second grid contains twice as many cells, this corresponds to a space step reduced by half $\Delta x = 0.01m$. Comparing the results obtained on the coarse and fine grid gives us valuable information on how the numerical solution reacts to grid refinement.

Figure 4.3 represents the numerical solution obtained with an upwind scheme on a coarse (green) and a fine grid (red). Differences between the two solutions can be noticed in two regions. The most obvious being at the front of the flow. The upwind scheme being very diffusive does not catch the front properly, but we can observe as the grid is refined that the front becomes sharper. The second part where a difference may be seen is in the flow development region as depicted in Figure 3.1. Again as the resolution is increased, the solution becomes sharper.

Finally and probably as important as the two other remarks, the steady state region is unaffected by the refinement. As the flow progresses on the surface, the water reaches an equilibrium height. The solution being constant, there is no benefits in increasing the resolution in this region.
Figure 4.3: Effect of refinement with upwind scheme
Figure 4.4: Effect of refinement with high resolution method

The same calculation is reproduced using the high resolution method developed in the...
previous chapter. We can see the results in Figure 4.4. As with the upwind scheme, the flow development region and the front are affected by the grid refinement. We can notice that the global shape of the front is not changed, only its width varies, the maximum height stays the same. Again, the solution on the fine grid is much sharper.

Owing to this simple experiment, we have been able to pinpoint the part of the grid which would benefit of an increase in resolution. The flow development region, which represents the part where the incoming water enters the domain, stays fixed for the entire calculation. The front part is the most problematic as it constantly moves as the water advances on the domain. Ideally we would then like to refine the grid only at these two regions while leaving coarse the part where the liquid reached its equilibrium height. It is imperative to define an error indicator which will have high value in the two regions of interest and low values in the equilibrium part.

**Resolution for surface tension**

The increase of resolution does not only bring more accuracy in the sense of truncation error. The surface tension term in Flux 3.4 include a third-order derivative. To compute such term in ICECREMO2, we first define the curvature of the water film on which we calculate the gradient. Seeing the structure of the water film in the previous figures we can foresee that the surface tension will be more important at the interface between substrate and liquid where the curvature is higher. It is therefore necessary to have several grid points at the front to be able to compute the curvature correctly. However the feature at the front is of much smaller length than the rest of the film. And resolving the entire domain with high resolution would require too much computing resources.
Figure 4.5: Evolution of curvature with the resolution

Figure 4.5 represents the curvature at the interface between substrate and liquid. With the same physical parameters for all calculations, only the resolution is varying. We can see that the curvature of the liquid film increases with the resolution. At low resolution the peak at the front is not resolved and the curvature is almost null. Only with high resolution, the value starts to converge. It would be possible to develop a sub-grid scale model in order to simulate the surface tension effect on a coarse grid. In practice and for the flat plate case only, where the curvature of the substrate is null, we can increase the surface tension coefficient. Only the front region is affected as in the other parts the curvature is either null or significantly smaller.
4.2.2 Double discretization

To define our error estimator we use the property of the numerical scheme employed to solve the equation. We recall that our high resolution method is a combination of a second-order Lax-Wendroff scheme and a first-order upwind scheme. Furthermore, near high gradient or discontinuity the scheme switches to first-order to stay TVD and for global stability purposes.

We also recall the finite volume formulation of the scheme: at each cell interface or edge the flux through this edge is evaluated with:

$$Q_e = (1 - \phi(r))Q^{UP}_e + \phi(r)Q^{LAX}_e$$  \hspace{1cm} (4.1)

where $Q^{UP}$ and $Q^{LAX}$ represent the upwind and Lax-Wendroff contribution respectively.

We define the error estimator as the difference between the second and first-order discretization:

$$\epsilon_e = |Q^{LAX}_e - Q^{UP}_e|$$  \hspace{1cm} (4.2)

If we consider the case where the wave speed is positive, we have in fact:

$$\epsilon_e = \left| \frac{1}{2}(Q_r + Q_l) - \frac{\Delta t}{2A_x}A_e^2(h_r - h_l) - Q_l \right|$$  \hspace{1cm} (4.3)

With the notation of the previous chapter where the subscripts $r$ and $l$ represent the evaluation at the center of the right, and left cell respectively. It is difficult to obtain a general analytic form for this term but if we recall the definition of the wave speed we have:
\[ \epsilon_e = \left| \frac{1}{2}(Q_r - Q_l)(1 - \frac{\Delta t}{\Delta x} A_e) \right| \] (4.4)

Note that the fluxes \( Q \) in all the notation above are vectors so when we evaluate the difference of two fluxes, we actually compute the difference of the scalar product of these fluxes with the edge normal \( \vec{n}_e \).

By simplifying the notation in (4.4), we can interpret the error estimator \( \epsilon_e \) as being the change of flux through the edge weighted by the wave speed.

Although the Lax-Wendroff is not an adequate scheme for the computation of the solution as it exhibits high level of dispersion which can lead to instability, it is perfectly justified to use it as a higher order method for the error estimation. Used in the global scheme, the dispersion of the Law-Wendroff scheme would yield to oscillations of the numerical solution as the error is forwarded after each time step. Here the scheme is only used locally, between each time step, and not for the solution itself but for the error indicator. No contribution is made to the global solution over time hence the stability of the global numerical scheme stays unaffected.

A second error indicator has been implemented, taking this time the difference of discretization between our high resolution method and a fully second-order Lax-Wendroff scheme. Recalling the discretization of the limited scheme (4.1) we computed:

\[ \epsilon_e^* = \left| Q_e - Q_e^{LAX} \right| \]
\[ = \left| Q_e^{UP} - Q_e^{LAX} + \phi(r) \left( Q_e^{LAX} - Q_e^{UP} \right) \right| \] (4.5)

Which is a similar formulation as (4.4) with the introduction of the limiter \( \phi(r) \). We
expect this error estimator to be zero when $\phi(r) = 1$ and equal to $\epsilon$ when $\phi(r) = 0$. Figure 4.6 represents these two error estimators together with the corresponding flow solution.

Figure 4.6: Error indicators and water film

Figure 4.6 shows the water film in its advanced phase when the shock at the front is already formed. On the right axis the two error estimators described above are plotted at the exact same time than the water film. We can therefore observe the distribution of the error as the water film progresses on the surface. Although the error estimators are computed at each cell interface or edge, the values plotted here are cell centered. The value on each cell is determined by the sum of the error over the edges.

We can see that both estimators exhibit the same properties. The maximum error is at the front of the flow. A small bump in the flow development region indicates that accuracy can be gained in this region as well. Finally very small differences are noticeable in the
steady state region.

The difference between the two error estimators is also very clear. The double discretiza-
tion using the Lax-Wendroff and the upwind scheme gives much higher values for the
error estimator. However, this is not this particularity which will guide our final choice
but rather the fact that this error estimator also shows error in a wider region around the
front. This will prove to be very useful in the following work as it will allow us to refine
a larger part of the grid around the front.

The second error estimator (4.5) however gives us valuable information about the scheme
we use to solve the equation.

![Error indicator on a 2500 cells grid](image)

**Figure 4.7: Error indicator on a 50x50 cells grid**

Figures 4.7 and 4.8 represent the difference between the high resolution method and
a fully second-order Lax-Wendroff scheme on 2D grids. Again we can observe the action
of the limiter as the flow progresses on the grid. The region with high error values are those where the flux limiter $\phi(r)$ is not equal to 1, where the global scheme switches to the first-order upwind. Looking at this error on grids with different level of resolution will give us an idea of the global order of accuracy of our scheme. We can see in Figure 4.8 that the error is reduced by 4, compared to Figure 4.7, everywhere except at the front where it is reduced by almost two. This confirms that the high resolution method we use in this work is second-order accurate except near a discontinuity where it is first-order only.

![Error indicator on a 10000 cells grid](image)

In this section we have shown with a simple qualitative study the effect of the grid resolution on the solution. As the grid is refined, the solution is improved in two main regions. The first one is static and is the region of incoming flux or flow development, the
second where the benefits of a high definition is the most obvious is the front region and varies with time. An ideal adaptive method for this type of flow will then keep this two regions very fine whilst leaving the rest of the grid at lower resolution.

Using double discretization, we have then derived an error estimator which has a high error value in the regions where refinement is required. This error estimator catches the front perfectly. Furthermore it uses directly the properties of the numerical scheme used in the solver and does not require any additional computation. It has also the nice property to be computed at each edge which will prove to be rather useful for the refinement technique detailed next section.

4.3 Adaptivity in ICECREMO2

The two main advantages of the unstructured meshes are the possibility to treat and discretize accurately very complex geometries as well as optimizing the grid for the numerical solution.

Grid generation has become a field of its own and many different techniques can be used. The advancing front technique, the Delaunay triangulation, and the quad tree method are only examples. The reader will be referred to two surveys of unstructured grid techniques. The first one by Mavriplis [12] gives an overview of mesh generation, adaptivity, discretization and solution strategies for unstructured meshes. The second by Owen [11] is accessible through the web and presents a survey of unstructured mesh generation, together with a review of almost a hundred grid generation softwares. Adaptivity is the second main advantage of unstructured meshes. Because no inherent structure is assumed in the representation of the mesh, points can be added, deleted or moved to optimize the accuracy of the numerical solution. As mentioned previously, we will consider only h-adaptivity or mesh enrichment where resolution is increased by adding more mesh
points as opposed to r-adaptivity where the points are moved or redistributed.

### 4.3.1 Grid refinement strategy

In ICECREMO2, the grids are generated using arbitrary polygonal shapes which gives a great flexibility for the mesh generation. However, to develop an automatic mesh refinement strategy on such general grids becomes really difficult. For this reason the method employed here for the mesh refinement utilizes a combination of edge splitting techniques and point insertion. This offers a very general and robust approach. For practical reasons however, this method has only been tested here on a hybrid mesh formed of squared and triangular cells. If there is no obvious reason why the entire method could not be generalized directly for an arbitrary polygonal grid, it would however be necessary to test it on different configurations. All the data interpolation part would remain exactly the same but the actual mesh enrichment could produce some elements of bad quality, such as flat triangles. It is important to outline that all of the methods described in this work relies extensively on the quality of the initial grid as the mesh is never regenerated during the refinement process. Although great care has been taken in order to avoid bad quality elements when the mesh is refined, if the initial grid is not of good quality originally, refining it could in some cases make it worse. Nevertheless, it is wise to assume that the computational grid input into the ICECREMO2 icing module MAGNUM is of reasonably good quality.

**Splitting edges**

Even when considering triangles and quads only, it is important to consider the different scenario. Although the error estimator is likely to flag edges for refinement which are in the same region of the domain we can not exclude particular cases.
Considering triangular cells first, for an element the error indicator can return one, two or three edges for refinement. Figure 4.9 represents how these cases are dealt with.

![Figure 4.9: Edge splitting method on triangle](image)

If only one edge is flagged for refinement, this edge is split into two edges and an additional point is created in the middle of the edge. By joining this new point with the opposite corner, a new edge is created and the original face is split into two. In a triangle if more than one edge is flagged, then all three edges are split and joined together leading to four new cells. With this method a reasonable mesh quality is kept. More, the same method could be used to improve grid quality by refining flat triangles this way.

There are more possible scenario with quads. One to four edges could be set for refinement. Figure 4.10 shows the different cases. If only one edge is refined, this edge is split into two as before but an additional point is created at the center of the cell and joined with the middle of the refined edge. The centroid is also joined with the two opposite corners to form a triangle. The division results in three new elements: one triangle and two quads. This splitting method is also used to deal with the hanging nodes (see below). If two opposite edges are flagged by the error indicator, these two edges are split into two and their middle points are joined to simply form two new quads. If more than two edges have to be refined or if these edges are not opposite to each other, then all edges are refined. An additional point at the centroid of the element is created and joined with each of the middle-point at the edges resulting in four new quads.
This illustrates the fact that as a certain number of edges are indicated by the error estimator for refinement, a different number of additional cells can be created depending on the scenario. For example sending ten edges for refinement could result in only twelve new cells or thirty depending on how the edges are linked to each other. The main reason for that is the presence of hanging nodes. These hanging nodes appear between two adjacent cells when only one has been refined. The additional point created on the edge shared by these two adjacent cells is called a hanging node. If not treated these hanging nodes would create many complications. The solution would be discontinuous at these points and the conservation of the numerical scheme could not be assured. In many numerical methods, and this is the case of the finite volume, two adjacent elements can only share one edge and an edge can only belong to two elements. To prevent hanging nodes additional refinement is needed. Once all flagged edges have been refined, we search for the presence of hanging nodes and perform additional refinement when necessary as pictured in Figure 4.11 where the dashed lines show how the adjacent cell is refined.

A typical sequence of refinement is represented below. On an arbitrary grid the error
estimator could return a list of edges to be refined, represented in dashed line in Figure 4.12. The resulting fine grid would then be as in Figure 4.13. Additional cells have been created to prevent hanging nodes. Note also that even when quads only are present in the original grid, after several refinements, triangles may appear, creating an hybrid mesh.

Figure 4.12: Before refinement

Figure 4.13: After refinement

This refinement process is made through three subroutines in ICECREMO2. Once the new edges are created the faces are reconstructed through the wingEdge structure. Old faces are deleted and the adequate data structure is built for the new elements. The
process is fully automatic and has proven to be very robust, although improvement might be done to generalize it to an arbitrary polygonal mesh and to make it more time-efficient.

Data interpolation

There are two aspects to the grid adaptation strategies. In the previous section we have described the mathematical and software mechanisms for deciding which mesh elements need to be refined or removed and the data structure manipulations involved in generating the new grids. Additionally, it is necessary to generate the appropriate data values associated with new cells.

As described previously, after the refinement has been made, the entire mesh structure has been reconstructed. Among many things this means that the elements have been renumbered. Some new elements have been created but also the indices of non-refined elements may have changed. In such case the data structure has to be modified so it carries the right information for the corresponding elements. A hierarchical data structure would have been ideal for mesh refinement. An element is refined into several children-cells which can in turn be refined in a tree sort of way, carrying the information up and down the tree branches have the mesh is refined or coarsened. However no such data structure is available in ICECREMO2. We opted instead for a mapping technique. As the mesh is refined each element carries the reference for its parent cell. Technically speaking a vector array is created at each refinement which carries the list of parent and children cells. The implementation of such algorithm is quite fastidious but still very robust and efficient. Once the mapping is done, the interpolation is straightforward. We used a constant interpolation for all the test presented in this thesis. Some work has been done to develop a more complex interpolation technique such as an operator based interpolation, but no generalization could be made for a two dimensional flow. One thing to keep in mind when
interpolating is the conservation principle. But when going from coarse to fine grid this is not a problem. The mass related variables here are the ice and water heights. As a face is refined into several children, setting the water and ice heights on these new faces so that it is equal to the value of the parent cell will conserve the overall mass. The other variables are also updated using constant interpolation although this is of less importance as these variables are updated at the beginning of each time step and the refinement is always performed at the end of a time step. The external flow as well as the heat transfer are interpolated and not recalculated after each refinement. This can be improved using a multi-stepping approach [20].

4.3.2 De-refinement

We use the term de-refinement in this document to distinguish between coarsening: the arbitrary removal of grid nodes (or edges) and de-refinement: the removal only of edges which have been added in a earlier refinement process. The data structure in ICECREMO2 does not support arbitrary removal of nodes and edges so the original surface mesh is retained as a reference and refinement is performed relatively to this initial mesh. If the de-refinement option is selected, a second mesh, mesh initial, is created during the initialization as a copy of the current surface mesh. No computation will be perform on this mesh until the de-refinement cycle is reached. So it will keep the size, structure and face numbering of the initial grid. The first de-refinement will be performed the cycle before the second refinement, and then the cycle before every other refinement. The data of the fine grid are then injected to the initial coarse grid. This is done using the same mapping technique as described in the previous section which keeps the history of the refinement. The interpolation again uses a constant interpolation technique but this time the size of the parent and children faces has to be taken into account in order
to respect the mass conservation. The interpolation is made respectfully to the relation:

\[ h_p * A_p = \sum_{i \in \text{children}} h_{C_i} * A_{C_i} \]  

(4.6)

where the subscript \( p \) is for the parent cell, \( h \) is the water height, \( A \) is the area of the cell and \( C_i \) are the set of children cells. The same formula is valid for the ice. This will guaranty that no mass is lost or added during the interpolation.

In the ideal case, where we can guarantee that the solution changes slowly in regions where the mesh is changing, then data transfer is not a critical problem since interpolation errors will be small. However, this is only possible where we can arbitrarily remove nodes. The current ICECREMO2 formulation necessitates to use the original mesh as an underlying reference and refinement is made relative to this and the coarsening process will never remove any of these grid structures. As highlighted previously the quality of the original grid is of great importance. To illustrate this, we performed a de-refinement
in a very coarse grid, see Figure 4.14. Although the solution is relatively smooth the loss of accuracy is quite visible. The same calculation is performed on a finer grid in Figure 4.15 and the difference is barely visible. A close up of the solution is given in Figure 4.16.

Furthermore as coarsening is supposed to happen only in region of very smooth flow
where high resolution is not required we can safely assume the good behavior of this method.

**Grid transfer**

Not having a hierarchical data structure brought another issue. In a transient problem like ours, the fine grid has to move together with the front so that the shock region stays under higher spatial resolution to compensate the loss of accuracy of the numerical scheme which switches to first-order in this region. The original intention was to perform grid refinement and coarsening subject to these constraints and to transfer solution data from one refined grid directly to the new mesh. Such implementation is very difficult and requires complex mapping algorithms which are not time efficient. Furthermore, the generalisation to arbitrary polygonal cells is virtually impossible as the number of child cells is unknown. The current implementation involves interpolation to the base grid and then re-mapping to the fine grid. Numerical experiments have shown that, providing the interpolation is reasonable this process is acceptable and efficient. The reason for this is interesting. The fine features of the flow are all associated with short length scales and short time scales. We have developed a coarsening map which preserves mass exactly. If the coarse grid is not sufficiently accurate to represent the small structures at a particular location then the associated mass is re-distributed. After interpolation to the fine grid is carried out and time-stepping is resumed the structures rapidly re-develop and there is very little inaccuracy observable after a few time steps.
Figure 4.17: Peak recovery immediately after refinement

Figure 4.18: Peak recovery, close-up view
4.4 Automatic mesh refinement: results

The combination of refinement and de-refinement methods described above leads to an automatic adaptive method capable of producing a grid which will dynamically follow the flow. For simplicity we have fixed the number of edges to be refined to 10% of the original number of edges. This can easily be adjusted to a more convenient number or threshold depending on the complexity of the flow. The frequency of refinement and de-refinement is also taken constant. Depending on the speed of the front and the level of refinement (number of edges added for each refinement), this is the part one wants to keep as low as possible. Refining and de-refining too often would introduce some interpolation errors, and on the other hand if the front leaves a fine region we would lose accuracy. This can be avoided by testing and requiring that the maximum error does not go over a certain threshold. However this threshold would be dependent on the test case.

4.4.1 Moving grids with front: flat plate case

In this section we present a sequence of adaptive meshes obtained in the computation of thin water film spreading on a flat plate under wind forces. The shear stress is acting parallel to the plate in the X direction. The initial conditions are a 2D gaussian, the initial bulk of water is constant in Y direction. This calculation simulates a “wave” spreading on a flat surface. When adaptivity is performed, the observation of the numerical grid shows some indication of the evolution of the flow (see Figure 4.19).
Figure 4.19: Adaptive mesh for an horizontal flat plate case at different time.
As the front advances and sharpens, this region moves rightward and becomes more broad. The left hand border becomes slightly thinner since the current refinement strategy maintains the total number of refined cells approximately constant (this is not essential, merely convenient). Moreover, this region becomes comparatively smoother as the computation progresses, so the error estimator selects the downstream front for the majority of the refinement. There are minor 3D effects in the calculation, and minor differences in the results of the computations which cause the variations in the grid. These do not have a significant effect on the calculated film heights and could be removed by adjusting the total number of refined cells.

In Figure 4.20, we present a similar test case but this time the flow is not aligned with the grid. The shear stress has been given a 45° angle with the plate. More triangles are present in this case around the advancing front. Also we can observe that the flow development region is de-refined in one direction only as thin rectangles are visible instead of squares. The only region totally de-refined is the top of the water film where it has reached a steady height.

![Figure 4.20: Adaptive mesh for an horizontal flat plate case at different time with an angle.](image)

(a) grid-1  (b) grid-2
Figure 4.21: Comparison between coarse fine and adapted.
Figures 4.21 and 4.22 we show the solutions in two dimensions, after four seconds of exposure time, obtained on coarse, fine and adapted grids. The results are very similar. As expected the solutions agree where the film height varies slowly. At the advancing front there are some improvements in the solution obtained with the adapted grid (compared to the coarse grid solution). In particular the bottom advancing front is improved compared to the coarse grid solution.
Figure 4.23: Difference in refinement direction

Figure 4.24: Difference of refinement, close-up view
Refining all the edges of a flagged cell is not always necessary, especially with idealized test cases like those used in this thesis when the direction of the flow remains quasi constant during the entire calculation. More precisely, in the case of quadrilateral cells like in all the cases presented so far, the edge flagged by the error estimator is not the one which has to be refined but the edges perpendicular to it. Basically if the flow is in the x-direction, refinement has to be made with respect to $\Delta x$ not $\Delta y$. If this sounds like an obvious remark it is however very important to take this in consideration during the implementation of such method.

Figures 4.23 and 4.24 the film height is represented together with the grid points on a 2D case. Refining the grid in the right direction (here in red) add some more grid points in the front region. Also in Figure 4.19, refinement has been performed only in the x-direction, the direction of the flow, keeping the mesh quality and quadrilateral shape of the original grid. Only minor grid artefact or triangle appear in the flow development region due to the number of additional edge being too low and the presence of hanging nodes.

4.4.2 Results on a NACA0012 airfoil

The grid refinement strategy described previously will now be applied to a NACA0012 wing section. This airfoil has a symmetric shape and supercooled droplets impinge on the surface with an angle of attack of $3^\circ$. The water droplets hit the airfoil at the leading edge and the shear stress acting parallel to the x direction pushes the liquid towards the upper and lower part of the airfoil. A sequence of the computing grid resulting from the adaptive process is presented.
Figure 4.25: Sequence of adaptive grids on a NACA0012 test case.
Figure 4.26: NACA0012, coarse and refined solutions

Figure 4.27: NACA0012, coarse and refined solutions, view with respect to z-coordinates
This test case is pseudo 2D, there is only two cells in the y-direction and the flow is unidirectional parallel to the x-axis. Figure 4.25 shows the evolution of the grid for the NACA 0012 (C17) test case. There is an initial concentration of cells at the leading edge and as time progresses and the water moves backwards there is refinement at the two advancing fronts, although the leading edge also retains a peak in the flow and so we see a concentration of grid cells remaining there.

We compare solutions obtained on a 132 cells grid and on an adapted grid with 170 cells in Figures 4.26 and 4.27. The upper curve represents the film height on the lower surface (the pressure distribution around the airfoil means that the catch is higher on the lower surface and this is reflected in the profiles). This phenomenon is due to the angle of attack and to a minor degree the effect of gravity. It is clear that the grid refinement has captured the height of the peak and the sharpness of the advancing front on the lower surface more accurately. On the upper surface the differences are less marked - although some improvements can be observed. The peak at the leading edge \((x = 0)\) is also better captured by the adapted grid. This test case will be presented in more detail in the next chapter.

### 4.4.3 Computational requirement

The principal goal in developing an adaptive method is the gain of accuracy without increasing too much the CPU time. We have already compared the solution obtained on globally refined and adaptive grids. Although the test cases presented here do not contain many cells, we can already see a net increase in performance for the adaptive calculation. Each calculation has been performed in serial on one of the 19 computer nodes of the cluster grid at Cranfield University. Each 32-bit node is composed of two Intel Xeon 3.06GHZ processors with 6GB of shared memory attached to it.

The coarse grid contains a total of 1250 cells and the fine grid 5000 cells. The adaptive
computation starts on the same coarse grid and finishes with a mesh of 1306 cells. The total number of cells could vary slightly during the simulation as only a percentage of the total number of edges is added in the refinement process. The treatment of hanging nodes will vary the number of edges added hence the number of faces or cells. To clarify the advantage of the adaptive method in terms of computational resources, the total memory and CPU time required for each simulation are summarizes in the Table 4.4.3. The time is display in hours, minutes, seconds (hh.mm.ss).

<table>
<thead>
<tr>
<th></th>
<th>coarse</th>
<th>adaptive</th>
<th>fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Time [hh.mm.ss]</td>
<td>00.07.46</td>
<td>00.20.47</td>
<td>02.20.11</td>
</tr>
<tr>
<td>Memory MB</td>
<td>26.23</td>
<td>33.84</td>
<td>37.52</td>
</tr>
</tbody>
</table>

The improvement in CPU time is obvious, an adaptive calculation will take less than 15% of the CPU time required with an equivalent globally refined grid. There is however an overhead present when doing adaptivity due to the interpolation required from grid to grid after each refinement and de-refinement and also to the re-meshing itself. The resource required for the computation of the error estimator is negligible.

The improvement in memory requirement is less marked but still significant as the increase of memory with respect to the coarse grid computation is only of 29% for the adaptive computation against 43% for the globally refined grid. Note that these numbers correspond to a maximal memory load. During an adaptive computation, the reference grid will always be stored hence increasing the memory load compared to non-adaptive calculations. However, no data will be stored on this reference grid. During the interpolation from fine to coarse grid, the data are passed from one grid to another and the memory requirement will actually double. This had no effect for the simulations performed in this work as we never reached the maximum memory available, but for large scale or parallel simulations this phenomenon would have to be taken into account to prevent bottle-neck
effects. Also no effort has been made to optimize the performance of the adaptive process as for a global icing simulation, the computing requirement of the solver module MAGNUM is relatively small compared to the two other modules, specially CORNETTO the droplet trajectory module.

4.5 Conclusion

We have presented in this chapter the automatic mesh refinement method developed in this thesis. After a brief review on the different sources of error that should be taken into account when solving the thin film flow equation, we concentrated on the truncation error which is directly linked to the numerical scheme and the level of resolution used. It is therefore this numerical error that adaptivity ought to reduce. To obtain an adaptive method one must first define an error estimator which defines the region where the grid refinement is necessary. This is a difficult process and several choices are possible. As we concentrate on the resolution of the liquid film, it was necessary to define an estimator which would allow the refinement of the advancing front region while leaving the rest of the mesh un-refined.

For the error estimator we used the double discretisation inherent from the numerical scheme presented in the previous chapter. This high resolution method combined a second-order Lax-Wendroff scheme with a first-order upwind and the main difference between the two discretisations is in regions of sharp gradient. The error estimator returns a list of edges to be refined. The amount of edges to refine is user-defined and the total number can vary slightly depending of the type of cells used and the presence of hanging nodes. Due to the data structure of ICECREMO2, the de-refinement is made with respect to the original grid. Only one level of refinement de-refinement can be performed at a time. Although it is possible to refine until necessary, the de-refinement can only be made to the
“previous” grid and never coarser than the original mesh. All the interpolation from grid to grid is conservative so the global solution method is also conservative. The overall process is an automatic mesh refinement method which will produce meshes which dynamically follow the front part of the liquid film (or any part where a sharp gradient is present). The solution obtained on adaptive grid compares well with globally refined grid with a 50% gain of CPU time on a simple 3D test case.

On the following chapter we test how the resolution of the front of the water film affects any icing related results as well as another refinement criteria with respect to the ice layer.
Chapter 5

Icing Calculations

5.1 Introduction

In this chapter we present the results related to icing obtained with the high resolution method developed earlier in this thesis. The main purpose is to assess the performance of a high resolution method and the importance of the water film resolution on glaze ice accretion. Water and ice evolve at different time scales and although they are obviously linked it is not sure if small changes in the water film will have a significant effect upon the final ice shape. In this work we show that the presence of the front and small scale features of the water film affect the ice shape in the first phase of the icing process when the water film has not reached a steady state. However the steady state is reached very quickly compared to a full icing simulation, and we present alternative criteria for the grid refinement which take into account the ice layer once the steady state is reached.

But first let’s recall Equation 1.1 governing the water flow and ice accretion:

\[
\frac{\partial h}{\partial t} + \nabla \cdot Q = \frac{\beta W G}{\rho_w} - \frac{\rho_i}{\rho_w} \frac{\partial b}{\partial t}
\]  

(5.1)
where $Q$ represent the water flux. A full derivation of this equation is available in [1, 2, 3, 4]. The left hand side of the equation describes the evolution of the water film, while the right hand side represents the incoming water or droplets and the ice growth $\frac{\partial b}{\partial t}$. In mild temperature when glaze ice forms, the ice thickness is derived from the energy balance at the freezing interface and can be written in its non-dimensionalised form as:

$$S \frac{\partial b}{\partial t} = \frac{1}{b} + \frac{c_{2g}}{1 + c_{1g}h}$$

(5.2)

$S$ is the Stephan number and the $c_{1g}$ and $c_{2g}$ terms describe different terms in the energy balance such as evaporation aerodynamic heating, droplet kinetic energy, convection, etc (see details in [1, 4]). In this form we can predict the behaviour of the ice growth $\frac{\partial b}{\partial t}$ with respect to the ice and water thickness, $b$ and $h$. For example, we can see that, at constant condition, the growth of ice will decrease as the water thickness increases. In the following sections we take a close look at the front of the water film and assess how the increase of water mass at the front when resolved with a high resolution method will affect the amount of ice to form.

We start with some idealised test cases in two and three dimensions at different temperature. Then we present the results obtained with adaptivity on a NACA0012 and a cylinder, on two-dimensional test cases which are references in the icing community.

### 5.2 Icing on a plate

#### 5.2.1 Two dimensional case

In this section we simulate the spreading of a water film on a 2D flat plate at temperature below zero degree Celsius. The impinging zone is situated on the left hand side of the plate and the shear stress is acting uniformly in the x direction (from left to right). Figures 5.1
and 5.2 represent simultaneously the water film and the ice height at different exposure time. As the water spreads on the surface, a larger area of the domain is exposed to ice accretion. The water height in the steady state region is not constant anymore. As water freezes and transforms into ice, there is a sink of water mass and the height of the film decreases as the liquid spreads over the domain. The ice shape in such idealised test case is very simple. Two parts can be distinguished. The left part, in the impinging zone, conserves exactly the shape of the collection efficiency as the film height in this region stays constant. In the right part of the domain, ice starts to appear as the water film advances toward the right.

![Figure 5.1: Water height on an horizontal flat plate](image-url)
Figure 5.2: Ice height on an horizontal flat plate

The ice growth is of course dependent on the temperature. Here the water and the substrate temperatures are considered equal to the ambient temperature. Below in Figure 5.3 we show both water film and ice heights for different temperature after 45 seconds of exposure time. We can see that when the temperature decreases the growth rate increases, and for the lowest temperature the water does not reach the end of the domain.
In Figure 5.4 we represent the volume of water and ice over the all domain as a function of time. The moment when the water film reaches a steady state is illustrated by the point where the total volume of water stays constant. At that point the ice growth becomes linear in time. The steady state is reached later at lower temperature.
Figure 5.4: Total ice and water volume with time at different temperature.

We compare below the ice shape obtained with the first-order upwind scheme on fixed grid and the higher order method on an adaptive grid.

At temperature just below zero, T=270.2 K (figure 5.5), the difference between the two solvers is small. More ice has formed in the peak region, but both methods are globally equivalent for the whole domain.

At lower temperature, in Figure 5.6, we can notice a difference between the two methods on the right part of the domain which corresponds to the advancing water front. The high resolution method predicts less ice. The peak present at the front of the water film increase the water height h at the front compared to an upwind simulation. This increase
in water height results in a decrease of the ice growth rate $\frac{\partial B}{\partial t}$ (see 1.7 in Chapter 1) and thus the final ice height at a given time.

At even lower temperature, $T = 261K$, the difference at first is less noticeable. On 5.7 we can see that after 10sec of exposure time there is little difference between both methods. The high resolution method still predicts less ice accretion but not on the far right. However after a longer exposure, 30 and 45 seconds, we can see in Figure 5.8 that the high resolution method predicts some ice accretion further right than the upwind method. The presence of the front in the water film decreases the ice growth rate $\frac{\partial B}{\partial t}$ so less water is transformed into ice and the runback film extend further on the surface.

Figure 5.5: Ice growth after 10s at $T=270.2K$. 
Figure 5.6: Ice growth after 10s at T=266K.

Figure 5.7: Ice growth after 10s at T=261K.
5.2.2 Three dimensional case

In this section, a three dimensional simulation of glaze ice accretion and water film flow on an horizontal flat plate is presented. The initial conditions for this test case are similar to the two-dimensional one. The usual pre-wetted substrate scenario is used with a precursor film height of 1µm. The water entering the domain is modelled with a Gaussian shaped collection efficiency applied on one side of the domain and the shear stress is acting constantly in both x and y direction as illustrated in Figure 5.9. Droplet and substrate temperatures are considered constant in time and space and equal to the ambient temperature $T = 270K$. 

Figure 5.8: Ice growth after 30 and 45s at $T=261K$. 

\[ T=261K \]
In the following we compare ice and water heights obtained with the classic first-order upwind method to those obtained with the high resolution method combined with adaptivity. First comparing the water height after a short elapsed time we can see in the figure below that the difference is again mainly noticeable at the advancing front. The high resolution method, represented on the grid in Figure 5.10 presents a much sharper structure at the front as well as a slightly higher equilibrium height than the first-order calculation (represented as a plain surface). Also the water surface obtained with the upwind method is much smoother and the front is less advanced on the domain. This confirms the observations made on the two dimensional test case.
The difference in water height in the equilibrium region can be explained with Figure 5.11. This time the upwind result is plotted on the grid and the high resolution method is represented as a plain surface. The view is from the top. With the additional dimension we can observe a difference on the lateral boundaries of the advancing front. In the upwind simulation the water film spreads more over the domain. The upwind scheme is naturally very diffusive and cannot cope with the sharpness of the front, both on the sides and at the advancing front. Naturally both results are compared after the same lapse of time and with the same initial conditions so the same amount or mass of water is present in the two simulations. As in the upwind scenario the water spreads more over the domain, this results in a slightly lower equilibrium height.
After a longer exposure time, the water has reached the end of the domain and the sharp advancing front is not present. Like in the 2D case, the difference in the equilibrium height is less noticeable but the high resolution result is slightly higher. In figures 5.12 and 5.13 we have a side and top view of the water film after several seconds, the water film modeled with the first-order method is represented in white opaque. We can see that the only difference occurs on each side of the water film. Again the upwind method has spread the water over a wider region while the high resolution method has kept the sharp structure of the water film.

Concerning the ice accretion the difference between the two solvers is reasonably small. In Figure 5.14 we show the ice height obtained after 12 seconds of exposure time. The
first-order results are in white while the higher order method is in color. We can see little difference in the impinging water zone, with an ice shape reflecting the Gaussian shape of the collection efficiency. Where the water has spread on the domain we can see that the upwind method predicts ice in a wider region than the high resolution method. Similarly to the water film, the ice layer obtained with the higher order method is sharper.

Figure 5.12: Flat Case: Water height, top view
Figure 5.13: Flat Case: Water height, side view

Figure 5.14: Flat case: Ice height comparison at 12 sec
In the following figures another comparison of ice height is made between the first-order upwind method and the high resolution method.

Figure 5.15 shows both method’s prediction, side to side, after 6.5 seconds of exposure time. Both methods agree in the impinging droplet zone, the same maximum ice height is predicted. The ice in the upwind simulation has covered a larger area, and at the front where the ice is thinner, the high resolution method shows less ice accretion. The ice contours plotted in Figure 5.16 confirm this conclusion.

After a longer exposure time, Figures5.17 and 5.18, the difference is still visible. The ice extent in the high resolution case is more narrow.

Figure 5.15: Ice height at 6.5 sec, upwind (left) high resolution (right)
Figure 5.16: Ice contours at 6.5 sec, upwind (red) and high resolution (green)

Figure 5.17: Ice height at 12 sec, upwind (left) high resolution (right)
The difference in ice prediction by the two solvers is a direct consequence of the difference of resolution in the water film. The diffusive upwind scheme results in more spreading of the water, thus a larger area of the domain is covered by ice. The fact that the equilibrium (water film) height is also slightly higher in the high resolution method results in less ice accretion.

Below we show the results obtained on two classical ice accretion tests with more physically realistic conditions, first on a NACA0012 then a cylinder.

### 5.3 Water and Ice Growth on an Airfoil

The test case presented in this section is standard in the icing community. Due to its simple geometry, the NACA0012 which is a symmetric airfoil, has been used widely in...
the icing community to study icing in real conditions. Here we only consider and discuss results obtained from MAGNUM the ice growth and water flow module of ICECREMO2. The catch, shear stress and heat transfer coefficient have already been computed in the two other modules, Cornetto and Ripple. This test is referred in the NATO/RTO validation exercise [28] as the c17 test case. This corresponds to a glaze ice accretion scenario with a temperature of $T = 266K$ at an angle of attack $\alpha = 3\, ^\circ$.

All following pictures present a comparison between upwind and high resolution methods for the water film and ice growth simulation. For convenience we plot the results on an unfolded surface.

Figure 5.19 presents the water layer after one second of exposure time under these icing conditions.

The main difference between the two discretisations is at the stagnation region. As depicted in the previous chapter, this is a region of low velocity and flow separation. The upwind scheme does not perform well in this region. The advantage of the high resolution method, here is its central discretisation, due to the Lax-Wendroff scheme. The result is that slightly less water is predicted to flow in the lower part of the airfoil. It is also worth noticing that although the front part is sharper with the high resolution method no peak has formed on the advancing front.

Figure 5.20 represents the ice thickness after only one second of exposure time. Although the ice is very thin, it has already taken the double horn pattern typical of glaze ice accretion in these conditions. The main observation in this figure being that the high resolution method predicts less ice over the region around the stagnation line. The two methods agree well on the upper and lower part of the wing.
Figures 5.19 and 5.20 show respectively water and ice thickness after six seconds of
exposure time. In both case the water film has reached a steady state. We can see that even in the high resolution case no peak has formed at the advancing front, and compared to Figure 5.19, the water film has not progressed significantly towards the trailing edge. The freezing rate is high enough to prevent the water from spreading and piling up at the front.

The difference in ice thickness is now on the upper and lower parts of the airfoil. No difference is visible at the stagnation region. On the upper part, more ice is predicted with the high resolution method and the ice also reaches a higher part of the wing. However, the high resolution method predicts less ice than the first-order upwind solver on the lower part of the wing.

![Graph showing water height comparison](image)

Figure 5.21: NACA0012, water film after 6 sec
After fifty seconds, we can see in Figure 5.23 that the water film has not evolved much. The difference in ice prediction is a bit more clear in Figure 5.24. Still the same observations can be made: more ice on the upper part of the airfoil and less on the lower part with a high resolution methods.
Figures 5.24 and 5.25 represent the same ice profile. On the second one, we show the
ice growth on the airfoil. The coordinates have been scaled by the chord \( C = 0.914m \). Again after 50 seconds of exposure time only little differences can be observed between the two resolution methods. Only a small shift of the ice towards the upper part of the airfoil can be observed (Figures 5.26 and 5.27).

Figure 5.25: Ice profile on a NACA0012 airfoil after 50 seconds.
Figure 5.26: Difference of ice on the upper part of the airfoil

Figure 5.27: Difference of ice on the lower part of the airfoil
5.3.1 Different refinement criteria

A typical icing simulation last several minutes. We have seen in the two previous simulations that the time for the water film to reach a steady state was of the order of 10 seconds. In this view it seems rather inconsistent to carry on grid refinement with respect to the water film after it has reached its steady state.

First of all, the criterion defined in the previous chapter to follow the advancing front would continue to point the grid refinement to the same region where the gradient of water height is high, not bringing more resolution to it. Secondly as the water is in steady state it is not necessary to refine as often as when we were following the front. More importantly the necessity for derefining the grid is gone as the water film is not moving anymore.

For these reasons we have changed the algorithm for the grid refinement so it would be more suitable for ice accretion simulation.

After a given exposure time the error estimator switches to take into account the ice layer. Two criteria have currently been defined: one is based on the gradient of the ice height, the second one on the curvature. The curvature is basically the second derivative of the ice height and will point to a region where the change in the gradient of the ice height is high. The ‘switch’ time is at the moment set empirically in the code and is of the order of 10 seconds. This would depend basically on the speed of the run-back water, the temperature and the size of the domain. In Figure 5.28 we compare the ice profile obtained with different criteria. The line labelled ‘high resolution method’ uses the criterion by default in Icecremo2 which is gradient based. The ‘second criterion’ uses the curvature of the ice layer.
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The difference in the two methods is very small. Most of all because the number of grid points added is not a large one, only 10% of the cells are refined in this simulation. Secondly, during refinement, the data are linearly interpolated, materials like water and ice are conserved but parameters like temperature, shear, etc. are kept constant. This means that the grid refinement with respect to the ice will not affect the ice growth directly. But instead, as we will see in the next section, refining the grid with respect to the ice can be useful in a multi-step procedure. Taking this last results into account we have also developed a ‘reduced model’ which significantly improves the computational performances with reasonable accuracy.

5.3.2 Alternative Time Stepping

During the different experiments and the investigation of the effect of mesh refinement on the ice accretion it can be noticed that once the steady state of the water film is reached,
no improvement could be achieved with refinement. Refinement with respect to the water film becomes unnecessary and refinement with respect to the ice has only a meaning in a multi-stepping calculations. Carrying the calculation with a time step restriction based on the CFL number makes little sense once the water film has reached its steady state. During a loop in the solver MAGNUM all external data such as heat transfer and shear stress are kept constant. The ice growth rate $\frac{\partial b}{\partial t}$ is mainly dependent of the water and ice height. If the water height reaches a steady state, $\frac{\partial b}{\partial t}$ will only vary in time as the ice height $B$ is increasing. With these thoughts, an experiment has been performed in order to test a ‘reduced model’ once the steady state of the water film has been reached. The NACA0012 test case is used under glaze ice conditions. The first ten seconds of the simulation the normal model is run with high resolution method and refinement for the water film. After ten seconds of exposure time, the water height profile is explicitly stored and will remain constant for the rest of the simulation. A bigger time step can then be chosen. The only restriction to the time step is the maximum cell capacity, the maximum amount of ice that the cell can contain given a constant water height. The following condition is used:

$$h - \frac{\rho_i}{\rho_w} \frac{\partial B}{\partial t} * \Delta t \geq 0$$

which gives:

$$\Delta t \leq \frac{h \rho_w}{\frac{\partial B}{\partial t} \rho_i}$$

This condition is satisfied for each cell which is equivalent to take the minimum time step satisfying 5.4. In Figure 5.29 a comparison is made after 50 seconds of exposure time between the results obtained with the normal and reduced model.
It can be seen that the difference is small. Again the only area where a difference is visible is at the interface between ice and substrate. This is mainly because of the assumption that the steady state is reached; the water film varies nevertheless a bit over time.

If the difference in accuracy is small, the gain in computing time is huge. For this simple simulation, the reduced model was approximately 20 times faster. With a more complex test case where the number of cell is increased and the size of cells smaller the improvement would be even more considerable.
5.4 Icing on a cylinder

5.4.1 Impact of the droplets size

The two test cases presented in this section have also been part of the NATO/RTO validation exercise [28]. They correspond to a glaze ice accretion scenario on a small cylinder of diameter $C = 63.5 \text{mm}$ at a temperature $T = 270 K$.

Figure 5.30: Glaze ice accretion on a cylinder with Super-cooled Large Droplets at $T = 270 K$. 
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The incoming water reaches the cylinder with no angle and a free stream velocity \( V = 77.2 \text{ m/s} \). Two scenarios are considered. The first one is referred to as case O5 and corresponds to a small droplet simulation. The droplets diameter is \( d = 18 \mu \text{m} \) and the liquid water content is \( LWC = 0.44 \text{ g/m}^3 \). The second test is the case O6 and corresponds to a Super-cooled Large Droplet (SLD) simulation. The diameter of the droplets is \( d = 100 \mu \text{m} \) and the liquid water content \( 0.37 \text{ g/m}^3 \).

In Figure 5.30 we compare the results obtained in the large droplet scenario with low and high order discretisation after five minutes and thirty seconds.

We can see that the main difference in the two solutions is at the interface between the ice layer and the substrate, at the bottom and top part of the cylinder. In the upper part the high resolution method predicts more ice whereas in the lower part it does predict

Figure 5.31: Glaze ice accretion on a cylinder: solutions of first-order and higher order method with two sizes of droplets.

We can see that the main difference in the two solutions is at the interface between the ice layer and the substrate, at the bottom and top part of the cylinder. In the upper part the high resolution method predicts more ice whereas in the lower part it does predict
slightly less ice than the upwind method. This can be explained as in the previous section by the shift of water around the impinging zone. More water reaches the upper part of the cylinder with the high resolution method. In Figure 5.31 we show results of both O5 and O6 test case obtained with the high resolution and first-order method. First of all in the Super-cooled Large Droplet scenario we can notice that the ice layer extends further. As more water is present on the substrate, at temperature close to zero, the water film progresses much further on the surface before freezing, exactly as shown in the first section of this chapter on a flat plate case. Secondly, with a close-up view in Figures 5.32 and 5.33, we can see that again the main difference between first-order and higher order method is only at the interface between ice and substrate. The interface is sharper with the high resolution method with a slightly larger difference in the large droplet scenario.

![Figure 5.32: Difference in the upper part of the cylinder.](image-url)
Figure 5.33: Difference in the lower part of the cylinder.

Figure 5.34: Case O5: Comparison with experimental study.
In Figures 5.34 and 5.35 we compare these results with experimental data. The simulated ice shapes are still far from the experimental data. This is especially true for the large droplet simulation test which shows the importance of the water film in the ice accretion calculation.

All the results performed so far have been performed in a single-step procedure where icing parameters remain constant during the whole calculation. The following section will describe simulations performed with a periodical update of the flow solution and associated parameters. This approach is called multi-stepping and has proven to be very useful in ice accretion modelling [20].
5.4.2 Results with multi-step

Multi-stepping is a calculation method which consists in updating the flow variables at every given ‘step’. A full analysis of this procedure for ice accretion is done in [20]. A flow chart describing this procedure also taken from Verdin’s PhD thesis is given in appendix B. Basically in a classic icing simulation, the flow variables like, air velocities, catch, shear stress and heat transfer coefficient are calculated outside the solver module for water and ice growth.

Figure 5.36: Case O5: Results of a 3-steps procedure, $t = 330s$. 
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These variables are then fixed in time during the rest of the calculation process. But the growth of the ice layer might significantly affect the airflow around the domain resulting in different velocity profile, catch, shear stress and heat transfer coefficient. The multi-step will consist in dividing the simulation time in several steps and after each step re-meshing the surface including the ice growth before performing a new flow calculation. New values of icing parameters may be calculated afterwards. These steps are not necessary fixed in time and will depend on a defined criterion, see [20]. One of these criteria could be based on the water film.

In Figure 5.36 we show the evolution of the ice height after three steps of 110 seconds. During these computations, the high resolution method developed in this thesis has been used and grid refinement has been performed. The mesh adaptivity has been done with the error estimator developed in Chapter IV during the first ten seconds of each step. Then refinement with respect to the gradient of the ice height has been performed until the end of the step.

In Figure 5.37 we show the evolution of the catch during these three steps. Because of the multi-step, the profile from step 2 and 3 are actually plotted on the ice layer which results in a less smooth profile for the last two steps. From the second step we can see the appearance of two peaks on both side of \( Z = 0 \). More on the third step we can notice that some droplets hit the domain at the extremities of the ice layer, around \( Z = + - 0.03 \).
Figure 5.37: Case O5: Catch profile at different step.

Figure 5.38: Case O5: HTC profile at different step.
In Figure 5.38 we show the evolution of the heat transfer coefficient over the three steps. For convenience we only show the heat transfer on the front part of the cylinder for \( X < 0.03175 \text{m} \). We can see that the HTC decreases over time on the lower part of the cylinder \( Z < 0 \) whereas it increases slightly on the upper part of the cylinder for \( Z > 0 \).

In Figures 5.41 and 5.42 we show respectively the water and ice height at each step on an unfolded surface. In the water layer profile we can see that the main difference between the first and second step is around \( Z = 0 \). This is mainly due to the restart and the change in catch and ice height. The water profile after the third step is different from the two other steps mainly in the lower part of the cylinder. More water is present in this region in the last step of the simulation. The reason for this is that the water film is on the top of the ice layer. As shown in Figure 5.42, the ice height presents a peak in the lower region of the cylinder. More water is then caught by the iced surface in this region and this water will flow down further in the lower region. The water flowing back in the lower region is due to the shear stress and also to gravity effects.

We can have a better understanding of what is happening to the outside flow by observing the shear stress. In Figure 5.39 we can see the shear stress applied in Step 3 of the multi-step procedure. This shear is applied throughout the last step so as effectively been calculated on the ice surface of step 2. We can see that the only place where the shear stress has been disrupted is at the limit of the ice surface, the interface between ice and substrate. By taking a closer look in this region, Figure 5.40, we can actually see a change in the direction of the shear stress. The ice layer disrupts the flow and provokes a detachment just behind the interface ice-substrate. The flow reattaches soon after leaving only a small region affected by this change. The peaks at the extremities in the HTC (Figures 5.38) as well as in the water layer (Figure 5.41) can be explained by the behaviour of the airflow in this regions.
Figure 5.39: Case O5: Shear Stress profile for step 3.

Figure 5.40: Case O5: Shear Stress profile for step 3: close-up view of the upper part of the cylinder at the interface ice/substrate. We clearly observe a change in the shear stress direction in this region.
Figure 5.41: Case O5: Water height at different step.

Figure 5.42: Case O5: Ice height at different step.
This change in the water profile is reflected in the ice profile. On Figure 5.42, we can notice a difference again in the lower part of the cylinder, for $Z < 0$, the ice growth has reduced during the last step of the simulation. As the water film height has increased. More, we can also notice that the ice continues to reach further down the surface, even after 220 seconds.

![Figure 5.43: Case O5:Comparison with experimental data.](image)

Finally in Figure 5.43 we compare the results with and without multi-step against experimental data. The main difference is again at the interface of the ice layer with the
substrate. A multi-stepping approach combined with a high resolution method seems to predict better the extent of the ice layer. Over the rest of the domain, a close view can tell that the high resolution/multi-step combination gives slightly less ice in the lower part of the cylinder and also a less smooth surface on the upper part.

5.5 conclusion

In this chapter we have studied the interaction between ice growth and the run-back water film in the particular case of glaze ice accretion. We have tried to assess whether the resolution of the water film could have a significant impact on the final ice shape. The high resolution method and the grid refinement strategy derived in the previous chapter allowed us to make such study.

Indeed we have shown on a simple flat test case that the resolution of the water film height did have an impact on the ice growth. We showed that the advantage of the high resolution method would be reduced as the temperature lowered. The milder temperature, the longer the water film would take to reach a steady state and the larger the impact on the ice accretion. We showed that the total water volume would become constant after a certain time and that this constant would be lower as the temperature is reduced. In three dimensions, we showed that the impact of the high resolution method was increased as a first-order method would diffuse in several directions; thus reducing the sharpness of the front and the equilibrium height and also spreading the water over a larger surface. A high resolution method for the water film will then predict less ice both in term of height and of coverage.

However the water and ice growth evolve at different time scales. We have seen that for more realistic and longer icing simulations the two discretisation methods would give similar results in most of the part of the domain. The main difference being at the
interface between the ice layer and the substrate. We asserted that the resolution of the water front would result in a local high in the water, reducing the rate at which the water front freezes. This, combined with a better resolution of the stagnation region in the NACA0012 test case would produce a shift of the ice layer towards the upper part of the airfoil. More ice on the top of the airfoil and less on the bottom compared to the results obtained with a first-order method. Because of this difference of time scale between water and ice we also proposed different refinement criteria taking into account the ice profile. Finally on a cylinder we showed the effect of the droplet size on the water film and ice growth. We combined the high resolution method and the grid refinement strategy with a multi-stepping approach allowing us to update the outside flow and icing parameters during the icing simulation. Only a three steps approach has been performed here but multi-stepping combined with grid refinement is the way forward as this would lead us to better accuracy.
Chapter 6

Conclusion

In the development of this thesis we have investigated the effect of the resolution of the water film on the ice accretion. The water film is governed by a complex non-linear, degenerate, partial differential equation. This represents a scalar conservation law with source term and this type of equations are notoriously difficult to solve. Their solutions are likely to develop singularities like discontinuities or shocks. The presence of these discontinuities makes it very challenging to solve numerically.

Solving the water and ice growth equation on unstructured grid is new. We present a finite volume formulation of the shock capturing scheme developed by Roe and Sweby. This scheme is second-order in space, free of oscillations and has been shown to be the most accurate for this equation on structured grid. The scheme is a linear combination of first-order upwind and second-order Lax-Wendroff scheme. The weighting of each scheme is defined by the Superbee limiter. For unstructured grids, the implementation of such a scheme is very difficult. Because of the data structure within which we were working, we only have access to two neighboring values at each cell interface or edge. The computation of the Superbee limiter requires information on a larger stencil. For the purpose of simplicity, efficiency and robustness, the missing information is evaluated using a gradient
interpolation to obtain data on what we called ‘the virtual cell’.

The first results have been presented in two dimensions to highlight the effect of the different forces on the water film. A shear driven flow spreads over a dry surface with a shock at the interface between liquid and substrate. The liquid spreads as the wave front advances on the surface. Away from the front, the water reaches an equilibrium height. When gravity acts in the same direction as the shear stress, the speed of the wave front is higher and the liquids spreads faster. The equilibrium height is lower. If gravity is in the opposite direction to the shear stress, the water film is slowed down. When the angle of inclination is high, the global shape of the film is completely changed. The wave front becomes larger and forms a plateau. The rest of the liquid is separated from the plateau by an undercompressive shock which will slowly disappear as the water height increases. Generally surface tension only reduces the extent of the flow. These results are in accordance with those obtained on structured grid by Charpin and the global shape obtained for the water film is the same that those observed for Marangoni-driven flow. Similar results have been obtained in three dimensions where the full structure of the water film can be observed. A simple rotating case has been considered showing the liquid spreading in the right direction with good feature at the front. Qualitatively the results agree with those found in the literature (see for example [76]). Such simple rotating case where not achievable within the original framework of ICECREMO2. The implementation of a stable higher order numerical scheme developed in this work made it possible and is a major step forward.

All these preliminary results show the accuracy of the method chosen to solve the water film equation and its robustness making it available for a considerable number of applications.

In the second part of this thesis we established a refinement strategy for adaptive
computations. Again adaptive mesh refinement in icing is new and the study done in this thesis is the first of its kind. Higher-order shock capturing scheme are, at most, first-order accurate near discontinuities. To avoid the oscillations of the higher order scheme caused by the dispersion around the discontinuity, a diffusive term is added through a first-order scheme via the flux limiter. Near a discontinuity the numerical scheme is then first-order while we achieve second-order accuracy elsewhere. The error of approximation is reduced directly by refining the computational mesh in the region of a sharp gradient. To detect the appropriate region to refine, an error estimator has been constructed using a double discretization. No significant additional computation is required for the error estimator as we used the difference between first-order and second-order schemes which are already computed at the cell interface (or edge). When possible, refinement is made in the direction perpendicular to the flux to make it more efficient. All grid to grid interpolation is mass conserving which keeps the entire method globally conservative which is of primary importance for this type of equation.

As the water spreads on the surface it is important to coarsen the grid when higher resolution is not needed anymore. This is done using a dual grid. The initial coarse grid is stored and when necessary, data are interpolated to this grid which can then be refined. The interpolation again conserves mass, the amount of water/ice on the child cells is added to the parent cell. Although a loss in the speed can be detected, the accuracy at the shock is quickly recovered. The final result is an adaptive calculation with a finer grid moving automatically as the water front advances. By comparison between coarse and fine grid calculations we observed that the adaptive computations save about 30% on CPU time and storage.

ICECREMO2 can simulate two types of ice accretion, rime and glaze ice. The first one happens under very cold conditions when the incoming droplets freeze ‘instantaneously’
on contact with the solid surface. The second appears at milder temperatures, just below zero, when only a fraction of the liquid freezes and the rest forms a run-back film. Only glaze ice is considered in the third part of this thesis. We investigated the effect that a more accurate water film simulation has on the final ice shape prediction. This investigation has been performed through three basic test-cases: a flat plate, a cylinder and a NACA0012 wing. The last two are part of the software validation plan and results have been compared with experimental data. The three initial meshes are Cartesian grids, although some triangles can be present after refinement due to the way hanging nodes are treated. The main result coming out of these three tests, is that a better approximation of the wave front can reduce the size of the computed ice layer that appears during the first 15 seconds of the simulation. When the front is accurately modeled, the amount of water in a cell at the front is greater. The freezing factor on the very same cell is much lower and only a small part of the liquid is transformed to ice while a greater part of the liquid remains in the run-back film. Although this result appears to be significant, the impact on the final ice shape is small. The height of the ice layer after few seconds in these tests is less than a tenth of a millimeter whereas after a full exposure time the ice layer can be several millimeters thick. Water and ice evolve on different time scales, ice usually forms slowly while the water front moves quickly and either flows away from the substrate or freezes and disappears. However, the effect of the water front on the icing is accentuated when using multi-stepping calculations. This process which consists in restarting the calculation several time with an update of the flow conditions, mainly air speed, catch and heat transfer, benefits of the refinement; and after each step we observed another wave front on the water film which in its turn affects the ice formation.

We also developed a second refinement criterion taking into account the change in ice height, to reinforce the benefits of multi-stepping. This criteria has been combined with the first one. During the first seconds of the calculation the refinement is performed with
respect to the water film, i.e. at the front, then with respect to the ice on much larger
time intervals, all of these through a multi-step calculations.

The numerical method presented in this thesis to solve the equation governing the
water film and ice growth, is robust and gives good results on the different cases tested
here. The numerical scheme has performed well in all test cases as long as the stability
condition is respected. The refinement is simple and fully automatic. Several things can
however be improved and remain to be investigated:

- The data structure for handling the computational grid and the corresponding data
could be improved to support several levels of refinement and de-refinement. A
tree structure would offer several advantages. The coarse grid would not have to
be stored for coarsening, and more importantly data from the fine grid would be
interpolated to the coarse grid only when the fine resolution is no longer required.
The grid could be refined several times until a fixed level of error is reached.

- The implementation of the adaptivity only deals at the moment with quadrilaterals
and triangles. Additional features are needed to adapt it on general grids.

- The impact of the accuracy of the water film on icing would certainly be accentuated
with more complex flow conditions when the water film does not reach a pseudo-
steady state. If the different forces are acting in different directions several wave
fronts can be present, influencing the icing on more than one place. The same when
rivulets formation is considered. If de-icing is performed, additional amounts of
water coming from the melted ice would affect locally the shape of the liquid film.

- The surface of the ice in this investigation has always been considered perfectly
smooth. Rime ice however can produce very rough surfaces. When glaze ice forms
over rime ice, the water film may be significantly affected by the roughness of the surface as would the ice layer.

- Finally, the refinement of the grid has more interest than reducing the truncation error itself. When combined with a multi-stepping approach refinement can be concentrated where accurate external flow conditions are required. Different refinement criteria could be implemented to improve different part of the icing calculation like catch or heat transfer. Further investigation need to be carried out in this direction.
Appendix A

The main algorithm

On the next page, the algorithm for the icing solver module MAGNUM is presented like in the ICECREMO2 Software Specification [31]. The main part of this work is implemented inside the CalcRHS routine which solves for the water film equation.
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Figure A.1: MAGNUM, flowchart
Appendix B

The Multi-Step Algorithm

The multi-step is a complex procedure and all the details can be found in [20], but an overview of the main algorithm is shown in Figure B.1. The geometry is first defined and meshed in a grid generation software (GAMBIT in this case). Then a flow solver (Fluent) is used to compute the external flow, i.e.: the air speed. Only then it can enter ICECREMO2 for the ice prediction.

The multi-step consists in dividing the exposure time in several steps. After each step a restart file is created containing all the data necessary for the calculations. Then the geometry is updated so the new mesh will include the ice layer. The external flow in the following step will be updated.
Figure B.1: The Multi-Step Algorithm
Appendix C

Note On TVD schemes

C.1 TVD scheme with source terms

The high resolution method used in this thesis and developed in Chapter 3 has been shown to be TVD for burger’s equation. If surface tension is neglected, pressure and gravity, the equation governing the water flow is of this type. However for the full equation proving that the scheme is TVD is non-trivial. Generally for hyperbolic conservation law, in the homogenous case, i.e.: in absence of source (or right hand side), this is the case. However the presence of source terms in our equation like the impinging water $\frac{\beta WG}{\rho_w}$ and the ice growth rate $\frac{\partial b}{\partial t}$ demands to be very careful. For the sake of clarity let’s recall Equation 1.8:

$$\frac{\partial h}{\partial t} = -\nabla \cdot Q + \frac{\beta WG}{\rho_w} - \frac{\rho_i}{\rho_w} \frac{\partial b}{\partial t}$$  \hspace{1cm} (C.1)

The term representing the incoming water is constant with time and does not intervene in the monotonicity of the numerical scheme. However the ice growth is not and can be positive (ice growth) or negative (melting). In all the test cases taken in this thesis it represents a ‘sink’ term, i.e.: always positive the water mass is taken out and transformed
into ice. But if De-icing is considered, the ice growth term becomes negative and thus a ‘source’ term. Depending of how fast the ice is melting and the water released in the system would be crucial for the stability of the numerical scheme. In practice when two phenomena are represented in an equation, it is common to take time steps which resolve the fastest scale. In a normal ice accretion case, this time step is based on the water film under CFL condition.

In the case of ice melting it is not clear how one should treat the additional water. In the literature a ‘general rule of thumb’ suggest that the time step must be restricted so that the total energy released by the source term does not change by more than $10^{-20}\%$ in any cell. In [49] Leveque identifies incorrect propagation speed when the relaxation time scale for the source term is not small enough. Still in [49] a splitting method is proposed to separate the different phenomena (in the case of reactive flow) and seems to perform well.

Such investigation is beyond the work of this thesis but it is very important to take this into account if one wanted to simulate de-icing. Currently in ICECREMO2 the de-icing capability is incomplete and the water coming from the melting is not released into the system, so there is no additional difficulties.
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