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Abstract

The prevalence of water quality incidents and disease altbreiggests an imperative to
analyse and understand the roles of operators and organisatibasvater supply system.
One means considered in this paper is through human reliabititysis (HRA). We

classify the human errors contributing to 62 drinking watemdaeots occurring in affluent
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countries from 1974 to 2001; define the lifecycle of theselémnds; and adapt Reason’s
‘Swiss cheese’ model for drinking water safety. We disdussdle of HRA in human
error reduction and drinking water safety and propose a futseaneh agenda for human

error reduction in the water sector.

Keywords human reliability analysis, human error, Swiss cheesgeindrinking water

safety, risk, analysis, management

1. Introduction

Preventative risk management has re-emerged as al ¢tengtof drinking water
provision following the active promotion of the multibarrier applogeze Havelaar, 1994),
publication of the revised World Health Organisation (WH@nking water guidelines
(WHO, 2006) and various investigations of disease outbreaks (HamdeHrudey, 2004;
Smeetset al. 2008). Risk analysis tools may provide valuable support to prdesgm
and optimisation (Pollardt al 2004), but in isolation, and without being embedded an
organisational culture of risk management, are limitedeir tbility to prevent incidents
(Choudhryeet al. 2007). The authors of this paper have a long standing resetast in
implementing preventative risk management among water sopind in the role that
recent initiatives play in raising the profile of prevenatrisk management (AWWaAt al.
2001). Our studies have progressed beyond an inventory of riglsiartabls in the water
utility sector (MacGillivray et al. 2007a; 2007b), through anysis of water quality
incidents (Hrudey and Hrudey, 2004) and the benchmarking of wateresuppinpetencies
(MacGillivray and Pollard, 2008), to an exploration of thgamisational relationships
within water suppliers, and between suppliers and health &geffRuollarcet al, 2009).

Human actions and factors play an important role in wateitguatidents (Pollard, 2008)
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to an extent that we believe a formal analysis of humlgbiigy would be beneficial in
preventing disease outbreaks. Here, we present a secondgsysapsfaHrudey and
Hrudey’s (2004) case studies in water disease outbreaks, andradgpin’s (1990) ‘Swiss
cheese’ model of organisational incidents in re-categgyisie causal factors that influence
disease outbreaks. Reason’s model has wide application Wi¢ghimater sector and
obvious parallels with the multi-barrier approach that inetuskeveral layers of defence to
prevent water from contaminantion (Havelaar, 1994). Such defémdade source water
assessment and protection, the identification and correaftisystem defects, proper
maintenance of the well and distribution system, the appropisatef disinfection where
necessary, and monitoring. We are interested in how wet exend Reason’s analogy to
improve human reliability in water supply operations, withabksistance of HRA (Kirwan,
1996; Kirwan et al. 1997; Kirwan, 1997).

Research attention in the reliability and maintenance contynlobas conventionally
been centred on physical and software systems. Industdalents were historically
characterised in terms of technological malfunctions, anduhean element in the cause of
the accident tended to be overlooked (Gordon, 1998). A new subiat has attracted
researchers’ attention since the 1980s, especially $irgeolst-mortem analyses of fatal
accidents often highlights the critical role played by huerxaaor. It is suggested that the
cause of about 80% of all accidents can be attributed to herm@amn(Whittingham, 2003).
The term ‘human reliability’ is usually defined as the prohighihat a person will
correctly perform some system-required activity duringvargtime period, without
performing any extraneous activity that might degrade thersysHRA arose from the
need to describe incorrect human actions in the contexbbapilistic risk assessment

(PRA) or probabilistic safety analyses (PSA) Hollnagel, 2000).
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As with all risk analysis techniques, advocates and advesdzave emerged for HRA.
However, a number of sectoesd.nuclear, transport, offshore oil and gas) have
enthusiastically embraced HRA as one means of addressing threiniactor and safety
problems. Alternatively, these sectors have been requirapply them through public or
government pressure. The nuclear industry was the fidawelop and apply HRA
(Kirwan, 1994), in part driven by public and regulatory feamsumflear accidents and by
the risks incurred by investing operational responsibility irdmeds of a single control
room operator. Other industries including aviation and aerespat air traffic control,
automobile, offshore oil and gas, chemical, and all partiseomilitary have also applied
HRA (Kletz, 1994, Lyons, et al. 2004). A comprehensive rewéthe distribution of the
HRA literature (1981-2003) is provided by Dhillon and Liu (2006), togetvith a
distribution of applied research in various sectors (Figurél'hgir analysis offers little
information on the application of HRA to drinking water safeifow then might HRA

help the sector?

<<Figure 1: Publication distribution of HRA by indtrial sector (adapted from Dhillon and Liu,

2006)>>

Hrudey & Hrudey (2004) studies cases of disease outbreaks ifiughahations over
the past 30 years, which provides a detailed retrospectalgsss of those water incidents.
Below, we reappraise 62 cases of drinking water accidentsiéi and Hrudey, 2004), and
classify human errors that directly or indirectly causseteccidents, analysing the
development process of accidents. We argue that the ReassmcBegse model requires

modification for drinking water safety, and we offer a redisnodel.
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2 Error and human reliability analysis

HRA applies relevant information about human characteristichanaviour to the
design of objects, facilities, processes and environmentpdbate use (Grandjean, 1980).
HRA techniques may be used retrospectively, in the asaysncidents (though this
occurs infrequently), or prospectively to examine a systad its vulnerabilities during the
design phase. Most approaches are grounded in a systemic apmiuablgsees the
human contribution in the context of the wider technical andnisgaonal context
(Embrey, 2000). The purpose of HRA is to examine any human-invojgsehss or
processes where weaknesses may lie or create a vulngrabditors, rather than to find

faults or apportion blame.

2.1 Error classfication

Error classification describes the types of errorshibatans make. A number of
taxonomies exist (Meister, 1971; Swain and Guttman, 1983; Reason T989most
commonly used system, proposed by Reason (1990), is to classiéyleurors into slips,
lapses, mistakes, and violations. Two theoretical petispsmn human error in complex,
sociotechnical systems are the ‘person’ approach and then'sygierspective. Person
approach (Reason, 2000) errors arise from aberrant mentasgescich as forgetfulness,
inattention, poor motivation, carelessness, negligence, akldssoess. Here, human error
is treated as the cause of most accidents, and the systeinieh people work are
assumed to be safe. The systems perspective (Reasonir2@@derror as a systems rather
than an individual's failure, and considers the combined roletent conditionsd.g.
inadequate equipment, poor design, inadequate supervision, mannfpdafects,
maintenance failures, inadequate training, clumsy automatippiapriate or ill-defined

procedures) and human errors (also known as active errorsupesiin accident causation
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and propagation. Human error is no longer treated as thamgroause of accidents; rather
as a consequence of latent conditions residing within thersyst

Reason (1990) describes four levels of human failure, eactemnding the next
(Figure 2). In his Swiss cheese model, Reason hypothesid¢aesdht accidents can be
traced to one or more of four levels of failure: organizatioriluences, unsafe
supervision, preconditions for unsafe acts, and the unsafe ausellies. An
organization's defences against failure are modelled ex$es f barriers, represented as
the slices of a Swiss cheese. The ‘holes’ in the cheess represent individual
weaknesses in individual parts of the system, and are dyalgmiarying in size and
position across all slices. Unsafe acts can be seantias failures, whereas the remaining
three slices in Figure 2 are latent failures. The matindition between active and latent
failures lies in:

» Active errors The consequences of active errors may become appareint avit
very short time; such errors can be an omission or usingrtheg rule. They are
most likely to be caused by front-line operators;

e Latent errors The consequences of latent errors may only become appdeerat af
period of time, or when combined with other errors, or pagiopperational

conditions.

Figure 2 The Swiss cheese model (redrawn from Reb&@0)

A brief description of each of the levels and their aggeditaxonomies is given below.

¢ Unsafe actare largely due to operators. These are caused by anajseliatk of
knowledge or poor choices; for example, in an incorrect respomseaimergency,

or poor decision, etc;



149 * Preconditions for unsafe acéxist because of adverse mental states that affect

150 performance; for example, loss of situational awarenessgnattdntion or

151 distraction, or a failure to communicate or coordinate.

152 ¢ Unsafe supervisionccurs through inadequate guidance or oversight, or a failure to
153 provide adequate training.

154 » Organisational influencesuch as process or managerial errors result from

155 inadequate or misinterpreted corporate decisions, for exanialiéyra to provide

156 adequate guidance or inadequate documentation, or the attitudeshantburs of

157 employees and contractors etc.

158 2.2 Error reduction and management

159 Error management programmes use formal methods to devedmpardinderstanding
160  oOf the nature of, and factors surrounding, error in a particukseisy The goal of error

161 management is the eradication, reduction, management agdtoiti of errors and their
162 consequences. Reason again (1997) cites a wide range gharmagement techniques,
163 including selection, training, licensing and certification akitl checks. The techniques of
164  human error prediction are particularly useful. A typicaldRodelling process includes
165  three stages: (1) thdentification of human errorg2) theprediction of theidikelihood,

166 and (3) theeduction of their likelihoogdif required.

167 HRA techniques are commonly categorized into two generatibms first-generation
168 were developed for the probabilistic safety assessmeaaiof risk whereas the second

169  generation applied cognition analysis. First generation todlsdi@the tools THERP

170 (Swain and Guttmann, 1983), HEART (Williams, 1986), SLIM (Embi®84), ASEP

171 (Swain 1987), TESEO (Bello and Colombari, 1980) and HCR (Hann&t88d). The

172 second generation tools include ATHEANA (Cooper et.al. 1996 ANR (Hollnagel,
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1998), or MERMOS (Bieder, 1998). By illustration, in the HEAR&thodology, the
failure rate is estimated using an empirical expressiaheoform:

A =Ab{|l| (EPC - 1)-Ap, +l}

1=1

y (1)
HEP= HEH,{I_' (EPG-1).Ap, + 1}

1=1

where HEP is the human error probability, HER the nominal human error probability ,
is the overall human error ratéy, is nominal human error rate, EA€ the ith error
promoting condition and Apis a proportion assessment factor foritheEPC. Here, the
error promoting condition can be unfamiliarity, time shortagésy or confused
signals/communications, poor man machine interface, mispeyoeayitrisk, poor feedback,
inexperience, poor instructions, etc. For example, a givérmtssthe proposed nominal

human unreliability value of 0.002, and the factors shown ineTabl

Table 1: Estimating human error probability.

The final calculation for the human error probability can tlueecbe given by:

HEP=0.002 x 1.5 x3.4x2.2x1.25%x1.4=0.04

3 Applying HRA in thewater utility sector

From a physical asset perspective, a drinking water diswibstistem is an
interconnected collection of sources, pipes, and hydraulic camients (pumps, valves,
regulators, and tanks), delivering safe drinking water to coem prescribed quantities
and at desired pressures. It can be composed of watees, raw water transmission

pipes, unit water treatment processes combined togetheatmtnt plants, and water



194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210
211

212

213

214

215

216

217

distribution networks. Unlike conventional HRA applications thadive smaller, highly
contained systeme (g.nuclear plants, aeroplanes), water distribution systemsidedy
distributed. To illustrate application of Reason’s model, &lecs 62 drinking water
incidents from Hrudey and Hrudey (2004) and categorise the humas iertbese cases
(Table 7). A distribution of the main errors is shown ib[€&2 and Figure 3, suggesting
that 38% of direct and/or indirect causes can be due to @&rtwes, 36% in the class of
latent errors and 3% attributed to consumers and/or regulatalde 3 lists some failures
due to physical or environmental problems. Our definitions aremisgse Tables 4-6.
One may argue that the errors in Table 4 can be ckdsif latent and attributable to
multiple actors. From Table 2, we note that among the 6&eaatrors, 16 are attributable
to a ‘mistaken belief in the security of a water systerh are attributable to a failufeo
recognise warningsand 19 to a failuretd take adequate measures on warfingll of

the three types of errors can traced to organisation stesctur

Table 2. Human error distribution in the 62 cases.

Figure 3 Human error distribution.

The literature review indicates that, in comparison toraibenains in which HRA has
been identified as a major problem, the construct has recefagively little attention
within the water sector. This is surprising given the appbrsignificant role of human
error reported by Hrudey and Hrudey (2004; Table 2). Latent ewotsbute
significantly to the human errors in the 62 cases (Tablag)esting organisational

reliability is a critical factor contributing to drinking veatincidents.
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3.1 The gestation of drinking water incidents

Unlike accidents in other industries, many drinking watedegis last for extended
periods from the initial period of contamination to the regton of safe drinking water
guality. The immediate outbreaks in Milwaukee (case 38leTAband in Walkerton (case
57; Table 7), lasted more than one month with subsequent consesjlesimng for many
months and years thereafter. Another example of the exteldation of drinking water
incidents is the accidental contamination of drinking watppbes in north Cornwall that
occurred in July 1988, the long term health impacts of whashbleen reviewed on a
number of occasions, most recently in 2005 (DoH, 2005). Whilst théno opportunity
for recall once drinking water has been supplied, responsiandmstiwater suppliers and
health agencies may still reduce impacts on consumersgeltation of a typical drinking
water incident might be represented by Figure 4.

1) Contamination phaseThis period is the time starting from the occurrenca of
triggering cause capable of contaminating the drinking waterthattime that the
drinking water is actually contaminated. The contaminatimipg@ean be hard to
estimate exactly. The cause can be due to extreme wéatlhethe heavy rainfall in
case 57), or unsafe maintenance work (e.g. a seweragmsysiatenance exposing
water distribution to risk in case 30), or wastes froradgtéd wildlife (e.g. infected
beavers in case 7). Numerous human errors may occur petiisl, such as
maintenance errors (e.g. case 30), design errors (e.goBpsmsafe acts (e.g. case
16).

2) Sensing phaseAbnormalities associated with the contaminated watete sensed
by either consumers or quality monitoring systems. Humanmsettiat might occur
include: failure to perform routine monitoring (e.g. case 1Y, &&sign errors in the
monitoring system (e.g. case 23); failure to interpret mongamesults correctly (e.qg.
case 59); failure to respond to consumer complaints (e.g38xse

3) Alarm phase This is the time between abnormalities being sensed aming(s)
being signalled. After consumers or monitoring systems heveed any

abnormalities about water, alarms should be raised to engenelgponse. A

10
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common human error in this period is that no warning sigmalsagsed or warnings
are inadequate. For example, infected consumers were nghieed to signal
warnings (e.g. case 43) or did not signal warnings in a timalyner (e.g. case 59).

4) Recognition period Although warnings about abnormalities have been signalled,
they have ignored or not been paid enough attention. Human ertbis jpreriod can
be: failure to respond to warnings (e.g. cases 2, 13, 285237, 54, 57, 61),
inadequate response to warnings (e.g. cases 9, 10), stoultl be noticed that
raising warnings or issuing a boil water advisory might befecdif measure for a
water company to take on its own but such decisions shouldyideatloordinated
with public health authorities. Frequent warnings or issuingvietiér advisories can
damage a company’s reputation, but failure to provide warnihgs they are
required will certainly attract liability.

5) Investigation and recovery phas&he previous four phases might not all exist for
accidents occurring in other industries, for example, thghcof an aeroplane or the
explosion of a chemical plant. However, common to all aettglis the need for an
investigation and recovery period after an accident ocdarisoth literature and post-
mortem analysis reports, no discussion on human error occurrihig iperiod has
been found. However, an obvious human error that is likelg tallioo common

would be denial, leading to an inadequate investigation.

It should be noted that drinking water incidents do not necesgarihrough all of the

above periods. They may have only some of the periods as $héugure 4.

Figure 4 A typical gestation for a drinking watecident.

3.2 A modified Swiss cheese model

The Reason Swiss cheese model has two limitations reggritst application,
unmodified, to drinking water accidents. Firstly, an accidedefined as a one-off event
lasting for a very short time, which is the case for aeropteaxghes, or explosions at
chemical plant. However, drinking water incidents are seldoeroff events; they usually

develop with time and often last for several days. Tstagion (or lifecycle) of a typical

11
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drinking water incident is presented in Figure 4. Secotidkyprganisational boundary for
drinking water incidents extends well beyond the corporate steuttd include other
stakeholders. From the 61 case studies, we notice thatceatrmers and regulators can
play important roles in preventing more serious outcomes during dévesits. Their
involvement can be to sense abnormalities, to report abntigsaiind to comply with
measures their drinking water supplier has taken:

¢ To sense abnormalitiesThis is often the first critical step in drinking wat
incidents. For example, in case 34, a consumer had sermadsentll but didn’t
report the abnormality, this also happened in case 54.

* To report abnormalities Early warning signals are critical. Since a drinkivager
system is commonly a widely distributed system, it cahdvd for the water
supplier to sense every abnormality the whole time. It&lyimportant that
consumers report any abnormalities about their drinking water atedrsy/#o their
supplier. Hrudey and Hrudey (2004) comment:

The observation that the earliest signs of this outbreak wgnaled by consumer
complaints about excess turbidity provides an important messagenkingrivater
providers about the attention that should be paid to consumer complaints about
water quality(page 177, Hrudey and Hrudey, 2004)

This case study provides another example where consumers noticedtén was
“off”. This observation might have provided an opportunity for earintervention

if the first mention of a consumer noticing something wrong had fegented and
acted upor{page 220, Hrudey and Hrudey, 2004).

For example, in case 38, it is the drinking water supplierfaihed to recognize

warning signals from consumer complaints.
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To comply with measures their drinking water company has taRenng disease
outbreaks compliance with boil water notices (advisories) caitdig¢o preventing
propagation of disease. Notwithstanding observations that conmlgfar from
universal and reduces with time (O'Donnell, Platt and Al2680; Willcocks et al,
2000; Karagianmis, Schimmer and de Rouda Husman, 2008), effective
collaboration with water consumers is critical (Hrudey anaddy, 2004):

This finding raises concern about the level of understanding thaeristyin a
community during the boil water advisory and raises the need fox@aretory
literature to be provided to any population at risk immediaédtgr a boil water
advisory is issue¢page 287, Hrudey and Hrudey 2004).

Equally, regulators play an important role in preventing drinking veateidents. For
example, in case 7, one of the causes was that regulailed to appreciate the
vulnerability of surface water, and in case 57, reguld#oled to implement policy
requiring continuous chlorine residual monitors on vulnerable shalkis.wWiewing
Table 7, the main contributions of error involved the following:

e customers sensed abnormalities, but failed to report toviiager supplier;

e customers sensed abnormalities, reported to their water sgppliethe supplier
then failed to respond to the reports;

» customer sensed abnormalities and reported to their wateresapphich
responded to the reports, and accidents were successfulgndyv These may
have happened in many cases but have not been reported.

The Swiss cheese model does not consider the role of thirdsgaetiend the scope of

an individual company or organisation. From this analysis howe\veisuggested that
third parties (regulators and the drinking water consumegs)obsidered in the HRA of

drinking water incidents. We therefore propose another ‘sticeheese to represent the
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consumer and third parties (Figure 5). It is conceptually ptedevith more holes,
suggesting that this slice might arguably be the weakesebafra system. However, a
forward-looking water utility can strengthen the protectioerm@fd by this slice by engaging
their public health agency in constructive dialogue and inforrmamgumers about their
reasonable expectations for water quality and how they shopldn@svhen those
expectations are not being met.

It can be surmised that the systems perspective apptoaciman error has greater
potential in analysing the safety of a drinking water systen the person approach as the
former considers not only the errors made by individual operattingwie system, but
also the role of various latent conditions that reside withersystem. From the above
analysis, monitoring, assuring and improving the safety of drinkatgr systems requires
various levels of stakeholder participation and responsiblilitia their analysis of two
water incidents (Case 47 and Case 59 in Table 7), Woo iaedte (2003a) conclude that
effective risk management should consider various acteachtlevel including
government, regulators/associations, company, managemeingdnstafork. These levels
constitute a complex sociotechnical system of risk manage(Rasmussen, 1997).
Research on the impact on drinking water safety can almbd in Vicente and
Christoffersen (2006), Hrudey and Hrudey (2003), Woo and Vicente (2G08b)icente
and Christoffersen (2006).

The Swiss cheese model can be developed along with a corisitefepproaches
used in risk management for dynamic sociotechnical syst@ims.Swiss cheese model
does not mention that the number of holes and the locations asdéizoles in a slice can
dynamically change but this is self evident. The dynamizefothat lead to accidents have

often been in place for some time, yet the feedback t@k#ve safety implications of these

14
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forces is often largely unavailable to the actors obsgrthese systems (Vicente and

Christoffersen, 2006)

Figure 5 A Swiss cheese model for drinking water safety.

4 Concluding remarks

Major accidents are almost always the result of multiplere or combinations of
single errors with pre-existing vulnerable conditions (Wageegal:, 1990). Incidents in
the water sector are combinations of many errors. NbtR# techniques are suitable for
application in the water utility sector. However, drinkimgter incidents can be caused by
a lack of sufficient vigilance regarding warning signét&i might lead to such incidents),
poor system design, poor installation; and poor maintenance. tisé can be regarded
as involving human error to a certain degree. Most oftineent HRA approaches have
been developed for a single organisation, but safe drinking isatedely understood as a
collective responsibility (IWA, 2004). Therefore, the Swissede model requires
amendment for the context of drinking water systems. Herbave offered a proof of
concept for the application of HRA to water quality incidehtsje defined the gestation
and lifecycle of drinking water incidents and investigateddmuerrors in each period of
the lifecycle, extending the Swiss cheese model that deficts barriers existing in
drinking water safety. Through a re-analysis of case stugdahave reconfirmed the long
delay time of drinking water incidents and reported the actikeof latent errors, and third
parties. Critically, we reassert the necessity of gre@cpreventative risk management in
identifying and remedying latent conditions. Pertinent aredsifiore research include:

* The development of human error databases. Research into kbollett and
analyse human error data and the application of error managappFoaches

within water utilities is required.
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» Investigation of the lifecycle of drinking water accidentsderstanding the
distribution of human errors across the lifecycle of drinkimgerincidents might
help reduce errors and allow targeted action

« Development of human error management tools. We suggest@nagement,
warning handling and error prediction tools are required for tinkidg water
sector. An on-line tool may be useful for this purpose.

» Development of effective warning systems. For the nese &hi Figure 5,
emergency population warning (EPW) systems, for example, besare used for
tornadoes, hurricanes, and ice storms; geological incidentasiwedrthquakes,
landslides, volcanic eruptions, and tsunamis. It is a metihedeby local,
regional, or national authorities can contact memberseoptiblic en masse to
warn them of an impending emergency. Might such a methHpccbatain
drinking water outbreaks?

* Addressing overconfidence arising from the infrequent occurr@indenking water
outbreaks in developed countries making the maintenance of edorigilance
a management challenge.

In pursuing this agenda, we now seek to exemplify this proddradept with the detailed
practical application of HRA concepts to water qualitydeats. In doing so, we seek
build a database of active, latent and third party ernorsdel sub-systems and build

incident prediction models.
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531 Table 1: Estimating human error probability
Factor Errorlpromotlng Proportion assessment Assessed Effect
condition factor
Inexperienc 2 0.t (2-1) x0.5+1=1.
Opposite technique 4 0.8 (4-1)x0.8+1=3.4
Risk Misperceptio 3 0.€ (31)x0.6 +1=2.
Conflict of Objectives | 1.5 0.5 (1.5-1)x05+1H.2
Low Morale 2 0.4 (2-1) x 0.4 + 1 =1.
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Table 2: Human error distribution in the 61 cases.

Error classification Occurrences
Physical system failures and extreme environmeadlitions (PE) 39
Mistaken belief of the security of a water system 6
Failed to recognise warnings 11
. Failed to take adequate measures on warnings
Active errors (AE)
Others 20
Subtotal of the occurrences of active errprs
Latent errors (LE) 64
Influences from consumers, third parties (CTE) 6
Total 172

Table 3. Physical system failures and extreme enwmiental conditions (PE).

19

66

* Equipment failure

» Disease-carrying animals
¢ Animal waste

*« Extreme weather

Table 4. Active errors (AE).

¢ Failed to appreciate the vulnerability of watertepss

» Failed to recognise warning signals

» Failed take adequate measures after waning sigratsreceived
e Sanitary violations

* Failed to follow recommendation

Table 5. Latent errors (LE).

¢ Design errors
0 A lack of sufficient water safety barriers
o Deficiencies existed in system
o Raw water not being isolated from animal wastes
* Maintenance errors
»  Operation errors
» Insufficiently qualified staff
* Inadequately trained operators
¢ Communication error

Table 6. Influences from consumers, third parties (CTE).

¢ Failure to inform new residents and visitors consignundisinfected surface water
* Failure to report warning signals

» Failure to appreciate of the risk of disease trassion
* Alack of cooperation or interaction among varipasties responsible for water safety
* Poor communication among various parties
* Regulator failed to implement policy
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Table 7. 61 Drinking water incident cases and their corresponidimgan errors.

No

Place, time

Possible causes

1

Richmond Heights,
Florida, USA., January-
Mar 1974

« Failure in a physical system (PE)

» Mistaken belief in the security of the groundwegepply (AE)

« Poor operating practices (LE)

« Failed to take adequate action to protect consuaftesthe fault was recognise
(AE)

2 Rome, New York, USA.| « Failed to recognize that the level of chloraminaticas too low (AE)
Nov 1974-Jun 1975 + A lack of water filtration (LE)
» Warnings being unheeded (AE)
3 Crater Lake, Oregon, « Extreme weather caused water contamination (PE)
USA., Jun-Jul 1975
4 Camas, Washington,  Errors in design of the water system (LE)
USA, Apr-May 1976 « Poor operating practice (LE)
* Infected animal (PE)
» Physical system failure (PE)
5 | Berlin, New Hampshire | « Physical system failure (PE)
USA, Mar-May 1977 « Serious deficiencies in the rebuilt filters (LE)
« Violations of regulations found (AE)
6 Bennington, Vermont, ¢ Inadequate response to the conditions that triggentbreak warnings (AE)
USA, May 1978
7 Bradford, Pennsylvania, « Operators failed to appreciate the vulnerabilitgofface water sources (AE)
USA, Jul-Dec 1979 » Regulators failed to appreciate the vulnerabilitgurface water sources (CTE)
* Infected animals (PE)
» Extreme weather (PE)
« Failed to equip with sufficient barriers (LE)
 Inadequate operating practice (LE)
8 Georgetown, Texas, + Failed to understand the vulnerability of groundevdAE)
USA, Jun 1980 « Failed to recognize signals from the first outbréakg)
« Failed to equip the water system (LE)
» Extreme weather (PE)
9 | Red Lodge, Montan: + Failed to appreciate the vulnerability of the soefavater supply (AE)
USA, Jun-Aug 1980 « Insufficient water treatment (LE)
« Failed to effectively respond to warning signal&jA
10 | Bramham, Yorkshire, « Staff intentionally kept chlorine levels low (AE)
England, July 1980 « Failed to effectively respond to warning signal&€JA
» Physical system failure (PE)
11 | Rome, Georgia, US# ¢ Poor isolation of the textile plant distributiorssgm from the drinking water
August 1980 system (LE)
« Failed to protect the water supply system (AE)
12 | Grums and Valberg, « Failed to isolate the water supply system fromriher water irrigation systems
Varmland, Sweden, Oct (LE)
1980
13 | Eagle-Vail, Colorado, * Inadequate operation (LE)
USA, Mar 1981 « Failed to investigate an alarm (AE)
« Failed to equip with effective barriers (LE)
14 | Mjovik, Blekinge, « Failure of a sewer system (PE)
Sweden, Oct 1992 « Failed to provide disinfection in the water syst@rg)
« Failed to know the system thoroughly (AE)
15 | Drumheller, Alberta « Failure in a physical system (PE)

Canada, Feb 1983

» Extreme weather (PE)

A lack of cooperation or interaction among varipasties (CTE)

« Failed to issue a boil water advisory earlier (AE)

« Failed to recognise vulnerable situation of sewagap station (AE)

» Operating winter treatment without coagulation mag&tem vulnerable (LE)
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16

Greenville, Florida,
USA, May 1983

« Bird droppings (PE)

 Poor design of the treatment system (LE)
» Unsafe acts by operators (AE)

« Staffing an unlicensed operator (LE)

17

Braun Station, Texa:
USA, May-Jul 1984

* Failed to monitor raw well water (AE)
¢ Flawed design in the system (LE)

18

Alsvag, Norway, June-
Jul 1984

» Animal waste (PE)
« Failed to provide treatment for the surface wabgpsy (LE)

19

Orangeville, Ontaria
Canada, Apr 1985

A lack of chlorination (LE)
» Animal waste (PE)

20

Pittsfield,
Massachusetts, USA,
Nov 1985-Jan 1986

» Malfunction in the chlorination equipment (PE)

« Failed to provide sufficient barriers or treatm@rit)

« Failed to respond to warning signals (AE)

« Failed to recognise that an outbreak was in pregi&E)
» Poor operating practice (LE)

21

Penticton, B.C., Canada
Jun and Nov 1986

1

* Inadequate water treatment (LE)
» Extreme weather (PE)
* Animal waste (PE)

22

Salen, Dalarna, Swede
Dec 1986-Jan 1987

* Failure in the sewer system (PE)
« Failed to respond to warning signals (AE)
» Poor design in backflow prevention (LE)

23

Carrollton, Georgia,
USA, Jan 1987

* Inadequate operation: they did not follow propéréetion protocols (AE)
» Poor design in the monitoring system (LE)

24

Sunbury, Diggers Re
and Bulla, Victoira,
Australisa, Oct 1987

« Incorrect judgement that unprotected surface waerbe supplied to consume
without any treatment barriers (AE)
* No effective barriers (LE)

25

Boden, Sweden, Mar-
Apr 1988

* Physical system failure (PE)
» Extreme weather (PE)
« Failed to provide sufficient water treatment (LE)

26

Saltcoats/Stevenston,
Ayrshire, Scotland, Mar-
Apr 1988

« Inadequate construction and repair (LE)
« Failed to recognize livestock wastes as a majorcgoof human pathogens (AE
« Failed to meet regulations (LE)

27

Skjervoy, Norway, July-
Aug 1988

» Absence of disinfection (LE)
« Failed to signal warnings (AE)

28

Swindon, Oxfordshirt
and Wiltshire, England,
Dec 1988-Apr 1989

 Inadequately treating recycling filter backwashevdAE)
» Poor operating practice (LE)

29

Oakcreek Canyon,
Sedona, Arizona, USA,
Apr 1989

« Failed to confirm and verify the security (AE)
» Unforeseen contamination scenario (AE)
» A lack of any disinfection barrier (LE)

30

Cabool, Missouri, USA
Dec 1989-Jan 1990

» Risks associated with water main break repair dueixtreme weather not
recognized (AE)

» Poor sewerage systems maintenance exposing watebudliion to risk (LE)

» No treatment barrier in place (LE)

31

Moama, New Sout
Wales, Australia, Dec
1989-Jan 1990

« Failed to recognise or understand the risks ofkilinnon-potable water (AE)
» Maintenance error: broken sewer system (LE)

32

Creston/Erickson,
Canada, Jan-Apr 1990

* Infected animal (PE)

34

Naas, Count Kildare,
Ireland, Oct 1991

« Failurein the physical system (PE)
» Consumers failed to report warnings (CTE)

35

Uggelose, Denmark, De
1991-Jan 1992

» Extreme weather (PE)

« Failure of a physical system (PE)

« Failed to respond to queries about the potentiadjeles posed by a connection
(LE)

« Failed to signal sufficient warnings despite a hisking been raised (AE)
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36

Jackson County, Orego
USA, Jan-Jun 1992

Animal waste (PE)

Extreme weather (PE)

Failed to provide sufficient barriers (LE)
Poor treatment performance (AE)

37

Warrington, Cheshire
England, Nov 1992-Feb
1993

Extreme weather (PE)

Failed to investigate the warning signals even wditamormal turbidity reading
presented (AE)

Failed to conduct routine monitoring (LE)

38

Milwaukee, Wisconsin,
USA, Mar—Apr 1993

Risks associated with sewage contamination of watake not recognized (AE
Apparently not aware of Cryptosporidium risk (AE)

Failed to maintain optimum filtration performandd=]

Failed to recognize signal from consumer complgiAEs)

39

Gideon, Missouri, USA
Nov—Dec, 1993

Poor maintenance of water storage allowed faegghoaination (LE)
Animal waste (PE)

Extreme weather (PE)

Water quality management not based on good knowleflgystem (AE)
No treatment barrier in place (LE)

40

Noormarkku, Finland
Apr 1994

Failed to protect the water supply by disinfect{Air)
Failed to recognize the dangers posed by floodamglitions (AE)
Failed to take appropriate sanitary measures (AE)

41

Temagami, Ontario,
Canada, Feb-May 1994

Infected animal (PE)

Extreme weather (PE)

Poor performance and inadequidesign of the water system (LE,AE)
Poor operation of the package water-treatment PIGKiE)

42

Victoria, B.C., Canada,
Oct 1994-May 1995

Infected animal (PE)
A lack of an effective and robust treatment barfidt)

43

Village in Fife, Scotland
Mar 1995

Failure of a physical system (PE)
Failed to signal warnings promptly (AE)

44

South Devon, Englant
Aug-Sep 1995

Failure of a physical system (PE)
Deficiencies in the operation (LE)
Failed to pay adequate attention to recommenda(idE}

45

Klarup, North Jutland,
Denmark, Dec 1995-Ma
1996

Failed to follow up unusual events (AE)
A lack of an adequate treatment system (LE)

46

Cranbrook, B.C.,Canad
May-Jun 1996

Animal waste (PE)
Raw water not being isolated from livestock (LE)

47

Ogose Town, Saitama
Prefecture, Japan, Jun
1996

Failure of a physical system (PE)
Failed to recognise a major disease risk (AE)

48

Stromsund, Jamtlan
Sweden, Aug-Sep 1996

Animal waste (PE)
Failed to isolate the wiar system from animal wastes (LE)

49

NW London and W
Hertfordshire, England,
Feb 1997

Extreme weather (PE)
Failed to follow the recommendations of the reporigpreventing
Crytosporidium contamination (AE,LE)

50

Resort Hotel, Bermud:
Feb 1998

Failure in physical systems (PE)

No awareness of the system vulnerability (AE)

Sanitary deficiencies in the unchlorinated watestesy (LE)
Poor maintenance of the water system (LE)

51

Heinavesi, Finland, Mar
1998

Failed to understand the mixing behaviour of seweffigents (AE)
Poor knowledge about water treatment (AE)

52

Alpine, Wyoming, USA,
Jun-Jul 1998

Failed to protect and treat water systems (LE)

53

Brushy Creek,
Williamson County,
Texas, USA, Jul 1998

Wrong assumption on the safety of groundwater (AE)

54

La Neuveville, Bern

Canton, Switzerland,

Frequent false alarms on failures, but paid abertd(AE)
Failure of a physical system (PE)
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Aug 1998

» Consumers failed to report abnormalities (CTE)

55

Washington County Fa
New York USA, Sept
1999

» Not aware of risk from septic seepage field (AE)

« Allowed use of unchlorinated water from a shalloel\LE)

« Failed to consider that extreme drought of prevewsmer might affect water
supply safety (AE)

56

Clitheroe, Lancashire
England, Mar 2000

« Deficiencies in the security being found (LE)
« Failed to follow up or act on the deficiencies thateffective risk assessment
should reveal (AE)

57

Walkerton Ontario
Canada, May 2000

* Ignored warnings about vulnerability of shallow lwghen first installed in 1978
(AE)

* Failed to adopt source protection recommendatibirsstallation (LE)

» Regulator failed to implement policy requiring comious chlorine residual
monitors on vulnerable shallow wells (CTE)

» Operators inadequately trained with no knowledge tlontaminated water coul
kill consumers (AE)

« Failed to recognize that extreme weather couldesuer contamination (AE)

* Failed to maintain chlorine residuals (LE)

» Failed to monitor chlorine residuals as require&)A

58

Resort, Gulf of Taranto,
Italy, Jul 2000

» Resort water supply placed at risk by poor desighunsanitary practices (LE)
» Consumers failed to be aware of the risk of dis¢@sesmission (CTE)

59

North Battleford,
Canada, Mar-Apr 2001

« Failed to fix a long-standing vulnerability of waiatake downstream of sewag
discharge (LE)

« Failure to recognise risk from Cryptosporidiumiife particle removal not
optimal (LE)

» Poorly timed and inadequately performed maintenamceater treatment plant
(AE)

¢ Slow recognition of pattern of illness as an intdma of a waterborne outbreak.
(LE)

11

60

Asikkala, Finland, Aug
2000, Aug 2001 and Oc
Nov 2001

« Failed to provide disinfection for insecure wate)

61

Boarding School,
Hawke's Bay, New
Zealand, May 2001

« Failed to protect the water source from grazingeétE)
* Failed to maintain the UV treatment system (LE)

62

Camp/Conference
Centre, Stockholm
County, Sweden, May-
Jun 2001

« Failed to investigate warning alarms and take &rrtttion to prevent the syste
from contamination (LE)

« Failed to provide barriers in place to protect emners from contaminated wate
(LE)

=

« Failed to maintain aged sewers (LE)
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