“Chaos Theory: Implications for supply chain management.” 1

This article is © Emerald Group Publishing and permission has been granted for this version
to appear here (https://dspace.lib.cranfield.ac.uk/index.jsp). Emerald does not grant
permission for this article to be further copied/distributed or hosted elsewhere without the
express permission from Emerald Group Publishing Limited.
www.emeraldinsight.com

“Chaos Theory; Implications for Supply Chain Management”, International Journal of
Logistics Management, Vol 9, No 1, pp 43-56, 1998

Chaos Theory: Implications for Supply Chain Management.
By

Richard D. Wilding,



mn1178
Text Box
This article is © Emerald Group Publishing and permission has been granted for this version to appear here (https://dspace.lib.cranfield.ac.uk/index.jsp).  Emerald does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Emerald Group Publishing Limited.
www.emeraldinsight.com 





“Chaos Theory: Implications for supply chain management.” 2

Biography of Author

Richard Wilding is a Lecturer at the Centre for Logistics and Transportation at the
School of Management, Cranfield University, U.K.

Before joining Cranfield, Richard was a Principal Teaching Fellow at the Warwick
Manufacturing Group, University of Warwick, U.K. In this position he was responsible
for course management and development in the area of logistics and supply chain
management and collaborating on industrial projects on the subject. He works with
leading European and international companies from a variety of Industries on logistics
and supply chain projects. He has undertaken lecture tours of Hong Kong & India at the
invitation of local Universities & Confederations of Industry. He has published widely
in the area of logistics and is Editorial Advisor to a number of leading journas in the
area. His Doctoral research, undertaken at the University of Warwick, has applied
chaos and complexity science to logistics and supply chain management.

Richard is both a European and Chartered Engineer; he is a member of the Institute of
Logistics and Institute of Electrical Engineers (Manufacturing Division).

He can be reached at the Centre for Logistics and Transportation, Cranfield University
School of Management, Cranfield, Bedfordshire, MK43 OAL. U.K.
Phone: +44 (0)1234 751122 Fax: +44 (0)1234 751806. Web: www.richardwilding.info




“Chaos Theory: Implications for supply chain management.” 3

Chaos Theory: Implications for Supply Chain management.

ABSTRACT

Since the late 1950's it has been recognised that the systems used interndly within supply chains can
lead to oscillations in demand and inventory as orders pass through the sysem. The uncertainty
generated can result in late deliveries, order cancdlations and an increased reliance on inventory to
buffer these effects. Despite the best efforts of organisations to gtabilise the dynamics generated,
industry till experiences a high degree of uncertainty. The failure to significantly reduce uncertainty
through traditional approaches may in part be explained by chaostheory.

This paper defines determinigtic chaos and demongtrates that supply chains can display some of the
key characterigtics of chaotic systems, namely: Chaos exhibits sengtivity to initid conditions, it has
“Idands of Stability”, generates patterns, invalidates the reductionist view and undermines computer

accuracy.

Theimplicationsfor the management and design of supply chains are briefly discussed.

INTRODUCTION

The term chaos is currently much used within the management literature. The term chaos has been
used to describe the seemingly random disorder of customer demands for products (e.g. Womack and
Jones [1 p.81]) and by Tom Peters [2] in his book “Thriving on chaos’ to describe disorganised yet
responsive business structures that rapidly adapt and gain competitive advantage. Chaosisaso used as
ametaphor to describe how a smal change can be amplified to have alarge effect on the system. This
has resulted from the popul arisation of the “butterfly effect” where abutterfly flapping itswings creates
tiny changes in the atmosphere that result in the creation of atornado afew weekslater [3]. Authors[1
p.87, 4]) describing amplification within the supply chain have used the term chaos in this context.
Using chaos as a metaphor for amplification within systems is an over smplification and can lead to
misunderstanding. It has been shown that chaos and amplification are linked yet distinctly different
types of behaviour [5).

Chaos theory has been applied and found in a variety of sysems including cardiac systems [6], stock
market data[7] and the management of digita telephone exchanges [8]. Chaosis even being exploited
in advanced washing machines to improve cleaning [9] and in the manufacturing qudity control of

springs[10].
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CHAQOS

The Cadllins English dictionary describes chaos as meaning “complete disorder and confusion”.
However, within this paper the term chaos describes determinigtic chaos. The definition used in this
work is adapted from that proposed by Kaplan and Glass[11 p.27] and Abarband [12 p.15]:

Chaos is defined as aperiodic, bounded dynamics in a deterministic sysem with sengtivity

dependence on initial conditions, and hasstructurein phase space.
The key terms can be defined asfollows:
o Aperiodic; the same state in never repested twice.

e Bounded; on successive iterations the Sate saysin afinite range and does not gpproach plus

or minusinfinity.
e Determinigic; thereisadefinite rule with no random terms governing the dynamics.

e Sendtivity to initial conditions;, two points that are initidly close will drift gpart as time
proceeds.

e Structure in Phase Space; Nonlinear systems are described by multidimensiona vectors.
The space in which these vectorslieis caled phase space (or state space). The dimension of
phase space is an integer [12]. Chaotic systems display discernible patterns when viewed.
Stacey [13 p.228] emphasisesthis by defining chaos as;

“order (a pattern) within disorder (random behaviour)” .

Professor lan Stewart proposes the following simplified definition [14 p.17]:

“ Sochadtic behaviour occurring in a deterministic system’ .

Stochasgtic means random or lawless, deterministic systems are governed by exact unbreakable laws or

rules. So chaosis*“Random (or Lawless) behaviour governed entirely by laws!”

Chaosisdeterminigtic, generated by fixed rulesthat in themsd vesinvolve no dement of chance (hence
the term determinigtic chaos). In theory, therefore, the system is predictable, but in practice the non-
linear effects of many causes make the system less predictable. The system is dso extremely senditive
totheinitid conditions, so an infinitesma change to asystem variable sinitid condition may result in

acompletdy different response.

This presents us with a good news / bad news scenario. The good news is that apparently random
behaviour may be more predictable than was first thought, so information collected in the past, and
subsequently filed as being too complicated, may now be explained in terms of smple rules. The bad




“Chaos Theory: Implications for supply chain management.” 5

news isthat due to the nature of the system there are fundamental limits to the horizon and accuracy of
prediction. Past patterns of system behaviour are never repeated exactly but may reoccur within certain
limits. For example the wegther, atrue chaotic system, haslimitsto the forecast horizon. Evenif every
variable was known exactly the theoretical maximum forecast is2 to 3 weeks [14].

For non-linear dynamic systems the assumption of one-to-one, cause and effect relaionships implicit
in most human logic do not hold. For chaotic systems, a tiny change in conditions may result in an
enormous change in system output, whereas a substantial change in conditions may be absorbed
without significant effect to the systent’ s outpuit.

NON-LINEAR SYSTEMS AND CHAQOS

Mathematicians have discovered that non-linear feedback systems, are particularly prone to chaos.
Information isfed back thusimpacting on the outcome in the next period of time.

Jay Forrester proposesthe following definition for afeedback system [15]:

“ An information-feedback system exists when the environment leads to a decision
that reaults in action which affects the environment and thereby influences future
decisons’

The process is continuous and new results lead to new decisons that keep the system in continuous

motion.

All logigtics and supply chain management systems are made up of a series of feedback control loops.
This is the way the mgjority of busness systems operate. Within logigtics and supply chain
management alarge proportion of the feedback loops are non-linear.

For example, the availability of inventory affects the shipment rate from awarehouse. When inventory
is near the desired level, shipment rate can equa order rate but as inventory reduces the shipment rate
can become hated or checked by the amount of available inventory. Thisin turn leads to the issue of

“servicelevd”.

The relationship between service level and cost to an organisation is depicted as a steeply risng curve.
This results from the high costs of carrying additional safety stock to cover those times of unexpectedly
high demand.

It is therefore possible that the systems of control developed for managing the supply chain exhibit
chaotic behaviour.
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CHARACTERISTICS OF CHAOTIC SYSTEMS

There are five key characteridics of chaotic systems that have implications for supply chan
management. Theseare:

Chaos exhibits sensitivity to initial conditions
The characterigtic of sengtivity isacentral concept of chaostheory. However it should be emphasised

that sengitivity does not automatically imply chaos [16 p.512]. This misunderstanding is prevaent in
much of the management literature and islinked to the popularisation of the “butterfly effect”.

Sengtivity to initid conditions within chaotic systems is more digtinct. Given a smdl deviation in
initid conditions, this small difference or error becomes amplified until it is the same order of
magnitude as the correct value. The amplitude of the error is magnified exponentidly until thereis no
means of differentiating the actual sgnd from the signd generated by the error. This results in two
systems with starting conditions varied by a fraction of one percent producing outcomes over time that
are totdly different. The error propagation of the system results in the system being inherently
unpredictable and therefore long term forecasting of such systemsis generally impossible. This error
propagation can be quantified by the use of Lyapunov Exponents.

Lyapunov exponents have proved to be one of the most useful diagnostic toolsfor detecting chaos. The
exponent is a measurement of sengtivity to initia conditions. The maximum Lyapunov exponent can
be described as the maxima average factor by which an error is amplified within a system. A system
can be defined as chaotic if a least one pogtive Lyapunov exponent is present. If the maximum
exponent is negative the sysemis stable or periodic [17].

The magnitude of the exponent gives a reflection of the time scale over which the dynamics of the
system are predictable, so the exponent can be used to gpproximate the average prediction horizon of a
system [17, 18]. After this prediction horizon has been reached the future dynamics of the system
become unforecastable. This occurs because any small error is amplified so that the magnitude of the
dynamics generated by the error exceeds the origind dynamics being measured. This results in cause
and effect relationship between current data and previous data becoming increasingly blurred and
eventudly logt. The concept of prediction horizons can enable managers to differentiate between short
and long term grategic decisons and aso define alimit to which any forecadting is effective [ 19].

The sengtivity to initid conditions aso results in dramatic changes occurring unexpectedly. Stable
behaviour can be followed by rapid change or a system behaving in a seemingly random manner may

changeto astable form of behaviour without any warning.

There are many sendtive systems that do not behave chaoticdly. A smple example of thisis the
equation:
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X,.; = CX, whereCisaparameter much greater than 1.

Any small error is magnified by afactor of C during each iteration. This system is sendtive to initid
conditions but in no way can be defined as chaotic. The error will remain proportionally identical as
the sysemisiterated

Chaos has “Islands of Stability”.
Chaotic Systems are often related to aperiodic behaviour. Aperiodic behaviour is characterised by

irregular oscillations that neither exponentialy grow nor decay nor move to seedy state [11 p.11].
These oscillations never repeat the same date twice. It is a behaviour that is neither periodic nor
stochadtic [12].

Chadtic sysems typicaly can exhibit other domains of behaviour that may include stable convergent
behaviour, oscillating periodic behaviour, and unstable behaviour [20]. A system may be operating in
a gable manner but when a parameter is changed periodic or chaotic behaviour may be witnessed.
Also, itisaso not uncommon for chaotic systems to spontaneoudy switch between different modes of
behaviour as the system evolves with time. Systems have been observed that will produce aperiodic
behaviour for along period of time and then spontaneoudy “lock” on to a stable periodic solution [21].
It is therefore possible for “Idands of gtability” to be present in between areas of chaotic behaviour.
This characterigtic has been harnessed for some chaotic systems, by changing a parameter so thet the
chaotic system can be controlled to produce more regular behaviour.

Chaos generates patterns.
Despite the generation of apparently random data, chaotic systems produce patternsin the data. These

patterns never repest exactly but have characteristic properties. An example of thisisasnowflake. The
snowflake is generated by deterministic relationships within the environment but tiny changes become
amplified. Thisresultsin every snowflake being different, but when observed it clearly belongsto the
category of snow flakes. The patterns generated by systems are referred to as“attractors’.

An atractor can be defined as[12 p.199]:

“The sat of pointsin phase space visited by the solution to an evolution equation long
after (initial) transgents have died out”

Attractors are geometric forms that characterise the long-term behaviour of a system in phase space
[22]. Sygems have a Sable date, the gtate to which dl initid conditions tend to gravitate; this Sate
sarves as an dtractor. In classica systems, if the system gravitates towards a single point it is said to
have a point attractor, if it gravitates towards a stable cyclic response it has a periodic atractor, if the
attractor results from a combination of 2 or more periods the system can be defined as a quasi-periodic
atractor. The term “strange attractor” is used to describe the shape of the chaotic patterns generated.
These strange attractors are aclassc feature of chaotic systems [23].
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To understand the nature of chaotic attractors one needs to understand a smple stretching and folding
operation. Thisresultsin a shuffling process being undertaken on the chactic attractor, akinto adeder
shuffling adeck of cards. The randomness of the chaotic orbits is the result of this shuffling process
[22]. The dretching and folding process can cregte patterns that reved more detall as they are
increasingly magnified, these arereferred to asfractds.

We cannot predict exactly the behaviour of chaotic sysems, but by understanding the patterns
generated some degree of prediction is possible. Chaos generates endless individua variety, which is
recognisably smilar. As systems evolve with time recognisable patterns are generated. This property
enables anaysts to make some predictions about the syslem. One can predict the quditative nature of
the patterns generated and the quantitative limits within which the pattern will move [13].

Chaos invalidates the reductionist view.
One consequence of chaotic systems is that in genera the reductionist view becomes invdid. The

reductionist view argues that a complex system or problem can be reduced into smple forms for the
purpose of andysis[24]. It isthen bdieved tha the andysis of the individua parts gives an accurate
indght into the working of the whole system. This methodology of reductionism is aso often applied
to improvement within supply chain systems. The optimisation of the individua units, for example
manufacturing, purchasing, and didribution, is believed to result in the optimisation of the globa
sysem. Goldratt and Cox [25] demongtrated that in manufacturing environments this is often not the
case. Oneof the rulesfor manufacturing developed by Goldratt and Cox state:

“The sumof thelocal optimumsis not equal to the global optimum’

Chaos theory dates that a small change to an individua unit within a syssem may result in dramatic
effects on the globa system. These effects may not in al cases be beneficia to the operation of the
globa system.

Chaos undermines computer accuracy.
Even smple equations can behave chaoticaly and these can have a dramatic effect on perceived

computer accuracy. To demondrate this phenomenaasimple example will be described.

The example demongrates chaos by iterating a Smple equation using a sandard spreadsheet package.

The smple equation to beiterated is asfollows:
X, =KXZ, -1

This ssimple equation for certain values of K is chaotic. The use of spreadsheets to demongrate chaos

enablesan ble method to demondtrate the nature of such sysems[26].
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When K is 1 then a gable periodic orbit occurs, the system is atracted to acycle of 0, -1, 0, -1. The
equation isrelatively stable up until K = 1.5 producing periodic behaviour or quasi-periodic behaviour.
At K = 1.5 chaos occurs and the dynamics become increasingly complicated as K increases. However,
a K = 1.74 the system behaves chaotically but at K = 1.76 stable behaviour occurs. This gable
behaviour continues until K = 1.81 and then chaotic behaviour reoccurs. Therefore an “idand of
gability” is present between K = 1.76 to 1.80.

PLACE TABLE 1 HERE

Table 1 shows the iteration of this equation when K = 2 on two different soreadsheet and hardware
platforms and two sarting conditions differing by a tiny amount. It can be seen that after forty
iterations the results start to diverge rapidly. If K is grester than 2 the equation becomes unstable and
the solution approachesinfinity.

This raises afundamental issue about the impact of chaos on computer systems. Anidentica program
run on two different makes of computer, or different sandard software packages doing the same
caculations can produce significantly different results[14 p.21].

Peitgen [16 p.40] further emphasisesthis point by stating:

“More and more massive computations are being performed now using black box
software packages developed by sometimes very well known and distinguished
centers. These packages, therefore, seemto be very trustworthy, and indeed they are.
But this does not exclude the fact that the finest software sometimes produces total
garbage, and it is an art in itsdf to understand and predict when and why this
happens. ...More decisonsin the development of science and technology, but alsoin
economy and politics are based on large-scale computations and simulations.
Unfortunately, we can not take for granted that an honest error propagation analysis
has been carried out to evaluate the results”

In the remainder of this paper each of these characteristics will be related to the supply chain. To
demongtrate some of these effects anumber of supply chain smulations were used. These will now be
described.

METHODOLOGY

The research described below was undertaken by the author to gain an insght into the potentia

generation of chaos within warehouse supply chains.
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Chaos in warehouse supply chains.
The supply chains are characterised by automatic inventory control algorithms and EDI (electronic

data interchange) between the echedons. The supply chain structures smulated for the following
example can be seen in Figure 1. It is accepted that warehouse supply chains are in redlity more
complex but the model does capture the main components of such asystem.

PLACE FIGURE 1 HERE

The simulation approach used to investigate the non-linear dynamic behaviour of supply chains was a
development of that crested by Mike Wilson at Logistics Smulation Ltd. This software and approach
to the smulation was chosen asit is used commercidly as atraining and strategic development tool by
anumber of blue chip companiesincluding ICl and Black & Decker [27]. It has been tested widdly in
industry and is shown to mimic with good accurecy the characteristics of actual warehouse supply
chains. The smulation has been subjected to rigorous validation by the author, engineers and scientists
within the Universty of Warwick and adso externd practitioners and academics. The smulation
enabled the generation of large quantities of “clean” datathat could be used in any further andysis[5].

The investigations outlined in this paper were conducted using an automatic re-order agorithm within
the warehouse, which forecasts demand, cdculates the optimum inventory cover level and places an
order to account for expected demand for a given period. This is a widely used re-order and stock
control agorithm used in industry [28] [29 pp.105-107]. The smulation can monitor inventory levels
on adaly bass a dl points of the chain. It dso monitors the supply chain’s ability to satisfy end

customer demand.

The data used for analys's was the time series output of the gpparent inventory level within warehouses
in the smulated supply chain. This is the quantity of stock on hand minus any backorder not yet
received from suppliers. This was used as it reflects well the inventory dynamics and has a direct
relationship to the order pattern generated by the warehouse.

Searching for chaos
The tools for andysis of non-linear time series data are reasonably advanced and have been applied to

avariety of sysems. The analys's techniques can be classified as either geometric or algorithm based.
Geometric techniques include return maps and phase plots, agorithm based techniques include the
caculation of Lyapunov exponents and correlation dimensions that can be used to quantify the degree
of chaos.

For the data to be characterised as chaotic it must be shown that the data satisfies the definition of
chaos described above. A system is deterministic when future events are causdly set by past events.
Ensuring the data are bounded, aperiodic and sendtiveto initid conditions can be quantified by using a
number of standard tools. Standard statistical techniques can be used for checking that the data is
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bounded. The cadculaion of Lygpunov exponents is a key technique for characterising chaotic
behaviour and quantifying sengtivity to initid conditions this aso detects periodic behaviour.
Structure in phase space can be distinguished by the use of geometric techniques.

The non-linear analyss methodology used in this work has been developed from methodologies
proposed by Abarband, Kaplan and Glass, and Sprott and Rowlands [11, 12, 30]. A detaled
description of the methodol ogy is documented by Wilding [5].

RESULTS

The results described below demonstrate that supply chains can display the characterigtics of chaotic
systemsthat were described earlier in this paper.

Chaos exhibits sensitivity to initial conditions
Rigourous analysis of the time-series data generated by the supply chain smulation has found positive

positive lyapunov exponents are present, thus indicating sengtivity to initia conditions [Wilding,
1997b]. Figure 2 demondtratesthe effect of sengtivity to initia conditions within warehouse 2 in atwo
warehouse supply chain. This is a somewhat crude experiment; but it gives a useful insight into the
dynamics. It can be seen that dightly differing initid stock levels over time results in the graphs
diverging. In the case where asmal random input is placed over theinitid demand the random input
seemsto temporarily stabilise the dynamics. However after acertain period a series of “chaotic spikes’
can be observed.

PLACE FIGURE 2 HERE

Chaos has “Islands of Stability”.
Figure 3 demongrates the impact of changing the service level stting for warehouse 1 in a one-

warehouse supply chain a adaily demand level of 10. It can be seen that idands of stability occur at
approximately 98.7% and 99.3% resulting in a prediction horizon of 10,000 days. At other service
level settings such as 99.8% the prediction horizon is reduced to 100 days due to chaos being
generated. Thisdemondgratesthat “Idands of Stability” can be found for different parameter settings.

PLACE FIGURE 3HERE

Chaos generates patterns.
Figures4 and 5 show the relationship between the inventory level in warehouse 1 and warehouse 2 and

3respectively. Each figure shows a digtinctive pattern that never repeats precisdy. Thisistypica of a
chaotic system. A limited number of points has been plotted because as the number of points plotted
increases the pattern gartsto fill up the phase space.

PLACE FIGURES4 & 5 HERE
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Chaos invalidates the reductionist view.
Figures 6 and 7 dso demondrate how changing the supplier lead-time impacts on the prediction

horizon of the data series from the warehouses. These results reinforce the indications that a changein
a parameter within the supply chain impacts on al echdons in the chain. A particularly interesting
finding is that for the shortest supplier lead-time (3 days) the prediction horizon in warehouse 1 is
significantly lower than that of the other lead-times. However in warehouse 2 no sgnificant difference
isseen. A possible explanation for thisis that warehouse 2 carriesless cover stock asthe supplier lead-
time is shorter i.e. the agorithm caculates less stock is required as the supplier can ddliver quickly.
This then resultsin warehouse 1 having less inventory buffer in the warehouse supplying it. Therefore
if any uncertainty due to chaos occurs warehouse 1 is more liable to be impacted upon, resulting in
increased chaos and thus a reduced prediction horizon. Thisis an example of where the reduction of a
lead-time (time compression) does not aways result in improved dynamic behaviour for al playersin
the supply chain. The change of avariable in one echelon of the supply chain may result in detrimental

performance in another echelon.

PLACE FIGURES6 & 7 HERE

Chaos undermines computer accuracy.
As demondrated above deterministic chaos can be generated by smple eguations in standard

spreadsheets. The results of iterative cdculations can be sengtive to both the hardware and software
used to undertake the calculations. Increasingly, industry is investing in faster communication sysems
and is purchasing “black box” packages for the management of key functions within the supply chain.
The human decision making processisincreasingly being automated. The interaction of such systems
has to date seen little research. The dynamics of such systems are usudly explored over arelatively
short period of time with performance monitored in detail for, say, 6 months after ingdlation. Thisis
an inadequate time frame to assess such systems. The potentid for the system to produce chaos
requires the system to be monitored with care for much longer time periods. In theory, uncertainty
within the supply chain could be caused by the dgorithms being used operating under conditions that

generate chaos.

MANAGERIAL IMPLICATIONS.

The implications of this work are that a system which is meant to control and level fluctuations, and
consequently buffer the system from ingtability, can creste dynamics which turn a stable predictable,
demand pattern into one which is unpredictable with occasona explosive changes in demand, so
further destabilising the sysem. Thus a system designed to optimise stock holding and order
management can actualy increase unpredictability and costs incurred across the tota supply chain.
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Determinigtic chaos can be generated within supply chains. The increasing use of enterprise planning
systems which are often little understood by the managers using them leaves supply chains susceptible
to uncertainty generated by chaos.

Systems that generate chaos can aso generate stable behaviour. A smadl change of a variable can
cause the system to act in chaotic manner. This has been witnessed in the authors' investigations. For
certain levels of demand the model behaves in a stable manner but as demand is raised the system
becomes chactic. By afurther increase in demand the system becomes stable again. By searching for
these “Idands of gahility” it may be possible to optimise batch sizes which reduce chaos. It may dso
explain why a system that has been performing well for years becomes chaotic under new market

conditions.

Removal of chaos
The key to the removd of chaos is the use of systems that do not have direct feedback loops.

Smulations using smple re-order point systems do not produce chaotic behaviour as no feedback
loops are present, however demand amplification has been shown to be a mgjor drawback with this
type of system. Many lean gpproaches to manufacturing do not rely on complex feedback systems.
Focusing on the uninterrupted flow and matching the pull from the customer, which isthe basis of such
techniques, can be seen to diminate feedback and consequently the conditions required producing
further chaos. However, the misgpplication of lean manufacturing, such as wholesale reduction of
inventory and lead-times, can result in the systlem exhibiting increased chaos. One characterigtic of
chaotic systems is that they can perform in a counter intuitive manner. The study outlined above
demondtrates that the reduction of a supplier lead-time which is known to reduce demand amplification

resulted in an increasein chaos[5].

Management within a chaotic system
Key implicationsfor management operating within a chaotic sysem are [19]: -

e Dramatic change can occur unexpectedly. Chaotic spikes in demand can occur which are

generated by the system and not asthe result of externa events.

e Long term planning is very difficult. If long-term plans are made they need to be reviewed on a
regular basis.

e Supply chains do not reach stable equilibrium.  Small perturbations will aways prevent
equilibrium being achieved.

o  Short-term forecasts and prediction of patterns can be made. It is better to dlocate resource to the
development of effective short-term decision making processes rather than long term.
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e Treat the supply chain as acomplete sysem. Small changes made to optimise one echelon of the
supply chain can result in massive changes in other parts of the supply chain. Driving down
inventory and lead-times may not aways improve performance; it could result in the system
dipping into chaos.

¢ Remove chaos by focusing on the customer; communicate demand information as far upstream as

possible, use ssimple lean approaches.

¢  When changing hardware or software platforms, which are critical to your organisations operation,
undertake detailed vaidation. Computersare proneto chaos.

e Smulation of syssemsand non-linear dynamic analysis of key outputs should be a mandatory part
of any supply chain re-engineering proposal. Search for “Idands of gability”. Remember that if a
simplified model of the system generates chaos the red system with increased complexity will

aso.

CONCLUSION.

This paper has demondrated that a smple supply chain can exhibit the characterigtics of a chaotic
system. Chaos generation contributes to the uncertainty experienced within the supply chain. It should
be recognised that thisis one of anumber of sources of uncertainty that contribute to the total dynamics
experienced by managers within supply chains.  Wilding [5] describes the trade-off between
determinigtic chaos, demand amplification and what are described as “Pardld Interactions’, which
occur between suppliers in the same tier in the supply chain.  All three effects combine to creste the
tota uncertainty experienced. In some supply chains the contribution of determinigtic chaos to
uncertainty may be small, while in othersit may make a significant contribution to the total uncertainty
experienced.

Quantitative techniques are going to become increasingly important for logisticians to master. Chaos
theory has adready crested a revolution in many areas of science. Traditiond viewpoints have been
chdlenged and a greater understanding gained. The application of chaos to supply chains will
undoubtedly generate asimilar responsein thefidd of supply chain management.
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Number of IBM 486 using Excel Spread sheet PSION 3ausing Psion Spread sheet
Iterations
Start Vaue 054321 0.54321000000001 054321 0.54321000000001
5 0.890035 0.890035 0.890035 0.890035
10 -0.84727 -0.84727 -0.84727 -0.84727
20 -0.07355 -0.07355 -0.07355 -0.07355
40 0.625099 0.614856 0.62497 0.614805
60 0.455086 -0.97999 -0.4463 -0.30702
80 -0.9822 -0.098716 0.306851 -0.80001
100 0.05050847 0.0349483 0.322846 -0.58814

Table1- Thelteration of X, = 2X?2, — 1 using Excel and Psion, Using the same start conditions and a
small error introduced.
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One-Warehouse Two-Warehouse Three-Warehouse Four-Warehouse Five-Warehouse
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Figure 1 — Supply chain structures of increasing complexity.
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Figure 2a— Inventory in Warehouse 2 for dightly different initial stock levels.
Note the divergence of the data series at Day 457 and “ Chaotic spike” at approximately Day 533.
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Figure 2b — Inventory in warehouse 2 for same starting conditions but using stable demand and demand with small random input.

Note that data series with small random input seems to stabilise between Day 136 and 179. Thisis then followed by
a series of “ chaotic spikes” .

Figure 2 — Demonstrations of sensitivity to initial conditions within Warehouse 2.
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Figure 6 — Prediction horizon for Warehouse 1 in two warehouse supply chain with
increasing daily demand level and different supplier lead-time.

It is interesting to note that for the shortest lead-time the degree of chaos has increased and subsequently the
prediction horizon has reduced. This is the result of the automatic reorder system in the warehouse reducing the
amount of safety stock (cover) and this therefore results in a reduced inventory buffer within the system. This can be

seen as an example where time compression is not always beneficial.
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Figure 7 — Prediction horizon for Warehouse 2 in two warehouse supply chain with
increasing daily demand level and different supplier lead-time.

It isinteresting to note that for the shortest lead-time the degree of chaos is not significantly different in contrast to

Figure6.




