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Abstract

Research into autonomous control and behavior of mobile vehicles has become increasingly widespread.

In particular, unmanned aerial vehicles (UAVs) have seen an upsurge of interest and of the many UAVs

available, the multirotor has shown significant potential in monitoring and surveillance tasks. The objective

of this research’s programme is to develop novel control that enable quadrotors to track and inspect on

high voltage electricity networks. This is a research application that has elicited little attention. This

thesis provides a succinct and comprehensive literature research in both state-of-art overhead power lines

(OPL) inspection technologies, and quadrotor design and control. It proceeds to motivate, develop and

evaluate a learning algorithms controller which exploit the repeated nature of the fault-finding task. Very

few iterative learning control (ILC) algorithms have been implemented in this area, and no analysis or

practical results exist to specifically investigate UAV performance to modelling uncertainty and exogenous

disturbances. In particular, novel contributions are made in ILC algorithms are derived and validated by

experimental results on an AscTec Hummingbird quadrotor. It has taken a robust comparisons among

several ILC approaches (gradient-based, norm optimal and Newton method ICLs), and the comparisons are

largely based on analytical calculated results.

In the case of optimal ILC approaches, a new algorithm for nonlinear MIMO systems is developed

to cope with exogenous disturbances and noise severely affect UAV as well as a novel tuning method for

βnew variation is formulated and applied to the problem of reference tracking for a 6-degree-of-freedom

UAV with a two-loop structure. The first loop addresses the system lag and another tackles the possibility

of a disturbance commonly encountered when inspection of OPL. The new algorithm contributes to good

trajectory tracking and very good convergence speed while minimizing disturbance effects. A linearisation

design approach has been extended to enable new updates using quadcopters dynamics. Then constraints

have embedded to meet the application demands. After overcoming this deficiency, the ILC controller is

further extended based on point-to-point through a straight conductor to fulfil the full task and perform a

2-3 sequence of operations. Finally, the ILC development results are given follow-up using 3D analysis

approach where these results are the first ever in this key area.

iii



Contents

Abstract iii

Contents iv

List of Figures vii

List of Tables x

List of Abbreviations xi

List of Nomenclature xii

Acknowledgements xvi

1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Aims and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.7 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 High Voltage Fault Inspection Approaches 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Current Methods of Inspection Faults by DNOs and TNOs . . . . . . . . 15
2.3 Electromechanical Method for Inspection HV . . . . . . . . . . . . . . . 20
2.4 UAVs Method for Inspection HV . . . . . . . . . . . . . . . . . . . . . 24
2.5 Quadrotors in Industry and Research . . . . . . . . . . . . . . . . . . . 30
2.6 Applications of Quadrotors . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.6.1 Non-Vision Based Sensing Approaches . . . . . . . . . . . . . . 35
2.6.2 Vision Based Approaches . . . . . . . . . . . . . . . . . . . . . 37

2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Modelling and Control of Quadrotors 42
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Modelling Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2.1 Airframe Body Kinematics and Dynamics . . . . . . . . . . . . 43

iv



CONTENTS v

3.2.2 Propellers and Motor Characteristics . . . . . . . . . . . . . . . 47
3.2.3 Aerodynamic Phenomena . . . . . . . . . . . . . . . . . . . . . 49
3.2.4 Modelling for Control . . . . . . . . . . . . . . . . . . . . . . . 50

3.3 Control Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1 PID Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.2 Optimal Control . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.3 Nonlinear Control . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.4 Learning-based Control . . . . . . . . . . . . . . . . . . . . . . 57

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 ILC Controllers 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 ILC Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Basic ILC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3.1 Proportional-type ILC . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.2 Derivative-type ILC . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Optimal Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.1 Gradient ILC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.2 Norm Optimal Iterative Learning Control . . . . . . . . . . . . . 69

4.5 Newton Method Based ILC . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Other Generalized ILC . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5 ILC Design and Application to Quadrotors 78
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2 Design Guidelines for ILC based . . . . . . . . . . . . . . . . . . . . . . 78
5.3 Task Definition and Design Case . . . . . . . . . . . . . . . . . . . . . . 79

5.3.1 Initial Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.2 Charge Docking . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3.3 Full Task Definition . . . . . . . . . . . . . . . . . . . . . . . . 83

5.4 Application to Quadrotors . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5 Experimental Platform Selection . . . . . . . . . . . . . . . . . . . . . . 89

5.5.1 Physical Parameters . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5.2 Test Bed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.5.3 Pitch and Roll PID Scheme . . . . . . . . . . . . . . . . . . . . 93
5.5.4 PID Control Test Results . . . . . . . . . . . . . . . . . . . . . . 94

5.6 Backstepping Controller (BSC) . . . . . . . . . . . . . . . . . . . . . . 96
5.6.1 BSC Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.7 ILC Basic Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.7.1 Simple Algorithm ILC . . . . . . . . . . . . . . . . . . . . . . . 101

5.8 Optimal Approach ILCs Results . . . . . . . . . . . . . . . . . . . . . . 102
5.8.1 Gradient based ILC . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.8.2 Norm Optimal Iterative Learning . . . . . . . . . . . . . . . . . 110

5.9 Comparing Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120



CONTENTS vi

6 Extended Point to Point ILC 122
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.2.1 Point-to-Point Gradient Descent . . . . . . . . . . . . . . . . . . 126
6.2.2 Point-to-Point Norm Optimal . . . . . . . . . . . . . . . . . . . 126
6.2.3 Point to Point ILC for Nonlinear Systems . . . . . . . . . . . . . 127
6.2.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 129

6.3 Comparative Analysis of Novel ILC Algorithm . . . . . . . . . . . . . . 131
6.3.1 Point-to-Point Gradient ILC . . . . . . . . . . . . . . . . . . . . 131
6.3.2 Point-to-Point Feed-forward NOILC . . . . . . . . . . . . . . . . 134

6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7 Conclusions and Future Work 138
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.2 Research Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.2.1 ILC Framework and OPL Inspection . . . . . . . . . . . . . . . . 142
7.2.2 Other Repetitive Inspection Tasks . . . . . . . . . . . . . . . . . 143
7.2.3 Autonomous recharging strategies in OPL . . . . . . . . . . . . . 143
7.2.4 COVID-19 Pandemic . . . . . . . . . . . . . . . . . . . . . . . . 143

7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

A Background on Kinematics and Dynamics 146
A.1 Rotation Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
A.2 Quadrotor Coordinate Frames . . . . . . . . . . . . . . . . . . . . . . . 151

B Modelling and Parameter Identification 154
B.1 Aerodynamic Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 156

B.1.1 Thrust Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.1.2 Drag Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

B.2 Dynamics of Motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
B.3 Equation of Motion Parameters and Derivation . . . . . . . . . . . . . . 158

C Modelling of Quadrotor Dynamics 165
C.1 Mathematical Modelling of Quadrotor Dynamics . . . . . . . . . . . . . 165

C.1.1 Newton-Euler Dynamic Formulation . . . . . . . . . . . . . . . . 169

D The Current Electricity Network in UK 174
D.1 UK’s Electricity Network System . . . . . . . . . . . . . . . . . . . . . 174
D.2 Various TNOs and DNOs in UK . . . . . . . . . . . . . . . . . . . . . . 175

References 178



List of Figures

1.1 Methodology overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Electrical power network structure with pre-determined voltage levels. . . 13
2.2 Causes of faults on distribution networks. . . . . . . . . . . . . . . . . . 16
2.3 The major components in the OPL geometric consist of devices and ob-

stacles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 The three frames are structured as the following: first frame is supporting

the wheels, the second frame is supporting a pair of grippers, and thrid
frame is supporting the (a) the battery, (b) electronics cabinet, (c) and
communications system. . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5 The LT robot is equipped with a sensor and two electrodes. The first
touches the cable when one motor is moving θm, while the second one is
spins around the axis θp to measure the resistance of the electric cable. . . 22

2.6 The cables is subject to additional sag with function, δ (x) due to the ad-
ditional weight of climbing robot. To express the sag, various factors are
taken into consideration: The suspension points (i.e., P1 and P2) on the
tower, the cross-sectional area of cables, L denotes the horizontal spac-
ing, horizontal stress of power line, and impact effect. This impact effect
represents the vibrations from robot and wind (left) and robot on the dou-
ble 315-kV circuits (right) . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.7 The influence of irregular magnetic field distribution on the horizontal
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Chapter 1

Introduction

1.1 Overview

Unmanned Aerial Vehicles (UAVs) are being increasingly applied to commercial as op-

posed to solely military applications. UAVs are capable of flying and performing various

tasks without necessitating pilot involvement. They may also be designed to operate on

the ground or even under water. Primary fields of commercial and research interest in-

clude surveillance, monitoring, and object tracking systems. Autonomous UAVs have

been used to move goods in industry and to deliver products/services directly to cus-

tomers’ homes. These vehicles have also exhibited significant potential in applications,

including disaster monitoring (the natural disasters of Indonesia and the earthquake in

Nepal), 3D mapping, and aerial photography. Recently, an American presidential can-

didate proposed using UAVs for monitoring USA borders as a countermeasure against

illegal immigration.

The global UAV payload market was valued at $43.7 billion at the end of 2012, and

is estimated to increase to $68.6 billion by 2022 [1]. The number of UAVs has increased

dramatically in civilian use; for example, in the U.S., the registered number of UAVs in

use exceeded 200,000 during the first 20 days of January 2016, just days after the USA

Federal Aviation Administration (FAA) started requiring owners to officially register [2].

1
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The growing popularity of UAVs is partly attributed to the fact that they have a non-

contact and can attain the required heights/positions needed comparing with Unmanned

Ground Vehicles (UGVs) in recent years. These autonomous ground vehicles are rela-

tively uncomplicated to control by the operator via the remote use of sensors and video

cameras. However, over the last decade, a range of technological advancements in both

hardware and software has led to the low cost realisation of UAVs. The superiority of

UAVs in terms of workspace and manoeuvrability comes at the expense of their visceral

difficulty to stabilise and control. This, in turn, has led to the emergence of automated

control techniques applied to UAVs. Moreover, UAVs also have the same challenges as

UGVs in terms of path planning, obstacle avoidance, navigation, and collaborative for-

mation behaviour.

The myriad features that make UAVs more advantageous to land based vehicles have

been examined in their numerous application areas, of which many would be impractical

for ground-based vehicles. This thesis addresses an application area with similar potential

that has remained unexploited.

Electrical power lines are a vital component of the power sector and it is essential

to carry out preventive maintenance of high voltage transmission lines in a safer and

more efficient manner with a view to meeting the rising consumer demand (major in-

dustrial/local). However, numerous faults face overhead electricity lines, including snow

accumulation on exposed electrical conductors, system architecture is fraught with threats

of collapse owing to harsh conditions, wind pressure, corrosion (small holes in the metal),

temperature variation and natural ageing due to fractures or damage (ageing or degrada-

tion of the equipment). Accordingly, the most vulnerable parts (specifically for a fixed

configuration of cable, fittings and pylon features) of the transmission system are needed

more inspection compared to other objects. These starting with judgement at a single fault

point (single power line, or insulators) and then judging the combination of fault points

(obstacles and dealing with different cable structures). Typically, this causes loss of one or

more phases. Transmission lines alone represent between 5 and 10 percent of the total cost
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of electricity [3]. Significant damage may be inflicted to the Extra High Voltage (EHV) or

High Voltage (HV) network. For instance, following the storm in France, approximately

8 percent of the EHV/HV transmission network was out of action in December 1999. It

took six months to completely repair the lines at an estimated total cost of 150 million

euros [4]. This issue could have been resolved more rapidly by swifter identification of

faults.

Frequent inspection is also a key factor in achieving an OPL network that is resilient

to adverse weather conditions. This is particularly important for today’s OPL network

in face of global climate change and aging assets after a long service life, and increased

inspection frequently is therefore desirable, but economically infeasible for traditional

manual inspection technology. UAVs has been introduced by industry for OPL inspection

as one of the automated inspection technology in the last decade. The challenges are

that the UAVs carry out a number of tasks, such as precise position control in the face

of disturbance such as wind and severe noises, automatic power lines tracking, obstacle

avoidance, precise image acquisition, automatic fault detection, measuring OPL safety

distance, etc. To achieve them all is not trivial.

This thesis will develop UAV technology to address the aforementioned limitations

of monitoring and surveillance of high voltage power lines. It will utilise the potential

manoeuvrability of UAVs in this area, where hitherto little attention has been paid for

inspection the full tasks of objects through OPL repeatedly. Furthermore, the thesis will

seek to produce high performance solutions for automating tasks in inspection, monitor-

ing, and identifying faults on HV electricity grids. Since this is an onerous task due to

the structure and components of the system, which comprises power lines, insulators, and

pylons of various structures. So, it will require more advanced controllers than currently

exist (for example, the feedback control can’t achieve accurate tracking performance).

In particular, since the inspection is intrinsically repetitive task and the repetitive na-

ture of the power line geometries lends itself to this approach, where the Learning-type

control strategies are forming the basis for a power line inspection system. Accordingly,
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learning-type control with a similar strategy can be classified into iterative learning con-

trol (ILC) and repetitive control (RC). Whilst ILC strategies modify the input signal (i.e.,

the control input) in discontinuous operation which significant in repetitive task in OPL to

the setting of the initial conditions for each trial, RC methods are intended for continuous

operation. Additionally, ILC usually guarantees fast convergence within just a few itera-

tions, but the alternative RC strategies may not. This leads to underscore the importance

of developing ILC algorithms for high performance tracking.

ILC has been applied to quadrotors, but only using basic approaches. It has some

advantages for PID based as it has no model and they have produced only low levels of

performance. These include Proportional-type ILC and Derivative-type ILC, and assume

that the reference profile, r, is specified over the entire finite time horizon, [0, T ]. The

thesis has achieved many novelties to address this issue by applying a range of ILC algo-

rithms to quadrotors dynamics, for 1 DOF, 2 DOF, 3 DOF, and 6 DOF scenarios. These

include the Gradient, Norm Optimal, and Newton Methods. A new test bed design has

been constructed and used to evaluate performance. Then, several new algorithms designs

for nonlinear systems are formulated premised on extensions to Newton method-based

ILC, but they embed greater freedom in update the permissible structure.

Further extensions have been accomplished to increase robust performance by embed-

ding a constraints associated with the HV line tracking problem (where the output signal

is not critical at every time instant, t, along the time horizon). Specifically, they employ

point to point framework, while embedding straight line tracking constraints that require

the quadrotor to move along the cable. By relaxing the task description in this manner,

greater speed and robustness are anticipated. This is important to cope with weather,

exogenous disturbances, etc.
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1.2 Motivation

The technology of UAVs has certainly matured to meet the level where numerous appli-

cations require a healthy, high-precision surveillance system. In fact, many features make

the UAVs technology gain superior reliability in the area of monitoring and surveillance

system due to their manoeuvrability, accuracy, faster than traditional methods, runtime,

non-contact, and versatile platform, thereby promising great utility for future applications.

Despite the level of maturity of UAV technology, its application against the backdrop of

the challenges faced by state-of-art inspection OPL technologies have many limitations,

especially in, not economically viable, time consuming, visual inspection (specifically in

the hidden object detection), cover the small scale area, trial-and-error switching, man-

ual process and safety factors. This is mainly because the technology is still undergoing

continuous research and development and there are no existing unified framework of ap-

plications.

Another urgent gap where no existing approaches have capable of performing high

traceability, but need good stability to cope with the weather, exogenous disturbance dur-

ing inspection processes. This gap appears in UAVs inspection where lacks advanced

control (i.e., ILC designs) that have the potential to provide accurate demand in the tra-

jectory tracking, only applied in the configuration SISO rather than MIMO, this is one

area that needs significant research. The time has now come to take drone technology to

the next level by introducing applications and concepts that would not be possible with-

out it. Concepts such as advanced control strategies and obstacle avoidance, OPL health

monitoring across automated vehicles, task automation in inspection, monitoring, and

fault identification on high-voltage electrical networks are all examples of what drones

are capable of achieving.
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1.3 Aims and Objectives

The research project aims to develop advanced control strategies for quadrotors in inspec-

tion of OPL that can lead to enhance the stability and agility of movement of a scaled

quadrotor amid the presence of wind disturbances and noise which produce high perfor-

mance solutions. Accordingly, the objectives of this research project can be summarised

as follows:

• To design, implement, and evaluate optimal ILC algorithms, namely Gradient-

based and Norm Optimal for a UAV model. This includes the formulation of

new generalized ILC approaches that leads to good trajectory tracking, convergence

speed, and the ability to cope with exogenous disturbances such as wind gusts.

• To develop, simulate and evaluate, further extensions have been achieved to ensure

robust performance and inspect more critical points in OPL through the novel point

to point ILC.

• To validate and assess the performance of the extended novel ILC algorithms against

baseline PID control, Gradient, Norm Optimal and Newton Method, and point to

point ILC.

• To evaluate system performance in simulation results of the extended point to point

ILC conducted on overhead power line scenarios through (i) their own merits and

(ii) hybrid structure combined with feedback controllers.

1.4 Methodology

So far, the research into UAV technology for fault detection in OPL has focused on ILC

approaches sequentially in order to improve tracking performance, accuracy, and effi-

ciency. New purpose-built platform and expansion of the state-of-the-art ILC design

methods have been developed to improve the performance of the quadrotor model, con-

vergence speed, and minimal tracking error. Although the ILC designs in scheme of linear

SISO systems has been shown to operate well, research for nonlinear MIMO systems re-
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mains very limited. Therefore, only a few applications have been reported in literature,

and minimal benchmarking has been undertaken using the rudimentary ILC framework.

Therefore, this thesis mainly focuses on the schemes of nonlinear MIMO systems rather

than SISO schemes.

Referring to the Figure 1.1 that shows a block diagram describing the methodology.

There are two main parts:

FIGURE 1.1: Methodology overview

1) Theoretical foundation for advanced control

These involve the following methodologies:

• A dynamic model of the quadrotor is derived and the procedure for is elucidated

identifying the associated parameters.
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• Development of advanced control strategies, centred on ILC, has been undertaken

using MATLAB software tools in simulated models.

2) Implementation and validation

This includes experimental implementation of control strategies developed in the sim-

ulated models, based on a prototype quadrotor to be tested on a dedicated bench, so as

to allow the measurement and benchmarking of key performances. A new set of perfor-

mance metrics are established for the quadrotor in OPL monitoring applications. These

involve the following:

• A dedicated test bed is designed and constructed for performance evaluation.

• A range of model based ILC algorithms have been initially implemented to quadro-

tors dynamics, for 6 DOF scenarios. These include Gradient, Norm Optimal, Plant

inversion, Newton Method, and Hybrid ILC; (includes combined LQR and PID

scheme) with ILC frameworks for MIMO systems.

• Several new algorithms designs for nonlinear systems have been simulated. These

are premised on extensions to Newton method based ILC, but are embedded with

greater freedoms in updating the permissible structure.

1.5 Thesis Structure

In Chapter 2, the motivation of this research is established by reviewing the principal

aspects of the transmission line, including the existing methods of inspection of cable

fault and cable discontinuities. This reflects the need for autonomous control in this sector

of industry. Specifically, the chapter commences by providing a brief overview about

the components of a power system and classification of faults covering the principles of

inspection techniques, the most popular methods of inspecting methods identified by the

Distribution Network Operators (DNOs) and Transmission Network Operators (TNOs).

Methods of UAVs and climbing robot-based approaches are then presented to produce an

automated system. The chapter ends with several suggested concepts and applications
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which can be potentially implemented with UAVs technology.

Chapter 3 describes the principle of operation of UAVs and reviews the models of

quadrotors encompassing the kinematics and dynamics of its frame, the properties of its

actuators, its surroundings, and associated aerodynamic effects. The chapter then reviews

and evaluates the current quadrotor control approaches and introduced a more accurate

motion control approach to provide a better understanding of the UAV-based inspection

of HV systems with faster flight times.

In Chapter 4, general background information and current research are ILC is dis-

cussed. This is followed by an overview of ILC with emphasis on important criteria such

as convergence properties and practical implementation for engineering system UAVs.

Subsequently, several leading ILC structures are introduced with special focus on opti-

mization based ILC approaches. The chapter ends with a summary and comparison of the

presented algorithm approaches and topologies.

Chapter 5 formulates new generalized ILC approaches which extend Newton method

based ILC. Subsequently, a dynamic model of the quadrotor is derived, following which

the procedure for identifying the associated parameters is explicated. Experimental con-

trol approaches are then benchmarked experimentally using this model and the quadrotor

hardware. Thereafter, experimental results are presented for each tuning ILC approaches.

Chapter 6 focuses on novel controller design to address the limitations of the stan-

dard ILC framework and both gradient ILC and NOILC in inspection HV. The class of

algorithms is named point-to-point and the methodology can be extended to the majority

of ILC techniques. This chapter also analyzes the method in comparison with standard

controllers. This chapter demonstrates how performance to associate closely with the em-

bedding straight-line tracks constraints that require the quadrotor to move along the cable

at a greater speed, a finding that is supported by extensive implementation results.

Finally, Chapter 7 reviews the outcomes of the work presented in this research project

and concludes the thesis. This chapter also presents recommendations for future work.
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1.6 Contributions

The work in this research has resulted in the following contributions:

• A more accurate technology of UAV trajectory tracking during the OPL inspection

has been introduced. Nonlinear ILC design is identified as an enabling technology

for a 6-DOF quadrotor in OPL inspection. The developed nonlinear MIMO frame-

work can determine how the UAV carries out a number of tasks, such as precise

position control in the face of disturbance and automatic OPL tracking.

• ILC controller combined with a hybrid PD/PID control for a UAV model has been

developed featuring simplicity, the basis for a power line inspection system due to

the repetitive nature of the power line geometries lends itself to this approach and

improves the robustness/tracking performance of the UAV model when compared

with other complex control methods.

• A novel method of optimal ILC approaches based on nonlinear MIMO systems with

a two-loop structure has been formulated and applied to the problem of reference

tracking for UAV. The improved method is contributing to good trajectory tracking

and very good convergence speed while minimizing exogenous disturbances.

• Novel tuning methods have been presented which is based on iterative real-time

auto-tuning of modified parameters βold rather than heuristically selecting from the

previous range. The tuning method calculates the new optimal βnew parameters

during the flight from the establishing of varying gain equations and minimising

the cost function.

• Several new algorithm (PID-type, gradient-based, norm optimal) designs for non-

linear systems have been formulated. These are premised on extensions to a novel

Newton method based ILC, but embed greater freedom in updating the permissible

structure.

• Further extensions of point-to-point ILC have been accomplished through a straight

conductor for the overhead line monitoring task. This allows for enhanced perfor-

mance by embedding the constraints associated with the HV line tracking problem.
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• A 3D analysis approach has been applied to the convergent property of the proposed

ILC point to point law, thus supplying a new tool for follow-up ILC development

for 2D systems.

1.7 Publications

The publications of this thesis are the following:

• H. A. Foudeh, P. Luk, and J. F. Whidborne. Application of norm optimal itera-

tive learning control to quadrotor unmanned aerial vehicle for monitoring overhead

power system. Energies, 13 (12):3223, 2020.

• H. A. Foudeh, P. Luk, and J. F. Whidborne. Quadrotor system design for a 3dof

platform based on iterative learning control. In 2019 Workshop on Research, Ed-

ucation and Development of Unmanned Aerial Systems (RED UAS), pages 53–59,

Nov 2019.

• H. A. Foudeh, P. Luk, and J. F. Whidborne. An Advanced Unmanned Aerial Vehicle

(UAV) Approach via Learning-based Control for Overhead Power Line Monitoring:

A Comprehensive Review. IEEE ACCESS ,03 September 2021.

• H. A. Foudeh, P. Luk, and J. F. Whidborne. Extended of Iterative Learning Control

(ILC) with Highly Convergent for Multirotor in Overhead Power Line inspection.

IET Control Theory & Applications.



Chapter 2

High Voltage Fault Inspection

Approaches

2.1 Introduction

Modern electrical power systems are intrinsically complex and sophisticated. In many

countries, they extend for very long distances and are interconnected between coun-

tries. An example is the existing bi-directional link between Britain and France based

on 2,000MW High Voltage Direct Current (HVDC) infrastructure [5]. Electrical power

systems comprise power lines distributed through overhead lines, as evidenced in Fig-

ure 2.1, underground cables and submarine cables in some cases.

Damage can occur to these components in numerous ways, thus triggering a total

breakdown of the network. In addition, significant impact such as problems in mainte-

nance, time, and effort may be expended on identifying the location of failure. Regula-

tory action of non-ministerial UK government departments such as OFGEM (Office of

Gas and Electricity Markets) imposes various demands to guarantee the quality of supply

besides ensuring the reliability of the electrical network [6]. Heavy fines are imposed on

the failure to comply with these regulations.

Distribution Network Operators (DNOs) and Transmission Network Operators (TNOs)

12
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FIGURE 2.1: Electrical power network structure with pre-determined voltage levels.

are responsible for maintaining the network. They spend huge amounts of money on in-

specting the status of their overhead lines spread over many thousands of kilometres.

Table 2.1 illustrates the expenditure required to maintain different types of conductor in

the UK system and the responsibilities of the DNO and TNO. This guarantees the sustain-

ability of network stability and minimizes the number of faults that develop due to critical

weather conditions [7]. However, faults are always present and DNOs and TNOs are con-

stantly under pressure to rectify the situation as soon as possible whenever it occurs.

TABLE 2.1: The approximate length and cost of conductor line owned by typical DNOs and TNOs

Company Length of Line

Type of Conductor

Overhead Underground

Capital Build Cost

Per km

Maintenance

Per km

Capital Build Cost

Per km

Maintenance

Per km

National Grid (TNO) 7,000 km £1.6m £4.0m £16.7m £18.9m

Western Power

Distribution (DNO)

92,000 km Depending on size cable £800 Depending on size cable £1,000

The Network Losses in the UK for both TNOs and DNOs such as - SP Energy Net-

works, Electricity Northwest, Northern Power Grid, UK Power Networks, SSE, Western
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Power distribution and NIE are illustrated in Table D.1. The DNOs and TNOs often use

conventional OPL methods to provide protection to the power grid, including foot patrol,

visual inspection, and mechanical devices. Devices employed to protect the power net-

work include switchgear, instrument transformers such as a Current Transformer (CT),

Voltage Transformer (VT), or potential transformer and associated protection relays.

The usage of conventional methods is the preferred choice as it entails a simple in-

spection, with devices being stationary and motionless. However, network reliability and

stability is under permanent and continuous threats such as environmental threats, opera-

tional threats, human, and animal threats. Accordingly, due to difficult weather conditions

and long-distance for OPL, companies must impose preventive methods of pre and post

observation protection. Relying on conventional methods to minimize the risk and ex-

ecution of complex tasks within power systems may no longer be a practical solution.

Therefore, new live operation applications (i.e., unmanned systems) that are mobile/non-

contact and guarantee safety of tasks are being developed.

Inspection via unmanned systems (i.e., climbing robots, UAVs), instead of using con-

ventional methods may seem a plausible alternative to survey the condition of overhead

line supports and insulators due to the potential to save energy, time, and money. In addi-

tion, the assessment of the OPL elements condition can be done at any time of the day, as

well as in bad weather conditions. However, many design challenges and technological

obstacles need to be addressed. The following literature review aims to:

• Present the current knowledge about the components of a power system as well as

classification of faults.

• Discuss the most popular methods of inspection faults identified by DNOs and

TNOs.

• Introduce the inspections propagation models for UAVs and robot-based approaches.

• Review the current research state in UAVs based inspection approach.

• Identify the gaps in UAVs based inspection approach that require further investiga-

tion and research.
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2.2 Current Methods of Inspection Faults by DNOs and

TNOs

The power system components that are most susceptible to natural hazards include the

transmission and distribution lines which have the most extreme working conditions, and

are subject to numerous types of faults. For example, the installed system may cause

repeated failure over a distance of 3 km in 500 kV transmission lines in rough terrains such

as mountainous areas in the Liangshan region of China. This is caused by a small error

generating a sequence of failures extending long distances until a point of failure is found.

The maintenance crew may have to walk 6 km in mountainous areas to determine the exact

location of the fault point [8]. In 2003, outages of the power grid in the Northeastern

United States and Canada demonstrated that transmission faults can have a devastating

impact on the national grid and on interdependent systems such as telecommunications

networks [9]. A recent study showed that the failure of transmission lines during winter

caused by snow accumulation on aluminium conductor steel-reinforced (ACSR) cable in

Jordan caused severe difficulties for the maintenance crew [10].

The complexity of most power grids often makes it difficult to identify faults, espe-

cially as there are many types of power failure in an Overhead Transmission (OH) line.

Examples include storms, lightning, freezing rain and fog, partial discharges (corona),

insulation breakdown, and short circuits caused by birds or other external objects com-

ing into contact with the line, or tree branches hitting the lines [11]. These causes are

summarised in Figure 2.2. Faults on transmission lines can generate a huge current flow

through the cables, unbalance the phases, or create under voltage. When a fault occurs,

the characteristic impedance values can change dramatically,causing an interruption in

operation of the power system, electrical fires, and various failures of associated equip-

ment [12].

In a three phase transmission line, faults can be classified as: single Line to Ground

(LG), Double Line (LL), Double Line to Ground (LLG), and three phase to ground
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[13, 14]. Statistics such as those compiled by authors in [15] have shown that LG faults

are the most common type in power systems. According to the statistics provided by au-

thors in [16], more than 90% of overhead transmission line fault consisted of LG faults.

The proportion of LG faults occurring on 220 kV transmission lines is 87.07%, and the

percentage increases drastically for 330 kV transmission lines to 98.11%, and is 92.68%

for 500 kV lines.

FIGURE 2.2: Causes of faults on distribution networks.

Some faults may be avoided through design. The authors in [17] pointed out that the

faults involving conditions such as wind pressure, snow, and temperature variation on the

transmission line can be mitigated by designing the system to meet the corresponding

mechanical loading demand. Mechanical consideration in the design could be leveraged

to avoid a serious deterioration caused by these effects, at the cost of added expense.

However, the DNOs and TNOs must still monitor cables personally to detect anomalies

or malfunctions which may accompany the critical conditions for dynamic line rating.

One of the main objectives of the inspection by TNOs and DNOs is to check fittings

(i.e., dampers and spacers) on a HV power line to identify the; (1) abnormal points and (2)

assess the surrounding environment of lines as shown in Figure 2.3. This enables TNOs

and DNOs to obtain sufficient information access on the failure points. The abnormal
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points recognized through inspection steps mainly include; (i) preliminary inspection and

(ii) autonomous inspection [18]. For the latter, there is ongoing investigation. In general,

this preliminary step is performed via the inspection objects on HV power line, which,

in turn, is classified into five categories depending on geometric characteristics, position,

type, structure, the merits, as well as the demerits of these techniques as presented in

Table 2.2.

FIGURE 2.3: The major components in the OPL geometric consist of devices and obstacles [19].

The most common method to detect line faults is based on visual inspection, which

may be conducted via a helicopter or four-wheel drive vehicle, in addition to primitive

methods based on the technique of load separation and identifying faults [20, 21]. The

studies in [22, 23] and [24] showed that the process of visual inspection may involve

getting a complete, continuous picture of conductor behavior along with thermal images

(observing hot spots on cables as evidence of presence faults). Visual inspection may have

multiple aims, including thermographic fault detection with infra-red cameras, visual line

inspection with video cameras, and insulator fault detection with ultra-violet cameras.

Traditional methods of detecting location faults are often economically unfeasible and

may not ensure the quality/reliability of the network over time. For example, a compre-

hensive review in [25] showed that the Ofgem and Western Power Distribution estimated

the level of unplanned outages to be £300.28 million in Great Britain. This reflects the

increased number of disconnection faults based on conventional methods along with the
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TABLE 2.2: Characteristic rules for current methods of inspection targets in power system

Object
Name

Target
Features

location/shape
Task Techniques Merits Demerits Ref.

Tower (T)

Tower
(torsion,

suspension,
anchor,

beeline...etc)
(T1)

Attached to the
power line,

T shape,
Cylindrical

structure

The main aims are to
inspect the electrical

equipment on T1

(Lightning arresters,..)
and structures of

Transmission/Distribution

Patrol Crew,
Helicopter,

Video cameras

Fastest,
Quickly and easily

reach the tower,
Not restricted by region,
Ability for long-distance

inspection,
Unlimited loading

of equipment,
Contactless

sensing methodology

Less safety and security
inspection service,

High maintenance cost,
Manual process,

Inaccurate,
Highly influenced by

the operating environment
(higher buildings in urban areas,

weather-dependent)

[26, 27]

Overhead ground
wires
(T2)

Attached to upper
portions of the

power line,
Line shape

The main aims are to
inspect the

strands broken by lightning,
burnout of T2

due to the electric discharge

Patrol Crew,
Helicopter

Fastest,
Not restricted by region,
Ability for long-distance

inspection,
Contactless

sensing methodology

Less safety and security
inspection service,

High maintenance cost,
Manual process,

Highly influenced by
the operating environment

(higher buildings in urban areas,
weather-dependent)

[28, 29]

L
in

e
(L

)

Phase Conductor
(L1)

Attached to the
power line,
Curve shape

The main aims are to
inspect the cracking/rupture,

Broken strand,
Detect temperature increase

/Overheating,
Increase of resistance,
Check the condition

of zinc layer
and corrosion L1

Mechanical devices,
(i.e., hot stick),

Impedance-based
(IB) techniques,
Travelling-wave

(TW) techniques,
Video cameras

Simple implementation,
Not complex,

live-line working,
Contact/Contactless

sensing methodology

Trial-and-error switching,
Long distance to inspect,

Inaccurate,
High maintenance cost,

Damage of object,
Time consuming,

No sufficient acquisition
of information,

Requiring measurements
with a very high sampling rate,

Dependent on line
parameters estimation,
Very limited field tests
in distribution networks

[30], [31],
[32, 33]

Insulators (I)

Insulators string
(I1)

Attached to the
power line,
Circle shape

The main aims are to
repair and replace
electrical devices
on Insulators and

to detect partial discharge,
I1 replacement

Patrol Crew,
Mechanical devices

(i.e., ROBTET),
Helicopter,
Elevators

(i.e., Elevator I,II,...),
Ground Vehicles

(i.e., Four wheel car,
Boom Truck)

Short distance,
Not Safe,
less time,

Contact/Contactless
sensing methodology

Overlapping due to
shooting distance,

Effect angle of aerial images
by Helicopter,

Trial-and-error switching,
Damage of object,
Manual process,

No sufficient acquisition
of information,

Highly inaccurate,

[34, 35]

Insulators unit
(I2)

Attached to the
power line,
Circle shape

The main aims are to
inspect and replace
electrical devices

on I2 and
to detect partial discharge,

Loss of insulation,
Electrical flashover,

Pinpoint corona and arcing

Patrol Crew,
Helicopter,

Mechanical devices,
Elevators

(i.e., Elevator I,II,),
Ground Vehicles

(i.e., Four wheel car,
Boom Truck)

Short distance,
Not Safe,
Less time,

Contact/Contactless
sensing methodology

Environmental conditions
(i.e., light intensity, weather,
and distracting background),

Camera stability,
Trial-and-error switching,

Manual process,
Time consuming,

No sufficient acquisition
of information,

Not simple implementation,

[36, 37]

Fitting (F)

Vibration damper
(F1)

Artificial facility
Attached to the

power line,
T shape

Inspection of Electrical
Devices (i.e., Break Circuit),

Drooping or missing
Damper Slipping

Visual inspections,
Inspection from the ground,

Carts, Arm with Blades,

Live-line working,
Contact/Contactless

sensing methodology,
Simple

Unreliable due to potential risks
on crews (i.e., live work),
High maintenance cost,

Manual process,
Time consuming

[38]

Clamps
(F2)

Artificial facility
Attached to the

power line,
X shape

Detect broken strands
at clamps end,

Missing nuts from clamps

Climbing and Visual
inspection,

Mechanical devices
Arm with wrench

Safe,
Simple,

Contact/Contactless
sensing methodology

First breaks occur under clamps
and are not detectable,

Damage of object,
Manual process,
Time consuming

[39]

Spacer
(F3)

Artificial facility
Attached to the

power line,
X shape

Inspection of failures,
Defective spacers,
Loosened spacers

Climbing and Visual
inspection,

Mechanical devices,
Video cameras

Safe,
Simple,

Contact/Contactless
sensing methodology

First breaks occur under spacers
and are not detectable,

Damage of object,
Manual process,
Time consuming

[40]

Environment (E)
Tree crown

(E1)

Under the
power line

(Large size),
Sphere shape,
Planar shape,

Irregular shape

The main aims are to
install patches on the road

and to eliminate E1

around transmission lines,
Management of vegetation

encroachment and Creeping

Patrol Crew,
Ground Vehicles,

Mechanical devices,
Arm with Blades

(i.e., tree trimming),

Safe,
Very simple,

Contributes to protection
From future faults,

Economic feasibility,
Contact

sensing methodology

High maintenance cost,
Manual process,
Time consuming

[41, 42]

probability of faults times, and the failure rate tending to be worse on 132 kV lines.
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Consequently, there is a close relationship between the time needed to determine the

faults and maintenance strategy, which is critical to the cost. Therefore, the authors in

[43] and [44] concluded that life cycle cost (LCC) analysis is useful for customizing

the inspection and maintenance strategies which, in turn, impacts the quality and overall

effectiveness of both power networks and delivery. Recently, these ideas are gaining

growing traction due to increasing efforts to pursue profit and the fact that modern policies

for liberalization of power and global energy markets may lead to declining reliability

levels in electrical transmission systems and stress in operation.

Through the above review, the DNOs and TNOs have been performing traditional

techniques for fault inspection based on visual inspection, for a small scale area (i.e.,

foot patrol) and larger scale area (i.e., helicopter or automobile). The intrinsic limita-

tions of the conventional techniques based on visual inspection pose more problems than

solutions. Trial-and-error switching, high maintenance cost, long term damages to HV

lines equipment,and time consuming, manual processes are considered some of the major

setbacks of inspection techniques.

Due to these predicaments, a substantial quantity of literature has been published on

the development of new approaches to identify fault locations for accelerating the opera-

tion of locating faults [45–47]. In [32], the authors stated that faults may be divided into

temporary or permanent: the former category includes line shorts to earth through tree

branches, whereas the latter includes conductor or pinholes in the insulator. Typically,

the relays and locator devices can track the location of both temporary and permanent

faults as well as the response time after occurring in the power system. However, there

is no clear assessment of mechanical damage after permanent faults. Conversely, tem-

porary faults can be cleared automatically if the location of the fault is located. Thus,

temporary faults can expedite the restoration of the line or be estimated with reasonable

accuracy [33].

Researchers are attempting to locate a dependable and efficient method to fault loca-

tion identification. The conventional methods currently in used for fault locating meth-
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ods can be divided under three headings; (i) impedance-based (IB) techniques [48], (ii)

travelling-wave (TW) techniques [49] and (iii) artificial intelligent techniques [50–52].

For these techniques, it is necessary to sense the magnetic field caused by current flows

through a cable or conductor. A device such as a fault indicator can be installed either

in a substation or on a tower over an overhead electrical transmission line. These have

several merits and demerits when it comes to composed fault location identification tech-

niques [33].

In the above section, we have provided an overview of significant traditional methods

inspection of power systems. In the next two sections, we will address the limitations of

traditional methods and focus on the new promising techniques. In particular, UAVs and

climbing robot-based approaches have been used to produce an automated system. This,

however, is a challenging task due to the structure and components of the system, which

comprises power lines, insulators, and pylons of various structures.

2.3 Electromechanical Method for Inspection HV

Robotic devices or climbing robots were initially developed for the inspection of trans-

mission lines over two decades ago. Their introduction was motivated by safety factors,

the need to access remote areas, and increased operational efficiency. Due to their direct

contact with the system, climbing robots had only been designed specifically for a fixed

configuration of cable [53], fittings [54] and pylon features [55]. The following sections

describe the evolution of climbing robots, starting with inspection along a single power

line, then adding obstacle avoidance, and dealing with different cable structures. This is

followed by a discussion on the robots that can transfer from the cable to a specific type

of pylon.

A climbing robot that uses wheels to travel along and inspect a single power line

is elucidated in [56]. Weighing 17.8 kg, this robot uses eddy current sensors to detect

corrosion in live ACSR cables and was developed by Light SESA, a power distributor
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in Brazil. This device cannot cross over towers or overcome most obstacles, and has a

maximum line voltage of 350 kV.

The robotic device in [57] tackled power line inspection and cleaning and added the

capability of avoiding obstacles. Weighing just 13.7 kg, the prototype uses V-grooved

wheels to grip the cable and successfully move down a line, passing obstacles such as

splices. It has only been tested in laboratory conditions, however, and embeds only basic

functions: for example, a single camera is used for inspection and an ultrasonic sensor is

used for open loop motion control. Additionally, it takes around 60 mins for the battery

to charge fully.

Another device, designed by Shanghai University and described in [58, 59], adds ob-

stacle avoidance and uses a more sophisticated structure to enhance its speed. This robot

weighs 38 kg and takes eight seconds to move over spacers and counterweights. The

structure has two arms with three degrees of freedom, enabling the robot to avoid obsta-

cles by adjusting the arm length. However, this sophisticated structure only works with

110 kV transmission lines, and moves very slowly with a battery life of 6.0 hours. In

addition, this study only considered a single power line.

In [60], the climbing robot’s ability is expanded to transfer from the cable to a suspen-

sion tower through combined design with a three-frame structure wherein the device then

moves manually from one side of a tower to the other, as illustrated in Figure 2.4.

The device is controlled by a semi-mobile ground station and was developed by

Hydro-Québec TransÉnergie in Canada. Named “LineScout Technology” (LT), this me-

chanical device attaches to HV cables and weighs 100 kg. The prototype has been tested

in field conditions, where it has been shown to effectively overcome a variety of imped-

iments. However, LT is only semi-autonomous, and was originally designed to inspect

a single type of transmission line (735 kV). It is also complex/expensive and equipped

with a generic electrical resistance sensor to assess conductor status, as illustrated in Fig-

ure 2.5.
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FIGURE 2.4: The three frames are structured as the following: first frame is supporting the wheels,
the second frame is supporting a pair of grippers, and thrid frame is supporting the (a) the battery,

(b) electronics cabinet, (c) and communications system [60].

FIGURE 2.5: The LT robot is equipped with a sensor with two electrodes. The first touches the
cable when one motor is moving θm, while the second one is spins around the axis θp to measure

the resistance of the electric cable [60].

A similar approach was employed in the design of the “Expliner” system, developed
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by the HiBot Corporation in Japan [61, 62]. In this case, however, the robotic device is

capable of performing more detailed inspection of bundled conductors. The prototype has

a carbon-fibre structure with a T-shaped base and two degrees of freedom, enabling it to

travel down live transmission lines while overcoming obstacles in its path. At least seven

people are needed to load the Expliner and attach it to a cable, a process that takes about

two and a half hours. This operation must be repeated at each tower. Nevertheless, it is

possible to pre-equip the tower with the clamps, bases, and pulleys necessary to lift the

equipment, thereby lowering the preparation time as well as the cost, time and complexity.

However, this robot is designed only for the specific type of bundled transmission lines

used in Japan.

Mechanical inspection robots have, therefore, been successfully implemented on trans-

mission lines and comprise a reasonably reliable method to assess cables’ physical condi-

tion. However, they suffer from significant disadvantages– the most sophisticated devices

are specialized for only one type of HV and are very large, complex, and expensive. In

addition, they use a balancing mechanism to ensure dynamical stability, which increases

their overall weight and renders them very slow. These issues are readily expounded in

Figure 2.6 [62].

Other important constraints also exist: each robot must be manually attached and can

only be used on one section of a transmission line (i.e., between each set of towers). The

towers on which the robot is to be installed may only be accessible over very bumpy roads.

In addition, live-line installation methods may require boom trucks, helicopters, and re-

mote manipulation with insulated sticks. Finally, mechanical shocks during transportation

or field installation may damage the electronic boards and key mechanical components.

The inability to transition between lines and pylons is another fundamental limitation.

Furthermore, not much work has been undertaken to develop additional technologies to

develop bundled conductors, thus bypassing strain pylons and pylon/line docking.
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(a) Additional sag of the walking ground wire. (b) CIR climbing robot is walking through ground
wire.

FIGURE 2.6: The cables are subject to additional sag with function, δ (x) due to the additional
weight of climbing robot. To express the sag, various factors are taken into consideration: The
suspension points (i.e., P1 and P2) on the tower, the cross-sectional area of cables, L signifies the
horizontal spacing, horizontal stress of power line, and impact effect. This impact effect represents

the vibrations from robot and wind (left) and robot on the double 315-kV circuits (right) [62].

2.4 UAVs Method for Inspection HV

The emergence of UAV technology has the potential to address the aforementioned limita-

tions, due to their inherent advantages of cost, manoeuvrability, speed, and ease of set-up.

They also do not require contact and can attain the required heights/positions needed to

perform major inspection tasks. UAVs can also operate in weather conditions and in

places that are either dangerous or unreachable for humans [63–66]. This subsection re-

views the approaches employed in this area, which are classified into those focusing solely

on power lines, those focusing solely on pylons/insulators, and those combining these two

areas. The first group is initially reviewed.

The study in [67] used a UAV with thermal imaging to inspect joints in power lines by

analysing their temperature, thereby avoiding expensive service interruptions. The study

showed that it is possible to detect relevant temperature anomalies in the electric lines

and devices. Even from short distances, however, it was impossible to achieve accurate

temperature measurements of the electrical faults. Similarly, the helicopter system in

[68] used thermal imaging to inspect joints in power lines, but focused on long-distance

qualitative inspection. The results showed that the joints have a higher temperature than
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other parts of the towers and can be detected as hot spots in thermal images. However,

the accuracy achieved in both the studies was poor due to the large measurement spot size

compared to the small target size, as well as the long measurement range, object reflection,

and weather conditions. Furthermore, neither study provided an in-depth analysis of their

results. Although this inspection method allowed access to hard-to-reach locations and

increased inspection speed, it suffered from many shortcomings. As the helicopter was

manually controlled, it was costly and necessary close control of speed and other physical

parameters to enable the collection of higher quality data.

A smaller quadrotor was developed in [69] to again detect power lines, now using re-

mote sensing spectral-spatial methods. The UAV was manually launched from the ground

and automatically flew over a three-phase 220 V distribution line. The UAV weighed 1.5

kg and was fitted with a GoPro HD Hero2 camera used for inspection. Its lithium polymer

(LiPo) battery imparted a maximum flight time of around 20 min. The simple PID (Pro-

portional Integral Derivative) control system performed poorly amid the presence of radio

noise emitted by the power lines. Coupled with crude image processing, it implied that

the quality of the inspection was poor despite the fact that the experiment only considered

a simple power line structure.

The UAV in [70], meanwhile, focused on the inspection of medium-voltage power

lines. This type of line has increased height and distance compared to a distribution (low

voltage) power line and requires a strain tower as opposed to a suspension tower. This

provides a greater challenge, due to the additional supports of the strain tower. Accord-

ingly, a bigger UAV platform was selected in the form of a V-TOL Aerospace BAT-3.

Camera-based image processing was used to capture data. First, a filter based on the

Pulse Coupled Neural Network (PCNN) was applied to remove the background. Then,

straight lines were detected using the Hough transform. Finally, spurious linear objects

were eliminated using the K-means clustering approach. These approaches focus on the

tracking process for power lines only. However, they suffer from many drawbacks, such

as low speeds and inaccuracy. Although the images were satisfactory, the overall system
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was found to lack accuracy and speed due to the trade-off involved in selecting a more

sophisticated vision system at the expense of a simple control structure.

The UAV in [71] again focused on tracking high-voltage overhead transmission lines,

but used a large size fixed-wing UAV system to demonstrate feasibility in different appli-

cation scenarios. The system was equipped with a 6RQ/I-6000 camera and Gopro Hero 3

camera to capture both visible light images and video. In addition, the UAV had a max-

imum load capacity of 30 kg. Due to its large platform, the distance from the landing

point to the destination power line occupies 15% of the entire flight. It also suffers from

many limitations, such as low speeds and inaccuracy. This kind of inspection requires

the helicopter to go slow and stop at every tower without detecting it, thus resulting in

a considerable increase in the inspection time (and cost). This was due to use of a large

UAV without an accurate control system.

Similar to the above, UAV in [72] is used again for tracking the 500 kV high-voltage

overhead transmission line system; however, it used a small commercial platform. The au-

thors proposed a novel parameter reconstruction method for overhead transmission lines

to keep the UAV’s track and safety. Besides, theoretical simulation indicated that this

approach has the ability to perform real-time transmission line monitoring and UAV tra-

jectory control. In this study, the problem of the magnetic field fluctuation accompanying

the transmission lines is omitted, especially when power outages occur as illustrated in

Figure 2.6.

In this case, the method will face a new dilemma. Moreover, the study suffers from the

following limitations; (i) no accurate control methods are used for UAV in the presence

of magnetic field interference (when a shunt fault occurs) to prevent trajectory deviation,

and (ii) the experiment is conducted in a laboratory environment.

The next group of papers considers the inspection of insulators. An unmanned heli-

copter was used in [73] to detect faults on many insulators appearing on the travel path

in a medium power transmission line system at 11 kV. In addition, using theoretical tech-
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FIGURE 2.7: The influence of irregular magnetic field distribution on the horizontal xy-plane,
where Ḣ denotes the vector of the magnetic field generated by the three-phase transmission lines

starting from the heights 20, 18, and 16 m. [72].

niques, many attempts were made to determine the camera and lens combination that

would provide the best quality images of faults. Ultimately, a Canon 5D Mark II SLR

camera with a 105 mm focal length was selected for optimal performance. The results,

however, showed that a large camera is always needed to obtain high accuracy. For ex-

ample, a 200 mm focal length is needed to distinguish the metal pins on the insulator,

resulting in a camera weight of 1210 g which is both massive and expensive.

The UAV in [74], meanwhile, focused on inspecting insulators in high tension power

lines while applying Faster R-CNN (Region-based Convolutional Neural Networks) as a

means of reducing the costs involved in inspecting and maintaining dead-end body com-

ponents (DEBC) (a full tension device that is used to attach the conductor structure to the

insulator string). In the UAV’s test flight, images of the live high-voltage power lines were

collected by flying the UAV approximately 15–20 m from the imaged DEBCs. Further-

more, a sensor comparable to the Sony NEX 7 was used for data collection. These data

were processed through simple image techniques, which served to augment 146 input

images to create 2437 training samples. The system was tested on 111 aerial inspec-
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tion photos, achieving 83.7% accuracy and 91% precision. The detection accuracy and

precision were increased to 97.8% and 99.1% by adding 270 additional training images

and including a new insulator class. Both [73] and [74] were only interested in the in-

spection of insulators instead of the other system components, such as cables and power

pylons. They focused on improving the accuracy of camera solutions to allow objects at

a distance. This need arose because the UAVs reviewed so far only used basic, generic

controllers, thus implying the necessity of a sophisticated camera .

The following papers expand the UAV scope to attempt the transition between HV

power lines to the lines, with the UAV launched manually from the ground tower. In [75],

the UAV operated between 6 and 10 m of a live line, before transitioning over the HV

power lines with a rating of 315 to 735 kV to skip the tower and detect the cable only as

shown in Figure 2.8. Due to the challenges of this planned travel path, the base frame of

the UAV was modified to weigh just 14 kg.

FIGURE 2.8: Images of a power line taken at the closest point distance during the landing mission.
As the UAV descends, the power lines’ thickness reaches first 1 pixels in width (left) and 50 pixels

in width at the end (right) [75].

The UAV was loaded with LiDAR and had a camera with a resolution of 1280 ×

1024 pixels. Both measured the correct distance to the power line. At a distance of 10

m from the power line, however, the line appeared as a 1 pixel wide ridge in the image.
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Additionally, the accuracy of these results were poor in terms of the appearance of the 35

mm power line thickness versus the viewing distance function as illustrated in Figure 2.9.

ACSR cables appeared as a small line with insufficient detail to distinguish faults due to

the reliance on conventional control approaches. Finally, the system was complex and

very slow during this transition, thus requiring a significant amount of hardware.

FIGURE 2.9: Camera resolution effect with 1280 x 1024 pixels on distance estimation. At a
distance of about 8.8 m, the theoretical thickness of the 35 mm power line is 1 pixel. [75].

The UAV described in [76] focused on transition from tower to tower, and then from

tower to HV power lines. It attempted to resolve the problem of continuous and robust

navigation along one side of overhead transmission lines. This paper employed a refit-

ted DJI Matrice 100 quadrotor platform equipped with a pan and tilt camera along with

two advanced embedded processors, namely NVIDIA TK1 and NVIDIA TX2. The paper

suggests integrating tracking and deep learning-based detection for real-time and reliable

transmission tower localization. The UAV attempts to transition using two cameras: one

to follow tower to tower and the second to follow from tower to lines. In most conditions,

however, the tracking suffered from a serious drift which impacted the detection. Since

this was caused by a lack of prior knowledge of the object, the paper attempted to resolve

this by combining the tracking with deep learning-based detection which could be trained

in advance over many samples. This learnt knowledge could be used to re-initialize track-

ing when drift occurred. For this study, the problem was limited to one type of learning

algorithm, thus compromising the detection’s accuracy. Another fundamental limitation
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lies in the fact that the UAV was unable to charge and land automatically during this

transition.

Finally, in [77], a large unmanned helicopter was used to perform a full and au-

tonomous inspection of overhead transmission lines, pylons, and insulators. This large

helicopter was equipped with a multiple sensor platform (LiDAR, thermal camera, ultra-

violet camera, short-focus camera, and long-focus camera) to acquire information about

power line components and surrounding objects. The experiments were carried out on a

4.2 km long transmission line, with 13 towers and 78 insulators, at Qingyuan in Guang-

dong Province, China. This paper adopted a double-closed loop control method to achieve

automatic target tracking. The outer loop employed a distance control method, which en-

abled the camera to start aiming and tracking when the helicopter was close enough to

the task point. The inner loop employed an attitude control method, which used the cam-

era’s projection centre’s real-time coordinates to adjust the camera’s posture by gradually

adjusting the stabilized platform. This method had to be completed within a time limit,

however; in case it gets exceeded, the task would be abandoned and the UAV would move

to the next task. Moreover, using multiple sensors proved to be a good solution for full

inspection for both insulators and cables, but the additional components increased not

only the weight and cost but also the complexity of the UAV system. It is notable that

the study neglected the role of control systems, thus implying that data collection was

regularly abandoned due to the time limit built into the algorithm.

2.5 Quadrotors in Industry and Research

UAVs can be traced back 100 years to military devices developed in the First World War.

Following this, interest was initially focused on military application across all theatres of

inter and post Second World War conflict [78]. The purpose of UAVs can be basically

classified as follows: reconnaissance, combat, logistics and target and deploy. In addi-

tion to military use, UAVs have been employed in a range of civilian activities, including
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aerial photography, terrain mapping, and sampling inspection for agricultural purposes.

Civilian UAVs have fewer critical demands placed upon them, and hence can be man-

ufactured from light, cheap, and less rigorously-tested materials with electric systems.

Consequently, they can be smaller, lighter, and cheaper. Recent advances in energy sup-

plies, sensor, actuators, computing power, and wireless communication have produced a

wide array of devices for the civilian market.

FIGURE 2.10: NASA’s Mars Ingenuity UAV have reached the red planet [79].

FIGURE 2.11: The flight zone map with a predefined trajectory was captured by a high-resolution
orbital camera for NASA’s Ingenuity Mars, where the map shows: a) the rover landing site loca-

tions, b) the trajectory tracking , c) the flight area [79].

More recently, NASA has tapped into this potential, allowing UAV to unleash their

creativity. In this endeavor, NASA used a small unmanned aircraft weighing 1.8 kg as

the first controlled flight to obtain a successful tracking with a predefined trajectory on
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another planet as shown in Figure 2.10 and 2.11.

Recent miniature UAV designs means that less powerful propulsion can be employed;

electrical motors and batteries become feasible in particular. The most popular design of

this type is the quadrotor, which employs four motorised propeller units.

The quadrotor is viewed as a practical alternative to the high cost and complexity of

standard rotorcraft. Employing four rotors to generate differential thrust, the quadrotor

hovers and moves without the complex system of linkages and blade elements existing on

the standard single rotor vehicles. The quadrotor may be classified as an under actuated

system, because only four actuators (rotors) are used to control all six Degrees of Freedom

(DOF). These four rotors directly affect z-axis translation (altitude) and rotation about

each of the three principal axes [80]. The other two DOFs comprise translation along the

x-axis and y-axis. These two remaining DOF are coupled, which means that they depend

directly on the overall orientation of the vehicle (the other four DOF). Furthermore, other

advantages related to the quadrotor design include swift manoeuvrability and increased

payload. On the other hand, drawbacks may include an overall larger quadrotor size and

a higher energy consumption, thus giving rise to lower flight times [81].

The quadrotor is an inherently difficult platform to control. It is only recently that ad-

vances in technology and inertial measurement units (IMUs) have made this task possible,

which is why the quadrotor has seen little industrial application to until recently. When

compared with other UAVs (and especially its nearest relative, the helicopter) quadrotors

have many distinct advantages, such as better manoeuvrability, good hovering ability, a

simpler mechanical structure, and a larger payload to volume ratio [82], [83]. Thus it is

considered by many to be an ideal platform for autonomous aerial activity.

The popularity of small, affordable UAV designs, such as the quadrotor, has been

reflected by research undertaken at institutions such as Massachusetts Institute of Tech-

nology, Stanford University, University of Pennsylvania and University of Oldenburg,

Swiss Federal Institute of Technology in Zurich (ETHZ) [84]. This research covers all

aspects of their design and function. Table 2.3 compares their merits and illustrates the
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correlation between performance and cost. There are numerous commercially produced

quadrotors available and Table 2.3 provides a succinct description of the most popular

varieties that are currently available.

Of particular research interest is swarm-based task management, in which several

quadrotor vehicles co-operate together to achieve a task, such as lifting heavy payloads or

manipulating objects. Another area is formation control, in which quadrotor must achieve

a coordinated spatial trending objective. To achieve this, various communication and con-

trol strategies have been put forth, using both central controllers, and purely local ‘agent-

based’ controllers with no central control. Swarm properties have also been studied using

large numbers of miniature quadrotors whose autonomy are typically governed only lo-

cally [85]. Recently, the Automatic Coordination Teams (ACT) in University of Southern

California Lab attempted to validate the system architecture for a large swarm using a

very small quadrotor with a 49 formation flight which operates indoors and communi-

cated over three radios. These vehicles use a motion-capture system for localization [86].

Other research derived the Reynold’s basic rules (basically designed for control of 2D

holonomic particles) from behaviours observed in schools of fish which can be used by

swarm properties to avoid obstacles without mutual collisions [87].

Table 2.4, compares the most popular quadrotors in terms of leading characteris-

tics: power, control, payload, manoeuvrability, stationary flight, speed, vulnerability, en-

durance, miniaturization, and indoor usage. It assesses them on a scale of 1 to 3, denoting

poor, moderate, and good performance, respectively.

2.6 Applications of Quadrotors

Operating autonomously in complex environments without external inputs from humans

requires the UAV to integrate perception, learning, real-time control, reasoning, decision-

making, and planning capabilities [88], at least to some extent. In the past decade, sig-
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TABLE 2.3: Table showing the most popular current quadrotor models

 

Product 
 

 

Specification 
 

Wingspan 
 

Cost 
 

Picture 

 
Assassin 180 FPV 

Eachine 
CHINA 

 

 
Flight time: 
7 minutes 

Max Payload: 288g 
Using for racing 

 
180 mm 

 
£140 

 

 
IRIS+ 

3D Robotics 
USA  

 

 
Max Payload: 400g 

Only basic flight 
controller 

 

 
500 mm 

 
£400 

 

 
Ascending 

Technologies 
Hummingbird 

GERMANY  

 
Max Payload: 200g 
Have LV and HL to 
programmable the 

control using c code 

 
500 mm 

 
£3,515 

 

 
Phantom 3 
Standard 

DJI 
CHINA 

 

 
Operates via a 

smart   phone/tablet 
Weight 1216 g 
- 300g Payload 

 

 
590 mm 

 
£509 

 

 
Ascending 

Technologies 
Firefly 

GERMANY  
 

 
Max Payload: 

600 g 

 
665 mm 

 
£5,695 

 

 

Guardian 
Draganfly 
CANADA  

 
Max Payload: 1,320g 

 
725 mm 

 
£6603 

 

 

 

Indago 
Lockheed Martin 

USA  

 

Long run time (4 - 8 
hours) A ready to fly 

weight of 2,268 g. 
with payload 

included (2,268 g) 

 
 

812 mm 

 
 

£20562 
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TABLE 2.4: Comparison of the quadrotor properties (1 = Poor, 3 = Good)

Categories Assassin 180 FPV IRIS+ Phantom 3 Hummingbird Firefly Guardian Indago DJI

Power 1 1 2 3 3 3 3 3

Control 1 1 1 2 2 3 3 2

Payload/volume 1 1 3 2 2 2 3 1

Manoeuvrability 1 1 1 2 2 3 3 2

Stationary flight 1 1 1 2 2 2 3 1

Speed 1 1 2 3 3 3 3 3

Vulnerability 1 2 2 2 2 1 1 2

Endurance 1 1 2 2 3 3 3 2

Miniaturization 1 1 2 3 3 2 1 3

Indoor usage 3 3 2 2 1 1 1 3

Total 12 13 18 23 23 23 24 23

nificant improvements have been made to this aspect of the autonomy of UAVs. As

discussed, a primary area of quadrotor use is the acquisition of information over a de-

fined area [89] to reduce outage. Examples in this area will now be examined, due to

their relevance to the potential use of quadrotors for HV overhead power line inspection.

Here, examples include environmental monitoring by scanning wooded areas for fire pre-

vention [90], inspection of industrial plants [91], agriculture, surveillance, and weather

observation [92–95].

We present this area of data acquisition as a crucial task for a full pose to enable

the quadrotor control for OPL inspection using different types of sensor technologies

by grouping them into two heading; (i) Non-Vision Based, (ii) Vision-Based. We also

dedicate a review of available studies to inspect power infrastructure based on vision

sensing, as it is a less explored field. Furthermore, we highlight the level of autonomy in

the UAVs used by the works as shown in Table 2.5.

2.6.1 Non-Vision Based Sensing Approaches

Typically, the main path planning task for an autonomous flying UAVs is to reach a desired

location in an uncensored manner, for example, without human interference. Currently,

there are several effective systems for indoor and outdoor navigation of UAVs. The study
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in [96] involved a quadrotor platform and focused on outdoor operation by adopting a

non-vision approach. The application of this system was performed outdoors and had the

benefit of utilizing a global positioning system (GPS) and IMU measurements. The UAV

platform in [97], achieved the same performance using different IMU.

Similar to [97], the authors in [98] examined the same approach to enable UAVs to

perform remote sensing of agriculture application. The considered problem was solved

by GPS to give the UAVs information pertaining to their location and height. However,

the major drawback in using GPS is that signals may be lost in indoor environments

and most urban areas. Moreover, it is not always possible to acquire adequate signal

strength [99]. A UAV with GPS cannot sense its environment immediately , but only

receives the height and position relative to known general parameters. Consequently, in

practice, these strategies are not effective for the inspection of power infrastructure. A

UAV with GPS cannot immediately sense its environment, but only receives the height

and position relative to known general parameters. This implies that problems frequently

arise when the environment changes rapidly and unpredictably.

In a similar context, the study in [100] also focused on an autonomous flight of quadro-

tor by employing another non vision sensor (a laser range finder). In [101], the authors

attempted to provide solutions to aid a quadrotor UAV in landing on an unknown sur-

face based on laser range finder sensor. The laser system was found to plausibly measure

the inclination of a surface that varies with time to suitably design a landing trajectory.

Thus, the system can track the surface angle during the transition to zero incline. Both

of these works aim to provide range measurements for obstacle detection during take-off

and landing.

Again, in [102] and [103], the authors expanded the controller manoeuvres such as

taking off and landing by integrated non-vision sensors. However, this time, they added

a filter for estimating in real-time the roll, pitch, and yaw angles based on data from a

gyroscope. Due to inadequate performance, the authors in [104] proposed the use of PD2

feedback controller based on quaternions for greater stability during take off and landing.
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Furthermore, the authors in [105] suggested that the use of an intuitive strategy based

controller could improve stability in take off and landing. Accordingly, the extra both of

signal processing and gyroscopes can mitigate some of the limitations of IMUs.

Other studies also confirm that height sensors are paramount to altitude stabilization.

In [106], four SRF10 ultrasound range finders were used to achieve altitude control and

obstacle avoidance. It was found that the sensor pointing straight down achieved satisfac-

tory control. In [107], the authors aims to achieve altitude stabilization for a quadrotor, by

using; (i) 3D telemetry (to communicate with the ground station), (ii) an ultrasonic sensor

(to measure the height). Thus, this leads to the modification of the on-board quadro-

tor platform to constitute more of weight and cost, namely an Arduino board, micro-

controller, and ultrasonic sensor.

2.6.2 Vision Based Approaches

Vision-based automatic methods are attractive because they do not require special equip-

ment, only needing a camera and a vision processing unit. Currently, a lot of research

goes into vision-based systems for UAVs. Based on vision sensor configuration, the vi-

sion techniques may be classified into; (i) monocular (using one camera), (ii) stereo (using

two cameras). The advantage of stereo vision is that it can be used to measure a distance

whereas monocular vision cannot. Thus, when image is captured in three dimensional

(3D) space, any information of distance in the image projection is lost because 3D space

is projected onto an image plane, which is in two dimensional (2D) space. However, the

utilization of two cameras makes it possible to create solutions using a depth map which

retains this information. In the following, we review the monocular vision and stereo

vision strategies.

Although the monocular vision is not as diverse as stereo vision, research efforts in

landing applications often focus on monocular vision. Thus, the authors in [108] and

[109], adopted the monocular vision to estimate and stabilize the quadrotor’s orientation.

Similar to [108] and [109], the authors in [110] also focus on monocular vision, taking
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off and landing applications for a quadrotor platform. The difference is that the landing

involved uses a SRF10 ultrasound range finder. In addition, computation time is the main

concern with monocular vision, even though this form of vision requires only half the

amount of processing in comparison to stereo vision.

The authors in [109] and [111] attempted to provide solutions in order to handle com-

putation time with monocular vision. Under the first approach [109], the authors sug-

gested the establishment of a wireless link to communicate with a base station where

image processing is performed. Then, based on the obtained results, the amount of data

transmitted is minimized by running certain processing applications on-board the quadro-

tor to limit the size of the image transmitted. However, wireless interference causes a sig-

nificant impact between the quadrotor vehicle and surrounding areas. Under the second

approach [111], the authors used a separate on-board microcontroller to send parameters

to the main control board of the microcontroller via a wired serial link. The proposed

approaches are shown to guarantee a feasible solution. Moreover, the second approach

offers a greater advantage of preventing the quadrotor from remaining within the range of

the base station.

In Table 2.5, we have systematically grouped some of the most recent applications of

vision based on UAV technologies for power system inspection.

Unlike the above studies, references [121] and [122] considered stabilizing a quadro-

tor by using stereo vision. In [121], the study aims to obtain stability of roll, pitch, and

yaw for accelerometers, gyros, and a compass. In fact, the system used the stereo vi-

sion system to provide the quadrotor with additional information about its horizontal and

vertical movement in relation to the target seen. However, the main drawback was the

computationally intensive algorithms which need to be done on a computer with the con-

trol parameters before being sent to the microcontroller on the UAV.

Reference [123] proposed a technique combining optical flow measurements with

stereo vision information (stereoflow) to obtain a 3D map of the obstacles within the

scene. However, the combination of stereo and optical flow is more significant to navi-
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TABLE 2.5: Application of UAV in vision-based for power infrastructure

Vehicle type Infrastructure Sensors/tech. Weight Output Limitations and level of autonomy Ref.

Helicopter Power line Stereo rig – Image

LQG controller for Roll and Pitch,

while a PID for Yaw, Task level autonomy

(For one or more task in Infrastructure)

[112]

Ducted-fan Power line Camera 25 kg Image

Consists of two cranked link to power line,

Only work with same physical

Configuration of power line,

Conditional autonomy

(Assistance and Supervised)

[113]

Simulation,

no platform
Power tower – – Image

No experiment have been done here,

Conditional autonomy

(Assistance and Supervised)

[114]

– Power tower – – Image + tower
Manual control, No autonomy

(Human function)
[115]

SmartCopter

UAH
Power line

Stereo vision,

laser scanner
12.3 kg Image + track

GPS based,

The structure limits its flexibility

and makes it challenging to stabilize,

Conditional autonomy

(Assistance and Supervised)

[116]

CAS

Quadrotor

One side

of power lines
Monocular-based 2.7 kg Image

Data garnered is sketchy,

Small flight time,

Conditional autonomy

(Assistance and Supervised)

[117]

ZN-2

UAH
Power line

visible-light camera,

infrared camera,
7 kg Image + thermal

Gas engine based UAH,

Quick inspection,

Conditional autonomy

(Assistance and Supervised)

[118]

– Insulators Monocular-based – Image
Manual control, No autonomy

(Human function)
[119]

– Power line Camera – Image + track

Aims to identify the

necessary parameters

and system components for only

monitoring power lines,

Task level autonomy

(one or more task in Infrastructure)

[120]

gate in urban canyons when compared with the technique based on a single vision sensor.

Another related work in [122] presented a technique for path planning with stereo-based

vision may allow UAVs to navigate safely in external environments while performing

tasks such as HV line inspection. However, the system failure rate was too high because

the stereo-based techniques specifically designed for this application are unlikely to detect

thin impediments such as transmission lines.

In general, vision-based approaches are potentially useful for inspecting and data ac-
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quisition in all related works. As previously reviewed, the performance of UAVs for

inspection can be demoted due to: 1) vision-based approaches, 2) not respecting payload

constraints, and 3) using inaccurate generic control system, which impacts the level of

autonomy.

2.7 Conclusions

This review has summarised the many attempts to use UAVs to automate inspection for

conductors, pylons, and power components. None of these methods, however, have been

able to demonstrate accurate inspection of the complete system in an autonomous manner.

This is ascribed to the following factors:-

Firstly, most of the attempts comprised task-specific approaches for the inspection of

power lines, insulators and transition, respectively. For power line inspection, the results

showed that the UAV either needs to fly relatively close to the lines in order to take detailed

images of the conductor’s physical condition or farther away. However, additional sensors

and larger cameras are also needed, which involve larger, heavier, more complex, and

thus, more expensive UAVs.

Secondly, many attempts have been made to identify broken insulators but autonomous

inspection has not been made possible. While they are capable of inspecting basic power

components and results have shown that high quality is indeed possible using non-contact

sensing, the process requires expensive equipment and efficient control of the camera.

Finally, the transition task has elicited less attention. In addition, it has proved chal-

lenging to move from power line to pylon and from line to line. Implementations have

been very slow and complex, needing a lot of hardware. This is mainly attributed to an

absence of sophisticated and intelligent control. In addition, the UAVs’ ability to land and

charge during this traveling path has been largely neglected.

This review has demonstrated the potential to use UAV-acquired data for pose to en-

able the quadrotor control for OPL inspection. Current limitations, however, can only be
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addressed by (i) more accurate motion control, (ii) faster flight times, (iii) the ability to

perform automatic transition tasks, (iv) the acquisition of data from more than one type

of sensor, and (v) the ability to charge and land automatically.



Chapter 3

Modelling and Control of Quadrotors

3.1 Introduction

The previous chapter has motivated the need to develop quadrotor technology to facilitate

HV inspection. It has also demonstrated potential hardware and sensing approaches that

may be exploited to realise this. The limitations of the new application related to the

constraints of power lines are more challenging and unique conditions and different from

a conventional applications such as manufacturing where the ILC has been used. This

area is non-trivial since quadrotors are under-actuated and unstable with significant non-

linearity and strong dynamic coupling. Moreover, the UAV aims to fly autonomously

near fault points by the optimum trajectory which constitute all possible tracking motions

during the OPL inspection. To obtain that, control approaches to solve the trajectory

tracking problem is considered in controlled trajectories of the orientation angles and

position, velocity error, and obstacles. Because of these difficulties, this chapter provides

an established design of a modelling quadrotor and review of current control approaches

in order to highlight limitations and areas of potential exploitation which will utilized later

for a final solution to perform transition and horizontal trajectory.

42
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3.2 Modelling Approaches

A model of a quadrotor encompasses the kinematics and dynamics of its frame, the prop-

erties of its actuators, its surroundings and associated aerodynamic effects. These com-

ponents are now discussed.

3.2.1 Airframe Body Kinematics and Dynamics

Kinematics it is a branch of mechanics focusing on representing the position and motion

of a system of bodies. Quadrotors are almost uniformly assumed to require 6 DOF in

order to characterise the position of the quadrotor reference frame with respect to a fixed

reference frame. Dynamics is the study of the effect of forces and torques on the motion

of a system of bodies. The model complexity depends highly on underlying assumptions

of the geometry and mass distribution. In terms of quadrotors, most studies in the field

of UAVs employ models based on first order approximations which have been success-

fully utilized in various quadrotor control designs. The most common assumptions are as

follows [124–128]:

• The structure is rigid.

• The structure is symmetrical.

• The CoG (center of gravity) and the body fixed frame origin to coincide.

These significantly simplify the subsequent dynamic equation. The first two assump-

tions are satisfied in the vast majority of the quadrotor designs. The third assumption can

always be satisfied by translating the body fixed frame. The inherent symmetry of quadro-

tors also simplifies structural properties, for example the inertia matrix I which appears

in the dynamic model can often be taken to be diagonal [128]. The quadrotor Body and

Earth frames are shown in Figure 3.1 which appear in all kinematic representations.

The Earth frame is a Newtonian system. The origin of the Body frame is defined at the

centre of mass of the quadrotor, with axes fixed with respect to the quadrotor arms. Euler

angles are the most popular approach to define the kinematic transforms between frames,
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due to the similarity between linear coordinates and angular coordinates. However any

sequence of three rotations can equally be employed.

FIGURE 3.1: The configuration of quadrotor UAV with respect to its frames.

A problem appears in the process of uniquely representing orientation using Euler

angles. This is due to the lack of uniqueness in the transformation between joint angles

and the resulting orientation, and is termed gimbal lock. In this problem the pitch angle

θ loses its meaning. So to overcome this, the pitch angle θ can be constrained between

(−90◦,+90◦) [129].

Every quadrotor consists of four actuators as shown in Figure 3.1, where Ωi, Ti, fi are

the speed, torque and force produced by rotors. The actuators are positioned at the same

distance to the center of mass to create a symmetric structure [130]. The general form

of dynamics relating the joint angle vector qΘ to the applied torque generated about each

axis is given as:

M(qΘ) q̈Θ +B(qΘ , q̇Θ) q̇Θ +G(qΘ) = τ +Γ(qΘ), qΘ =



φ

θ

ψ

x

y

z


(3.1)
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τ =



τθ

τφ

τψ

fx

fy

fz


=



l( f2− f4)

l( f1− f3)

T1 +T2 +T3 +T4

0
0

f1 + f2 + f3 + f4


(3.2)

where M (·) is the inertial matrix, B(·) is the Coreolis matrix and G(·) is the gravita-

tional vector, τ is the vector of torque for each coordinate and Γ(q) embeds the gyroscopic

effect. See equation (F.1),(F.25),(F.27),(F.28) and (F.30) in Appendix C for full derivation

of these terms.

Euler angle is the most commonly used approach to describe the orientation of a rigid

body. Therefore, they will be adopted in representation of angles. Also, the reference

system frames of the quadrotor is shown in Figure 3.1. The position of the quadrotor is

expressed in the inertial frame F i as (x,y,z)T axes with ξ . The attitude, is defined with

three Euler angles η , First frame F i is rotated around its z by ψ , to produce frame Fv2.

Then Fv2 is rotated about its y axis by θ to produce Fv1. Lastly Fv1 is rotated about its

x axis by φ to produce Fv. The frame Fv has the same orientation as body frame Fb as

shown in Figure 3.1. The translation and rotation position vectors are defined as

ξ =

 x

y

z

 , η =

 φ

θ

ψ

 (3.3)

The velocity (ς ,v,w)T and the angular velocity (p,q,r)T of the quadrotor are defined

with respect to the body frame Fb.

 ς

v

w

 ,
 p

q

r

 (3.4)

The transformation from a point pv in Fv to a point pv1 in Fv1 is given by pv1 =
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Rv1
v (ψ)pv, where

Rv1
v (ψ) =

Cψ −Sψ 0
Sψ Cψ 0
0 0 1

 (3.5)

Rv2
v1(θ) =

 Cθ 0 Sθ

0 1 0
−Sθ 0 Cθ



Rb
v2(φ) =

1 0 0
0 Cφ −Sφ

0 Sφ Cφ

 (3.6)

The transformation from the vehicle frame to the body frame is given by

Rb
v(φ ;θ ;ψ) = Rb

v2(φ)R
v2
v1(θ)R

v1
v (ψ) =

 CψCθ SψCθ −Sθ

CψSθ Sφ −SψCφ SψSθ Sφ +CψCφ Cθ Sφ

CψSθCφ +SψSφ SψSθCφ −CψSφ CθCφ

 (3.7)

The positions (x,y,z)T are inertial frame quantities, where velocities (ς ,v,w)T are

body frame quantities. Therefore the relationship between position and velocities is given

by

d
dt

x

y

z

= (Rv
b)
−1

 ς

v

w

= (Rb
v)

T

 ς

v

w

 (3.8)

in which Sx = sin(x) and Cx = cos(x). Therefore,

Rv
b =

CψCθ CψSθ Sφ −SψCφ CψSθCφ +SψSφ

SψCθ SψSθ Sφ +CψCφ SψSθCφ −CψSφ

−Sθ Cθ Sφ CθCφ

 (3.9)

The transformation between body angular velocities (p,q,r)T and rate of change of
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Euler angles (φ̇ , θ̇ , ψ̇)T is given by

 φ̇

θ̇

ψ̇

=

1 Sφ Tθ Cφ Tθ

0 Cφ -Sφ

0 Sφ /Cθ Cφ /Cθ


 p

q

r

 , (3.10)

3.2.2 Propellers and Motor Characteristics

To relate rotor command input to the torque and force terms appearing in dynamics (3.1),

a representation of the actuator characteristics is needed. Quadrotors movements such

as, hovering, take off, landing and trajectory tracking are conducted by controlling the

actuator demand signal since the actual rotors are fixed and cannot be tilted [131]. There

are two types of propellers that are used mostly in UAVs. The first type is called the “fixed-

pitch” propellers and the second type is the variable-pitch propellers. For fixed-pitch

propellers, in Figure 3.2 only change in the angular velocity will produce an adjustment

of the thrust force, and in this case the angle of attack of propellers is constant. On

the contrary, the angle of attack of propellers is changed in the case of “variable-pitch”

propeller [132]. Fixed-pitch propellers are characterized by mechanical and aerodynamic

simplicity as well as low production and maintenance costs compared to the variable-

pitch ones. However, the advantage of the variable type is the ability to handle aggressive

manoeuvres based on the complex underlying mechanics it utilises [133].

The thrust fi and torque Ti produced by the ith motor propeller system can be defined

as a function of rotor speed in general terms as follows:

fi =CT ρArr2
Ω

2
i

Ti =CDρArr2
Ω

2
i

(3.11)

Here the CT is thrust coefficient for rotor, and CD is drag coefficient ρ , is the density of

air, Ar is the cross sectional area of the propeller rotation, r is the radius of the rotor, Ωi is

the angular velocity of the ith rotor. Propeller dynamics are usually neglected or lumped in
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with the motor dynamics. A full characterization involves considering the aerodynamics

of the surrounding environment is conducted in [134].

According to [134], each rotor may be thought of as a rigid disc rotating around the

axis z in the body frame, with angular velocity ωi. The rotor’s axis of rotation is itself

moving with the angular velocity of the frame. This leads to the following gyroscopic

torques applied to the airframe:

Γ(q) = Jp

 p

q

r

×
0

0
1

Ωr (3.12)

Here Γ(q) is the gyroscopic propeller matrix appearing in (3.1), and Jp is the total

rotational moment of inertia around the propeller axis, Ωr is the rotor rotation rate sum.

The direction of Ωr coincides with the z -axis of the body coordinate frame whereas all

its other components are zero. It is easy to see that the gyroscopic effects produced by the

propeller rotation are just related to the rotational and not the transnational equations.

FIGURE 3.2: The angle formed between the relative airflow and the blade chord line is the blade
angle of attack [132].
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3.2.3 Aerodynamic Phenomena

The dynamics of quadrotor s during aerodynamic effects have been studied to build a

robust system which takes aerodynamic dynamics is to consideration. However, many

studies have neglected aerodynamics due to the fact that their focus is only on stability

during hovering. However, in the case of flight trajectories and flight manoeuvres, these

aerodynamic phenomena can significantly impact the overall quadrotor’s dynamics [135].

Many researchers have stressed the importance of dealing with the full nonlinear dy-

namics of the quadrotor. Bouabdallah and Sigwart highlighted the importance of the

actuator dynamics and analysis of the forces and moments caused by aerodynamic ef-

fects [106]. However, they neglected the effect in the control system derivation in order

to enable simplification. Huang et al. investigated two important aerodynamic effects.

The first is blade flapping and second is thrust variation as shown in Figure 3.3. They

presented control techniques in order to compensate for these effects [136]. However,

just an altitude controller was designed based on a nonlinear design method. There is an-

other phenomenon that appears clearly which is called the “ground effect”, this happens

when a rotor operates near the ground and this effect can be observed when the quadrotor

is driven away from the ground by a thrust augmentation. This force pushes from the

ground and is related to a reduction of the induced airflow velocity [137].

FIGURE 3.3: Effect of blade flapping [106].
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3.2.4 Modelling for Control

To derive the term (3.1), there are two approaches to modelling the dynamics of quadro-

tors: Newton-Euler and Euler-Lagrange formulations [138]. Newton-Euler depends on

the spatial Cartesian coordinates to describe the system equations of motion and is ob-

tained by projecting the external forces that affect the quadrotor onto these coordinates.

The Euler-Lagrange approach is less dependent on the coordinate system and instead

makes use of conservation of energy to derive the equations of motion.

The efficiency of the Lagrangian formulation is well known but there is no fundamen-

tal difference in computational efficiency between Lagrangian and Newton-Euler formu-

lations. However, the perceived efficiency of Newton-Euler formulation is due to two fac-

tors: the recursive structure of the computation and the representation chosen [138], [139].

The Newton-Euler dynamics includes the solution to the problem of the effect of the exter-

nal force and moment acting on the terminal link [138], [139]. However, Euler-Lagrange

formalism has the advantage that the mechanics can take the same form in any system

of generalized coordinates. On the other hand, it has been noted that the Newton- Euler

method is easy to be understood if compared with the Euler-Lagrange mechanics. Never-

theless, both methods have a very consistent dynamic description and are used to produce

almost all dynamic models for quadrotors.

It is possible to describe the quadrotor dynamics by considering the formulation of

Newton-Euler is most common due to its efficiency which can be rearranged as follows

m
dν

dti
= F (3.13)

where F is the total applied to the CoG, and d
dti

is the time derivative in the inertial frame.

The translational equation of motion can be derived from Newton’s law as follows

m
(

dν

dti
+ωb/i×ν

)
= F (3.14)

where ωb/i is the angular velocity of the airframe with respect to the inertial frame. Since
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the control force is computed and applied in the body coordinate system, and since ω is

measured in body coordinates, we will express the equation (3.14) in body coordinates,

where vb = (ς ,v,w)T , and ωb
b/i = (p,q,r)T . Therefore, in the body frame, equation (3.14)

can be defined as ς̇

v̇

ẇ

=

rv−qw

pw− rς

qς − pv

+ 1
m

 fx

fy

fz

 (3.15)

The rotational equation of motion can also be derived from Newton’s law as follow

I
dω

dt
+ω× Iω = T (3.16)

where T is the total moments applied to the quadrotor. The control inputs related to each

rotor speed Ωi are defined as follows:

U =


U1

U2

U3

U4

=


b b b b

0 lb 0 −lb

lb 0 −lb 0
d d d d




Ω2
1

Ω2
2

Ω2
3

Ω2
4

 (3.17)

where b is the thrust coefficient, d is the drag coefficient and l is the arm length. The col-

oration of control input with independent control subsystems are illustrated in Figure 3.4.

The full dynamic model for 6 DOF as following:

ṗ =
1

ιxx
[U2 +qr(ιyy− ιzz)+qJPΩr] (3.18)

q̇ =
1

ιyy
[U3 + pr(ιzz− ιxx)+ pJPΩr] (3.19)

ṙ =
1
ιzz

[U4 +qp(ιxx− ιyy)] (3.20)

ẍ =
1
m
(cosφ sinθ cosψ + sinφ sinψ)U1 (3.21)

ÿ =
1
m
(cosφ sinθ sinψ− sinφ cosψ)U1 (3.22)

z̈ =
1
m
(mg− cosφ cosθ)U1 (3.23)
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Altitude Controller

Yaw Controller

Roll Controller

Pitch Controller

Position controller
Position
Set Point

Speed
Controller 

in UAV
Motor and Propeller

Combination

FIGURE 3.4: The proposed of nonlinear coupled model that decomposed into the four independent
control subsystems with the coloration of control input U1,U2,U3 and U4.

3.3 Control Approaches

3.3.1 PID Control

One of the most common methods of controlling a quadrotor is the classical method called

Proportional Integral Derivative control. To achieve slightly greater stability, the classical

PID control is presented by authors in [140] for the attitude control of a quadrotor. How-

ever, in this case the PID controller performed better in the pitch angle tracking but in

the roll angle there were observed to be large steady state errors. Another work provided

the quadrotor with more stability, and applied PID control of position and orientation in

order to stabilize a quadrotor in a low speed wind environment [141]. Another approach

was based on PID control by Hoffmann et al. which had another term added to overcome

the high acceleration effect by stabilize the rate of the Euler angle [142]. However, in

real platforms the PID was tuned due to environmental disturbance which could drive the

system towards instability.

To overcome this problem, the authors in [143] proposed an approach based on PID

two loops, the first loop for attitude angle control (PI as outer loop) and second loop
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(PID as inner loop) to decline the steady state error in order to enhance system stability.

However, the results showed that tracking performance of the controllers is still poor.

Figure 3.5 shows experimental result conducted by Bouabdallah to control the 1 DOF,

however unstable performance occurred at 10s [144].

FIGURE 3.5: PID control of pitch on an experimental system [144].

3.3.2 Optimal Control

Linear Quadratic Regulation (LQR) or Linear Quadratic Optimal tracking control have

the good of finding a control input which minimizes a performance index (cost function).

When employed to control quadrotors, equation of motion (3.1) is as

x(t) =

[
q(t)

q̇(t)

]
, ẋ(t) =

[
q̇(t)

q̈(t)

]
=

[
q̇(t)

f (q(t), q̇(t),u(t))

]
(3.24)

where

f (q(t), q̇(t),u(t)) = M(q)−1[−B(q , q̇)q̇−G(q)+Γ(q)+ τ(u)] (3.25)

Linearizing around the operating point, typically (q = 0, q̇ = 0), gives the general state

space form

ẋ(t) = A(t)x(t)+B(t)u(t) (3.26)

The performance index is then given by
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J =
1
2

∫ t0

t f

[
xT (t)Qx(t)+uT (t)Ru(t)

]
dt (3.27)

with the minimising solution

u(t) =−Kx(t)

where R and Q are real positive weighting matrices.

In 2004 Bouabdallah et al. applied the LQR approach to a quadrotor and compared

its performance with PID control. However, the result did not show significant change in

performance after applying the LQR algorithm. The only difference is the PID control

simplified the quadrotor dynamics and the LQR chould be applied on the complete model

[144]. Another study in [145] used LQR control and tried to achieve improvement in

the performance of a simple path task, but this control found problems due to obstacles

such as wind and other disturbances. However, the development control system based

on differential flatness are capable tracking and avoiding obstacles fairly well due to that

all constraints are carefully taken into account and therefore the simple LQR controller

does not need to fight inaccuracies in the model. Moreover, the quadrotor experiences

trajectory deviation after passing half of the obstacle-avoidance mission with a flight time

of 3.7 seconds. In order to estimate the unknown state variable and to reduce the effect of

noise, Wang in [146] proposed the combination of a Linear Quadratic Estimator (LQE)

and Kalman Filter to provide of estimate x(t). So that the LQR algorithm transforms into

LQG. This combination improved the stability and slightly improved performance, there

were unsatisfactory results in the trajectory tracking.

It is clear that using the LQG can reduce effects of noise but robustness and modelling

uncertainty insensitivity are two negative effects which erode performance. To overcome

this drawback, Fan in [147] proposed a solution based on using feedforward control in or-

der to compensate the nonlinearity of the model. This design approach using feedforward

and LQR had satisfactory performance, but in both stabilization and trajectory tracking.
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3.3.3 Nonlinear Control

A commonly applied nonlinear control approach is backstepping control [148], [149].

This provides a recursive solution to stabilize the origin of a system providing it is in

strict-feedback form. A general strict-feedback nonlinear system can be expressed as

ẋ = f0(x)+g0(x)z1

ż1 = f1(x,z1)+g1(x,z1)z2

ż2 = f2(x,z1,z2)+g2(x,z1,z2)z3

...

żk−1 = fk−1(x,z1, . . . ,zk−1)+gk−1(x,z1, . . . ,zk−1)zk

żk = fk(x,z1, . . . ,zk)+gk(x,z1, . . . ,zk)u (3.28)

where x ∈ Rn, z1 to zk are scalars, function fi vanishes at the origin, function gi is nonzero

over the domain of interest, and u ∈ Rn is the control input.

Backstepping control is based on a recursive algorithm in which the designer breaks

down the control action into components which stabilize individual subsystems, until the

whole system is progressively stabilized. This has the advantage that the control system is

capable of handling disturbances using fast and less computational resources. However,

its main limitation is poor robustness and an underactuated structure. To overcome this

problem, the authors in [150] have applied backstepping control to stabilize a underactu-

ated quadrotor and used Lyapunov stability theory to stabilize the roll and pitch angles.

In [151] used another approach for overcoming the problem of underactuation in which

the controller consists of an inner loop and outer loop for stabilising the quadrotor (attitude

and position, respectively) with the outputs from the outer loop used as inputs to the inner

loop. Figure 3.6 shows results using backstepping control to stabilise the attitude [152].

However, robustness is still a major problem, motivating Fang and Gao to increase robust-

ness of the general backstepping algorithm by adding an integrator to produce ‘Integra-
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tor backstepping control’ [153]. This approach has the advantage of eliminating steady-

state errors, reducing response time and restraining overshoot of the control parameters.

FIGURE 3.6: Backstepping Attitude Control Result [153].

Another common nonlinear control algorithm is Sliding Mode Control (SMC) which has

been applied to quadrotors via a discontinuous control signal in order to force it to slide

along a prescribed path (sliding surface). The non simplification of dynamics as well as

good tracking is one of the main advantages of SMC. Xu and Ozguner applied this control,

and results showed good stability and robustness of the system. However, the chattering

effect of SMC was observed [154]. To overcome this problem, the authors in [155] sug-

gested an approach which was based on minimizing the pre-determined (sign) function

and tracking equations with the saturation function in order to smooth out the control

action transitions. Another approach conducted by Lopez et al. implemented an adap-

tive mechanism to influence the chattering magnitude by controlling the SMC gain [156].

Both SMC controller approaches showed good robustness.
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3.3.4 Learning-based Control

ILC relies on performing similar missions multiple times, so that the control can be mod-

ified to improve performance over previous operations (i.e., trials, iterations, and passes)

through learning. However non-learning systems do not improve their performance due

to the same tracking error on each iteration in which despite large model uncertainty and

repeating disturbances [157]. Learning-type control strategies can accordingly be clas-

sified into ILC, Repetitive Control (RC), neural networks, and adaptive control. Whilst

ILC strategies modify the input signal (i.e. the control input), adaptive and neural network

learning control methods modify the system (i.e. the controller), and controller param-

eters, respectively [158]. Additionally, ILC usually guarantees fast convergence within

just a few iterations, but the alternative strategies may not [159].

ILC has been applied to quadrotors in a few cases. ILC can be used for systems

for which a finite-duration task is repeated. Every iteration should have the same initial

conditions and, as the number of trials increase, ILC updates the input signal to ensure

that the system output converges to a reference signal. ILC has been applied to many

fields, including robotics [160].

The simple D-type ILC form used in [161] for UAV trajectory tracking was based on

the Additive State Decomposition (ASD) method. The block diagram shown in Figure 3.7

demonstrates the D-type algorithm, which employs the change of error rate to modify the

input for the next iteration in lieu of the error itself. It is evident that the derivative part

in the ILC algorithm amplifies small noise signals which may destabilize the system.

Ref. [162] has developed another special case of D-type in UAV applications in order to

obtain a better tracking performance and lower errors than the typical D-type update rule

in [161]. However, although both [161] and [162] use the D-type ILC, they still do not

guarantee the rate of convergence in the presence of disturbances.

In [163, 164], the P and D-term ILCs are combined as a PD-type ILC to increase the

convergence rate. In [163], three different methods are additionally applied: offline ILC,

online ILC, and a combination of both ILCs. These have the respective forms for P-type
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FIGURE 3.7: Block diagram for D-type ILC:- here the uk(n) it is the input signal was used on kth

iterations, Lopt is the D-type gain, d/dt the derivative of error, and r(n) and yk(n) are the reference
and the plant output, respectively [162].

ILC.

uk+1(n) = uk(n)+KPek(n)︸ ︷︷ ︸
offline P-type

, (3.29)

uk+1(n) = uk(n)+KPek+1(n)︸ ︷︷ ︸
online P-type

, (3.30)

where subscript k denotes the iteration number and subscript n the the sample number.

An inner online PD type ILC update was designed by [163] for quadrotor trajectory

tracking control to stabilise the UAV system without taking disturbances into account.

The algorithm is

uk+1(n) = uk(n)+KPek(n+1)+KD [ek(n+1)− ek(n)] (3.31)

The results show a high tracking error. However, the ILC was able to reduce it over subse-

quent iterations but with low convergence. In [164], ILC was implemented by an adaptive

term for enhancing the performance and robustness. This controller term was imple-

mented on a quadrotor platform, where the test results showed improvement in tracking

performance, despite the presence of disturbances.

In [165], another ILC form is proposed that includes a combination of the previous two

simple structures to include an integral term and is termed PID-type ILC. A controllable

flight was optimized using the PID-type ILC after a chnge in mass of the quadrotor. The
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method is based only on manual auto-tuning for parameters. In summary, all the previous

structures (D-type, PD type, PID-type ILC) are susceptible to process disturbance and

measurement error, while rarely being utilized in practical applications.

ILC was applied to achieve quadrotor trajectory tracking while balancing an inverted

pendulum [166]. The learning algorithm used was of the form


min
uk+1
‖S(Fuk+1 + d̂k)‖+α‖Duk+1‖

subject to Loptuk+1 ≤ qmax,

(3.32)

where F is the lifted system matrix, α weights the additional penalty term, and d̂k is an

updated estimate of disturbance. Via the matrix D, the input derivatives can be penalized.

The matrix S allows for the error signal to be scaled or filtered.

The aforementioned approaches are very limited in accuracy. Apart from initial identi-

fication procedures and tuning, it is also noted that these approaches demand a large level

of computation and do not require an explicit model. Although usability is an advantage

of this simplicity, it necessarily degrades performance. There is a great opportunity to as-

sess a wide variety of ILC approaches on UAVs. There is no single algorithm that delivers

all of the required features for high performance control while facing uncertain dynamics

and environmental factors. Overall, ILC approaches demonstrated the best tracking per-

formance only with medium complexity. Relatively few ILC schemes have been applied

to quadrotors, and their evaluation is quite limited.

3.4 Conclusions

This chapter has reviewed several common control algorithms that have been used on

quadrotors in the literature. As evident from the review, no single algorithm delivers all

the required features for high performance control in the face of uncertain dynamics and

environmental factors. It has also been discussed that PID does not require a model but
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produces poor tracking; LQG is insensitive to external disturbance but it is not robust

to model uncertainty; Integral Backstepping has very good tracking but relies heavily

on the dynamics of the system, and also excessive approximation renders the control

laws inapplicable; SMC is robust with good tracking but chattering phenomena limits its

application; Fuzzy Logic is easy to implement and a standard toolbox exists in Matlab but

it is unable to achieve complete stability because compensation for the actual dynamics

of the system is not achieved.

ILC exhibited the best tracking performance but has moderate complexity. Few ILC

schemes have been applied to quadrotors, and their evaluation is extremely limited. It

also been clear that getting the best performance usually requires hybrid control schemes

that have the best combination of robustness, adaptability, optimality, simplicity, tracking

ability, fast response and disturbance rejection among other factors. The Model Predictive

control (MPC) can solve different optimization problems for MIMO systems subjected to

multiple constraints due to physical or energy limitations. However, the MPC present

limitation as: in order to satisfy the constraints usually it implies a high computational

cost [167].

Table 3.1 summarizes the comparison of the various algorithms as applied to quadro-

tors with all things being equal. The performance of a particular algorithm depends on

many factors that may not even be modeled.

TABLE 3.1: Comparison of quadrotor performer with different control algorithms.

Characteristic Control Algorithm
1- PID 2- LQR 3- Backstepping 4- SMC 5- Fuzzy logic 6- ILC

Robustness 1 0 0 1 1 1
Adaptation 0 2 2 2 1 2
Optimality 0 1 0 1 1 1

Tracking ability 1 1 2 2 1 2
Fast convergence 1 1 0 2 1 1

Precision 1 0 1 2 1 2
Simplicity 2 1 0 1 1 1

Disturbance rejection 0 1 2 2 1 1
Manual tuning 2 1 0 0 1 0
(Signal) noise 2 1 0 0 0 0

Chattering 0 0 0 2 0 0
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Legend: 0 – low to none; 1 – average; 2 – high. Also, 1 through 2 (Linear); 3 through

4 (Nonlinear); 5 through 6 (Learning-based).



Chapter 4

ILC Controllers

4.1 Introduction

As described in Chapter 3, ILC has shown significant potential when applied to UAVs.

However only basic ILC forms have been used on quadrotor s. Therefore, this chapter will

review more general ILC forms available with a focus on those that have been applied in

practice to engineering systems.

4.2 ILC Framework

The concept of ILC was first proposed in Uchiyama (1978) [168], however, as this pa-

per was written in Japanese, it did not receive significant attention outside Japan. The

research of ILC is commonly considered to start in 1984 with the publication Arimoto et

al. (1984b) [169]. This defines ILC as a novel control technique applicable to systems

operating in a repetitive manner over a finite time interval, [0, T]. Since then, a mature

framework has been built up for the development and analysis of linear ILC, and will now

be summarised.

62
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A linear ILC system can be described by the discrete state space system

xk(t +1) = Axk(t)+Buk(t), 0 6 t 6 N

yk(t) = Cxk(t)
(4.1)

where xk(t) ∈ Rn, uk(t) ∈ Rm, yk(t) ∈ Rp and A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n are the

system matrices. Moreover, xk, uk and yk are the states, inputs and outputs vectors re-

spectively as trial k.

The same dynamics can be written in the so called ‘lifted’ form as

yk = Guk +dx0 (4.2)

where

G =


g0 0 · · · 0

g1 g0 · · · ...
...

... . . . 0
gN−1 gN−2 · · · g0

 (4.3)

gk =CAk+nr−1B k = 0,1,2....,N−1

and

d =


CAnr

CAnr+1

...
CAnr+N

 . (4.4)
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Also

u = [u(0)T ,u(1)T , ....,u(N−1)T ]T ∈ RmN

y = [y(nr)
T ,y(nr +1)T , ....,y(N−1+nr)

T ]T ∈ RpN
(4.5)

where nr is the system relative degree.

The initial state terms x0 can be absorbed into the reference trajectory to give x0 = 0,

and are omitted without loss of generality. ILC updates the input for the next trial using

the input and error in the past trials, i.e

uk+1 = f (uk,ek) . (4.6)

The most common form of ILC employs the input update law defined as

uk+1 = uk +Lek (4.7)

where L is a learning operator, yd is the desired reference signal, and the error ek =

yd − yk. The objective of ILC is to force the tracking error, ek, to converge to zero after

sufficient updating trials, and the input, uk, to converge to a unique signal u∗, i.e.

lim
k→∞

ek = 0, lim
k→∞

uk = u∗ (4.8)

The choice of the learning function L is crucial to determine the algorithm robustness

and convergence characteristics. A necessary and sufficient condition for convergence is

the spectral radius condition

ρ(I−GL)< 1 . (4.9)

ILC can be combined with an existing feedback controller, as shown in Figure 4.1. In

this case G is simply replaced by the closed loop system (I +GK)−1G within the design
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process.

FIGURE 4.1: Basic ILC framework with feedback controller around the plant.

Now ILC forms are reviewed and will focus on those supported by substantial experimental

benchmarking.

4.3 Basic ILC

4.3.1 Proportional-type ILC

Proportional-Type ILC or P-type ILC is one of the earliest ILC methods, and was defined

by Arimoto for SISO systems [170]. Here the control action correction term for the next

trial is proportional to the error from the previous trials, i.e.

uk+1 = uk + γek (4.10)

where the learning gain γ is a constant scalar that influences the rate of convergence. The

authors considered linear time invariant, continuous time state space systems, S(A,B,C).

Comparison with (4.7) yields

L = γI, (4.11)

In order to ensure the ILC tracking objective (4.9) is satisfied, the convergence condi-
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tion (4.9) is

= ρ


I− γ



CB 0 · · · 0 0

CAB CB . . . 0 0

CA2B CAB . . . . . . ...
... . . . . . . CB 0

CAN−1B · · · · · · CAB CB




= |I− γCB|< 1 (4.12)

which agrees with Arimoto et al. (1985) [171]. It should be noted that the convergence

condition does not contain A and is hence independent of the system dynamics. It also

requires CB 6= 0. Note that (4.12) may produce unacceptable transients in the error norm.

4.3.2 Derivative-type ILC

Another approach is D-Type ILC, by Arimoto et al. (1985) [171], which uses the deriva-

tive of error to update the controller input. The update law is given by

uk+1 = uk +α ėk (4.13)

where ėk denotes the derivative of the error ek. It is similar to the P-type ILC algorithm,

but uses the rate of change of the error to update the input of the next trial instead of the

error itself. Comparison with (4.7) yields

L = α



1 0 · · · 0 0

−1 1 . . . 0 0

0 −1 . . . . . . ...
... . . . . . . 1 0
0 · · · · · · −1 1


, (4.14)
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In order to ensure the ILC tracking objective (4.9), the convergence condition is given

in [171], [172] as

|I−αCB|< 1 . (4.15)

Therefore, it should be noted that the convergence condition is independent of matrix A

even if the system is unstable because of the finite time interval of each trial [173]. For

the same reason as before, it follows that CB 6= 0 is required. However, the D-type ILC

algorithm is sensitive to measurement error and process disturbance, and it is seldom used

in practical cases.

In order to increase the convergence rate and applicable system classs, P-type and

D-Type ILC can be combined together. The resulting ‘PD-type’ ILC update law is given

by

uk+1 = uk + γek +α ėk (4.16)

The convergence condition is |I−(γ +α)CB|< 1 [174]. Due to the noise-sensitive D-

type component, it also has limited practical use. Inspired by the analogy with traditional

proportional plus integral plus derivative control ‘PID’, the above algorithm has been

generalized to include an integral term (Moore, 1993) [175], i.e

uk+1 = uk + γek +α ėk +β

∫ t

0
ek(s)ds . (4.17)

These methods are attractive because the learning process does not rely on the model

accuracy and it can easily be generalized for MIMO systems. On the other hand, the

derivative action increases the design sensitivity to noise and disturbance. In addition,

experimental studies show that, for some MIMO systems, monotonic convergence is not

always guaranteed unless the trial is short. PI and PID-type ILC have similar limitations

in practical application, due to the same noise sensitivity problem.
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4.4 Optimal Approaches

The properties of linear optimal algorithms have been extensively studied, i.e Bristow

(2008); Ratcliffe et al. (2005); Donkers et al. (2008); Wang et al. (2010); Barton et

al. (2008); Mishra and Tomizuka (2005); Davies et al. (2008); Butcher et al. (2008)

[176–183]. Now leading ILC example are introduced with their own specific features.

4.4.1 Gradient ILC

Gradient-based ILC algorithms have received significant attention in the literature due to

their attractive theoretical properties. Comparing to a simple ILC controllers, gradient-

based ILC relies on the system model to achieve faster error convergence and uses the

properties of gradient decent to construct the ILC control action update. Gradient ILC

has appeared in [184–186] for SISO systems and was derived for MIMO systems.

An alternative method of guaranteeing (4.9) is to transpose operator GT . This is the

lifted form of the more general adjoint operator G∗. This leads to

L = βG∗ (4.18)

which yields the update law

uk+1 = uk +βGT ek (4.19)

where the scalar β is the learning gain. The update (4.19) has interpretation of being the

gradient descent solution to the minimisation problem min
u

J(uk) = ‖yd−Guk‖2. Substi-

tuting L = βGT into the general convergence conditions (4.11) yields

ρ
(
I−βGGT)= ‖I−βGGT‖< 1 (4.20)

As stated by Owens et al. (2008) [186], since GGT is positive definite, the convergence
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condition becomes

0 < β <
2

‖GGT‖
=

2
‖G‖2 . (4.21)

Therefore, if (4.21) holds the error converges monotonically to zero as the trials k goes to

infinity. Algorithms of the form (4.19) have been tested experimentally [187], and yielded

performance that had 10 times higher accuracy than a standard feedback controller.

4.4.2 Norm Optimal Iterative Learning Control

Norm Optimal ILC (NOILC), is a model based algorithm which was introduced in [188].

The ILC input for the next iteration is obtained by optimizing a certain performance index

which allows error convergence and input energy to be balanced. NOILC has been applied

to many applications and established a platform for further ILC research such as predictive

norm-optimal ILC [189] and projections [190]. NOILC uses the quadratic cost function

form

J(uk+1) =
1
2
{[yd− yk+1]

T Q[yd− yk+1]+ [uk+1−uk]
T R[uk+1−uk]} (4.22)

where

Q = {Q(0),Q(1), · · · ,Q(N−1)} (4.23)

R = {R(0),R(1), · · · ,R(N−1)} (4.24)

in which Q(t) and R(t) are symmetric, positive semi-definite weighting matrices.

The performance index in (4.22) is chosen in order to produce ILC control action uk+1 in

the next trial that minimizes tracking error and the input change from one trial to another

which are tuned by the means of the weighting matrices Q and R, respectively. The ILC



CHAPTER 4. ILC CONTROLLERS 70

optimal input is defined as

uk+1 = min
uk+1

J(uk+1) (4.25)

by applying partial differentiation to Jk+1 with respect to u. This involves the stationary

point, ∂Jk+1/∂u being set to zero, leading to the update law

uk+1 = uk +GTek+1 (4.26)

where GT is the adjoint operator of the system G , where GT = R−1GT Q . It can be shown

that the convergence condition (4.9), is always satisfied and moreover

‖ek+1‖ ≤
1

1+σ2(GGT)
‖ek‖ ≤‖ek‖ (4.27)

where σ2(GGT) is the smallest spectral radius value of symmetric, positive definite oper-

ator GGT. Because (4.26) is non-causal, it can be manipulated to produce either a causal

feedforward form or feedback and feedforward form by Amann et al. (1996) [191], where

L = GT(I−GGT)−1 (4.28)

Therefore, the update law is given by

uk+1 = uk +GT(I−GGT)−1ek (4.29)

4.5 Newton Method Based ILC

The Newton method is based upon performing a local linearization of the dynamics, fol-

lowed by a linear ILC update over the tracking error [192]. A discrete non-linear state
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space model is given in the form of the SISO system

xk(t +1) = f (xk(t),uk(t))

yk(t) = h(xk(t))
(4.30)

with initial state x(0) = x0. From (4.30) the algebraic relationship between input and

output over the kth trial over the finite horizon t ∈ [0,T ] can be expressed as

yk(0) = h(xk(0),uk(0)) = g0(xk(0),uk(0))

yk(1) = h(xk(1),uk(1)) = h( f (xk(0),uk(0)),uk(1))

: g1(xk(0),uk(0),uk(1))

...

yk(T ) = h(xk(T ),uk(T ))

= h( f (xk(T 1),uk(T 1)),uk(T ))

: gN(xk(0),uk(0),uk(1), ...,uk(T )) .

(4.31)

Thus, the non-linear system (4.30) can be expressed by the algebraic function g(·) :

l[0, T ] 7→ l2[0, T ] given by

yk = g(uk), g(·) = [g0(·),g1(·), ...,gT (·)] . (4.32)

The Newton based ILC update law is given by

uk+1 = uk +g′(uk)
−1ek . (4.33)

where the term g′(uk) is simply a linearization of the system about input uk. Here the form

(4.33) can be replaced by the general form uk + 1 = uk +Kek with K any learning-gain
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operator which ensures convergence of the linearized plant model g′(uk).

The state space model of the linearized time-varying LTI system can be expressed as

x̃(t +1) = Ā(t)x̃(t)+ B̄(t)ũ(t)

ỹ(t) = C̄(t)x̃(t)
(4.34)

where Ā(t), B̄(t) and C̄(t) denote the linearized time-varying system dynamics matrices

calculated every iteration by linearizing the nonlinear system in equation (4.30) around

(xk, uk) as follows

Ā(t) =
∂ f
∂x

∣∣∣
{xk(t),uk(t)}

B̄(t) =
∂ f
∂uk

∣∣∣
{xk(t),uk(t)}

C̄(t) =
∂h
∂x

∣∣∣
{xk(t),uk(t)}

. (4.35)

This means that the Newton ILC algorithm needs to solve the linear system ȳ = g′(uk)ū

every trial where g′(uk) is obtained iteratively by replacing the LTI dynamics in (4.3) with

the LTV dynamics from equation (4.35). The implementation of the Newton ILC method

relies on the existence of the g′(uk) inverse. To overcome this problem, the input update

can be written as

uk+1 = uk + εk+1 (4.36)

where εk+1 = g′(uk)
−1ek is easier to obtain by solving the following equation

g′(uk)εk+1 = ek (4.37)

Extension to Newton method based iterative learning control were made for a dis-

crete nonlinear systems with constraints by adding inequality constraints, unconstrained

convergence conditions [193].
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4.6 Other Generalized ILC

The above basic ILC strategies were all based on the assumption that the ILC require

a tuning gain matrix and in one case a delay-time constant, and do not require an ex-

plicit model. This simplicity aids usability but necessarily degrades performance. Thus,

the authors in [194, 195] and [196] used the optimization based ILC approaches to ad-

dress these limitations. In [194] and [195], the author examines the performance of ILC

in gradient-based that enhances a quadrotor’s controllability and stability during attitude

control. Again in [196], the optimization based ILC approach has applied by researchers

at ETH Zurich to achieve quadrotor trajectory tracking while balancing an inverted pen-

dulum. Figure. 4.2 presents the image sequence of application of ILC to a quadrotor by

tracking a small trajectory indoors and the convergence of ILC when applied to a quadro-

tor.

FIGURE 4.2: 1st iteration to 4th Iteration of ILC based trajectory tracking [195].

The experiment in [194, 195] and [196] showed the fast rate of convergence of the

norm error which is low after a small number of trials, although in some cases the method

is slow as illustrated in Figure. 4.3.
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FIGURE 4.3: The diagonal trajectory experiment for quadrotor position in the yz-plane starting
from 1st until reach 10th iterations. [196].

It was shown that both study to outperform the strategy proposed in [161], [162],

[164] in terms of convergence speed, trajectory tracking performance and robustness.

One shortcoming of this strategy is that it neglects the impact of non-repetitive noise on

the system output.

Other attempts to address the disturbance using the ILC in combination with different

control approaches have been conducted in [197], [198]. In [199], the authors designed

back-stepping integral sliding mode control (BISMC) with ILC algorithm for a quadro-

tor. The back-stepping is responsible for tracking the desired trajectory, then the integral

sliding mode controller is designed and analyzed for coping with the uncertainties and ex-

ternal disturbances. Finally, iterative learning control is designed to improve the accuracy

of the tracking. In another approach, the authors in [198] introduced a design based on the

capabilities of L adaptive control combined it with ILC form to achieve high-precision

trajectory tracking in the presence of unknown and changing disturbances.
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The two approaches [197], [198] are similar in term of using same basic ILC, and

accuracy (i.e., in case of BISMC+ILC, L +ILC) can be much better than only using (i.e.,

BISMC, L ). However, the constraint described in [198], that the backstepping relies

heavily on the dynamics of the system, and the system not given in strict feedback form

for both the attitude angles, and the integral sliding mode controller has chattering phe-

nomena that limits its application. Moreover, the main challenge facing the approach

in [198] is the training of the UAV to operate in changing environments, which is both

complex and time-consuming in terms of both design life cycle and computational inten-

sity.

Finally, in Table. 4.1, we summarize some of the recently developed ILC algorithms

in equations applied to UAVs and the strategies of ILC for more generalized and specific

tasks, respectively. It is shown from Table IV, that in a large class of practical systems,

such as autonomous aerial refueling based on terminal ILC [202] and [203], it is required

that the output achieves perfect tracking at more than one defined time instants t = ti

respectively. Therefore, it needs an extension of terminal ILC to solve problems which

only require tracking of a number of critical positions at a subset of time instants.

4.7 Conclusions

A range of ILC approaches have been reviewed including simple structure controllers for

ILC which have been presented in discrete-time. These controllers require a tuning gain

matrix and in one case a delay-time constant, and do not require an explicit model. This

simplicity aids usability but necessarily degrades performance. Also PI and PID-type ILC

have limitations in practical application, such as unguaranteed monotonic convergence

and increases sensitivity to noise due to derivative action. Then a variety of optimal

approaches have been evaluated and compared. These yield high performance. Also

nonlinear systems can be addressed via linearisation followed by linear ILC design. In

addition, relaxing the tracking demand, can produce faster, more robust algorithms. These
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conclusions will be used to motivate new ILC algorithms for application to quadrotor s in

the next chapter.



Chapter 5

ILC Design and Application to

Quadrotors

5.1 Introduction

This chapter describes the implementation of the leading approaches identified in Chap-

ter 4, Chapter 3 and Chapter 2 to UAVs in order to critically compare performance and

inform design. Moreover, it will develop new ILC algorithms to address the challenging

quadcoptor control problem. Specifically, these problems comprise the difficulty in iden-

tification, nonlinearity, and coupled, MIMO dynamics. To address these, the techniques

of Newton method based linearisation and optimal ILC approaches will first be expanded

and generalised. In Section 5.5, suitable experimental system is selected to provide a test

platform. Then in Section 5.7 and Section 5.8 a model is identified and is applied within

the leading control approaches.

5.2 Design Guidelines for ILC based

From Chapter 4 and Chapter 3, the ILC architecture during design should carry the same

basic general design guidelines that Arimoto maintained, then expanded and generalized

78
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to fulfil the specific tasks (OPL monitoring) in our case. These guidelines:

– It should be a repetitive nature task to meet control design

– It should be a fixed amount of time to complete repeated task

– It should be a predefined output before the passes

– It should be initial conditions is same for each trial

5.3 Task Definition and Design Case

5.3.1 Initial Design

From the problem described in Chapter 2, and previous attempts made in Section 2.4, the

control task can be defined as completing the following ordered movements:

(i) Pylon inspection: The quadrotor is first launched from a base ground point S at

position p0 as shown in Figure 5.1, and must pass through the specific points pi, where

i = 1,2, . . . ,n. At each points maintain the position for τi seconds and passing to the next.

During this period it must maintain an orientation oooi heading towards the insulator. For

each sequence, the quadrotor start from recharge point ppp0 at time ttt0.

FIGURE 5.1: Full proposed of tracking positional requirement for extraction k.
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(ii) Transition: Then the quadrotor must pass through a point pn+1 vertically above

the insection of the pylon and the power lines, at time tn+1 maintaining an orientation

ooon+1 pointing towards the cable. From steps (i),(ii) and since we also specify a length of

time for the quadrotor to take a picture of the insulator feature, The position objective is

 x

y

z

(t) = pppi, t ∈ [ti, ti + τi), i = 1, · · ·n+1 (5.1)

and the quadrotor must maintain an orientation, which is defined as

 φ

θ

ψ

(t) = oooi, t ∈ [ti, ti + τi), i = 1, · · ·n+1 (5.2)

(iii) Power lines: Then the quadrotor moves towards a point pn+2 at which the cable

meets the next pylon. This movements is restricted either to a straight line or more gen-

erally to the x-z plane. The timing tn+2 of this movements is arbitrary but the quadrotor

must maintain orientation towards the powerlines. Now consider the power-line tracking

as seen in Figure 5.2, that takes place between time instants tn+1 and tn+2. Here we have

a planar position constraint (in x-y plane) of form

[
−pn+2 1 0

]
︸ ︷︷ ︸

Pt

 x

y

z

(t) = pn+1, t ∈ [tn+1, tn+2] (5.3)

From steps (iii) to specify tracking along a straight line (cable). In this regard, consider

a quadrotor moving between two pylons from points pn+1 to pn+2 to track a cable

[
−a 0 1
0 1 0

]
︸ ︷︷ ︸

Pt

 x

y

z

(t) = [0 0 1
0 1 0

]
pn+1−

[
1 0 0

]
pn+1(a), (5.4)
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FIGURE 5.2: Planar constraint in x− y plane.

where

a =

[
0 0 1

]
(pn+2− pn+1)[

0 1 0
]
(pn+2− pn+1)

Similarly the simultaneous orientation constraint is

 φ

θ

ψ

(t) = ooon+1, t ∈ [tn+1, tn+2], i = 1, · · ·n (5.5)

(iv) Only 2-3 sequence of operation from (i) to (iii) can be performed due to the

hardware and battery life time. Therefore, the quadrotor must reach to the next ground

base point C. Here it must sustain zero velocity and maintain an orientation constant. To

achieve docking, we require the quadrotor to return to rest at a point pppn+3 at time tn+3 as

illustrated in next charge docking.
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5.3.2 Charge Docking

To achieve docking, we require the quadrotor to return to rest at a point pppn+3 at time tn+3.

 x

y

z

(tn+3) = pppn+3,

 ẋ

ẏ

ż

(tn+3) = 000,

 φ

θ

ψ

(tn+3) = ooon+3 (5.6)

Steps (i) to (iv) motivate the use of ILC to perform 2-3 sequences of operation, with

recharging after each trial as seen in Figure 5.3. The quadrotor now can increase the accu-

racy of identifying faults by updating the control input for use in the next sequence. Thus,

improve the accuracy rather than missing data or skipping data in unexpected weather.

FIGURE 5.3: UAV performs a frequent Inspections through a travel path in the x-y-z plane. The
systemic diagram illustrates three levels of the tasks by trajectory tracking, where the tasks will be

recurrent in each trial due to the repetitive nature of the OPL geometries.

The next step is to formulate the above motivate into an entitled ILC control system.
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5.3.3 Full Task Definition

First consider the general nonlinear discrete-time system and add iteration index k so the

MIMO dynamics structure can be given as:

ηk(t +1) = f (ηk(t),uk(t))

yk(t) = h(ηk(t),uk(t)) η(0) = η0

(5.7)

where

η(t) =

[
q(t)

q̇(t)

]
Taking the most general case, our system is then defined by (5.1), (5.2), (5.3), (5.4)

and (5.5). Then define

h(

[
q̇k

qk

]
(t),uk(t)) =

[
0 0 0 I

][q̇k

qk

]
(t) (5.8)

then the objective is

yk =

 x

y

z

(t) (5.9)

If instead, we define

h(

[
q̇k

qk

]
(t),uk(t)) =

[
0 0 I 0

][q̇k

qk

]
(t) (5.10)

then the objective is

yk =

 φ

θ

ψ

(t) (5.11)
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Lastly, instead define

h(

[
q̇k

qk

]
(t),uk(t)) =

[
0 I 0 0

][q̇k

qk

]
(t) (5.12)

then the objective is

yk =

 ẋk

ẏk

żk

(t) (5.13)

ILC in our new implementation has more challenging and unique terms related to

power line constraints, so the ILC is frequently applied to a fixed time interval and set

up in a strict mathematical connection between the ILC framework and the nonlinear

equations. ILC is transformed into a nonlinear algebraic function between the input and

the output, and so the system dynamics are now expressed as a vector function over the

finite horizon 0≤ t ≤ T , g(.), defined by

yk(0) = h(ηk(0),uk(0)) = g0(ηk(0),uk(0))

yk(1) = h(ηk(1),uk(1)) = h( f (ηk(0),uk(0)),uk(1))

: g1(ηk(0),uk(0),uk(1))

...

yk(T ) = h(ηk(T ),uk(T ))

= h( f (ηk(T 1),uk(T 1)),uk(T ))

: gN(ηk(0),uk(0),uk(1), ...,uk(T )).

(5.14)

Thus, the non-linear system (5.7) can be expressed by the algebraic function g(·) : lm
2 [0, T ] 7→

lp
2 [0, T ] given by

yk = g(uk), g(·) = [g0(·),g1(·), ...,gT (·)]T . (5.15)
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Next we write the controller (5.1),(5.2),(5.3),(5.4),(5.5) and (5.6) in terms of the sys-

tem dynamics (5.9)-(5.15), To do this, we employ the lifted formulation

Substitute (5.14) into (5.17) to get lifted velocity system gv in discrete time this has

form

 ẋk

ẏk

żk

= gv(uk) (5.16)

So that objective (5.6) equals

Φgv(uk) =


000
...
000

 (5.17)

where 3n×3N matrix Φ has block-wise components given by


Φ3(i−1)+1,3( j−1)+1 · · · Φ3(i−1)+1,3 j

... . . . ...
Φ3i,3( j−1)+1 · · · Φ3i,3 j

 :=

{
I, j = ti/Ts

0, otherwise
(5.18)

Substitute (5.8) into (5.15) to get gp in discrete time this has form

 xk

yk

zk

= gp(uk) (5.19)

So that objective (5.1) equals

Φgp(uk) =


ppp1
...

pppn+3

 (5.20)
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Substitute (5.12) into (5.15) to get go in discrete time this has form

 φ

θ

ψ

= go(uk) (5.21)

So that objective (5.2) equals

Φgo(uk) =


ooo1
...

ooon+3

 (5.22)

The planar objective between times tn+1 and tn+2 is written as

Pζ︷ ︸︸ ︷

0 0 0
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

0 0 0︸ ︷︷ ︸
tn+1

Pt
. . .

. . .
. . .

. . .
. . .

Pt

0 0 0
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

0 0 0︸ ︷︷ ︸
(T−tn+2)



gpuk =



pn+1
...
...
...
...
...

pn+1


(5.23)

Consider (5.17), (5.20), (5.22) and (5.23) to get the overall control objective
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min
u

J(uk) = ‖Φgp(uk)−

 ppp1
...

pppn+3

‖2 +‖Φgv(uk)−


0
...
0

‖2+

‖Φgo(uk)−


ooo1
...

ooon+3

‖2 +‖Pζ gp(uk)−


pn+1

...
pn+1

‖2
(5.24)

(
Φg′p(uk)

)T

Φgp(uk)−


ppp1
...

pppn+3


+

(
Φg′v(uk)

)T
(Φgv(uk))+

(
Φg′o(uk)

)T

Φgo(uk)−


ooo1
...

ooon+3


+

(
Pζ g′p(uk)

)T

Pζ go(uk)−


pn+1

...
pn+1


= 0

(5.25)

The overall control objective will use later to modify the extended Newton method

based and Point to point ILC

5.4 Application to Quadrotors

From Chapter 3, the dynamics of standard quadrotors are well established, and the main

equations are given here. Recall the equation (3.17), where the control inputs are related

to each rotor speed Ωi by:


U1

U2

U3

U4

=


f1 + f2 + f3 + f4

l( f2− f4)

l( f1− f3)

−T1 +T2 +−T3 +T4

=


b b b b

0 lb 0 −lb

lb 0 −lb 0
d d d d




Ω2
1

Ω2
2

Ω2
3

Ω2
4

 (5.26)
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We define a state variable vector as

x =
[
φ θ ψ x y z φ̇ θ̇ ψ̇ ẋ ẏ ż

]T
(5.27)

where the triplet (x,y,z) is the position of the vehicle in the earth axes, and (φ ,θ ,ψ) are

the standard aerospace Euler angles. By approximating the rotation rate triplet (p,q,r) by

the Euler angle derivative (φ̇ , θ̇ , ψ̇) and from the standard aeronautics navigation equa-

tions we get the dynamic model in the form ẋ = f (x,u) where

f (x,u) =



φ̇

θ̇ ψ̇a1 + θ̇a2Ω̄+b1U2

θ̇

φ̇ ψ̇a3− φ̇a4Ω̄+b2U3

ψ̇

θ̇ φ̇a5 +b3U4

ẋ
1
m(cosφ sinθ cosψ + sinφ sinψ)U1

ẏ
1
m(cosφ sinθ sinψ− sinφ cosψ)U1

ż

g− 1
m(cosφ cosθ)U1



,

and where m is the mass, g is the gravitational constant, Ω̄ is the rotor rotation rate sum,

a1 = (Iyy− Izz)/Ixx, a2 = Jp/Ixx, a3 = (Izz− Ixx)/Iyy, a4 = Jp/Iyy, a5 = (Ixx− Iyy)/Izz, b1 =

l/Ixx, b2 = l/Iyy, and b3 = l/Izz.

The SISO structure of Equation (4.30) is extended to a MIMO dynamics to give

xk(n+1) = f (xk(n),uk(n)),

yk(n) = h(xk(n),uk(n)), x(0) = x0.

(5.28)

The model ẋ = f (x,u) can be discretized by an Euler approximation. Full state feedback

is assumed, that is yk = xk.
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5.5 Experimental Platform Selection

5.5.1 Physical Parameters

The AscTec Hummingbird is chose as the experimental test platform. This quadrotor is

popular, has good performance and is light-weight maneuverable. It has a payload of 200

g and a flight endurance of nearly 20 min. The aircraft component frame is made out of

balsa wood and carbon fiber. The vehicle is powered by four brushless DC motors running

off an 11.1V Lithium Polymer (LiPo) battery pack. It is equipped with an accelerometer,

pressure sensor, magnetic sensor, gyros, and GPS module. These can provide the vehicle

state. Some of the technical details are listed in Table 5.1 [204]. The model parameters

are given in Table 5.2,

TABLE 5.1: Technical details of the quadrotor [204].

Type of Platform AscTec HB. UAV
The Producer AscTec GmbH + Intel

Take-off Weight 480 g
Battery 2100 mAh LiPo

Distance between motors 34 cm
Propeller Standard propellers (8′′), flexible (PP) plastics
Motors HACKER Motors Germany (X-BL 52 s)

Motor Controllers X-BLDC controllers
Transmitter Futaba 2.4 GHz

Wireless Link Xbee 2.4 GHz

The motor and controller represent a black box system; the data-sheet of the motor is

not publicly available and the control algorithms running on the ESCs are proprietary. In

order to determine their dynamics system identification is utilised. A series of random step

inputs were fed to the motor controller and the response recorded as shown in Figure 5.4 .

The response was measured using the motor feedback values read from the LL processor.

In our work, the pitch and roll axes are nonlinear where the ILC algorithms needs

to perform over large trajectories and not need to aggressive movements. Therefore, the
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transfer function of this system obtains through taking the Laplace transform where the

function is stable. Primarily, a PID controller was designed as a baseline for identification,

where the transfer function of a closed loop identification model including a PID control

as seen in (5.29). Consequently, the system identification toolbox in MATLAB was used

in order to fit a transfer function. A first order model was first generated, however it exhib-

ited a poor fit to the estimation data. The second order representation in (5.29) provided

a confidence of 75% which can be seen in Figure 5.4, which was deemed acceptable.

1.763s+4.67
s2 +24s+4.62

(5.29)

FIGURE 5.4: MATLAB system identification result for motor dynamics.

Six physical parameters (m,L, Ixx, Iyy, Izz and Jp) are required to populate the system

model found in the equation (3.18) to (3.23), because the system will remain only confined

to the quadrotor in the general form. Therefore, these parameters are allocated to the

AscTech Hummingbird. The moments of inertia around the quadrotors inertial frame,

the moment of inertia of the rotor, the length of the quadrotor arm and the mass of the

quadrotor.
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Generally, there are steps to be considered for obtaining parameters:

• A 3D model of the quadrotor was implemented in Autodesk Inventor Professional

2021.

• Measurement sets (Digital callipers and laboratory scales).

The parameters are described in the Table 5.2 and a full description can be found in

Appendix B.3. These values have been used in the implementation of the model and

control algorithms.

TABLE 5.2: Quadrotor model parameters.

Parameters Description Value Unit

Ixx x axis-Moment Inertia 10.7 × 10−3 kg·m2

Iyy y axis-Moment of Inertia 10.7 × 10−3 kg·m2

Izz z axis-Moment of Inertia 18.4 × 10−3 kg·m2

Jp Rotor Inertia 47 × 10−6 kg·m2

m Mass 0.547 kg
l Arm Length 0.168 m
g Gravitational constant 9.81 ms2

Ωmax Maximum rotor speed 200 rad/s

5.5.2 Test Bed

A test bed, designed for analysing the motor’s performance and enabling controller tun-

ing, is constructed from steel and finished in black paint and bearings, so that it allows

three DOF of rotation. Steel tube was selected because of its easy availability and high

density gives the rig stability and rigidity. The UAV is secured in place with a spherical

rolling joint. The assembled mechanical design is shown in Figure. 5.5 and 5.6, The UAV

installed on the top. A Raspberry Pi 3 is used for the control.

The mechanical system design of the proposed platform provides many benefits in

terms of testing the performance of ILC algorithms. The platform test bed is designed 1)

to make the ILC controller adapts to the full modes of flight during the OPL inspection,

2) validate ILC in MIMO system possible through unique multiple modes 3) reduce the
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cost, 4) and obtain an accurate dynamic model. For example, all model-based ILC were

consistent with the design of the platform in term of providing the repetitive test due to

Spherical joint. Moreover, the platform is illustrate a significant fit with normal (without

disturbances) and specific test (presence of disturbances) in an open space and enclosed

laboratory environment.

(a) Spherical joint specification (b) assemble mechanical part

FIGURE 5.5: The complete assembly of proposed mechanical test-bed for quadrotor: (a) High
precision spherical rolling joints with its features. (b) Mechanical-bed reconfiguration with preci-

sion rolling joints.

In this specific test, the UAV is installed freely without any friction with the surround-

ing grille structure in order to provide adequate protection as shown in Figure. 5.6. The

UAV configuration is observed to be in the tilted mode (angle) at the first operation stage

due instability of the body quadrotor itself and the centripetal force. Accordingly, the UAV

configuration transition tilted mode to a full mode (horizontal tracking reference) required

initially a control algorithm with step tracking reference. In that case, the quadrotor needs

to change the set points before the implementation.

For full detailed about measurement and design for the purchase spherical joint spec-

ification, see Appendix B.
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FIGURE 5.6: Quadrotor system with complete hardware test frame design for ILC controllers.

5.5.3 Pitch and Roll PID Scheme

As previously explained in the Chapter 3, one of control approaches are needed to evaluate

the system performance. Therefore, the use of the PID control system is one of different

control approaches, but it can give easy simplification to control one degree of freedom.

PID controllers have been designed in order to control the 3 DOF case out of three attitude

angles because it is the simplest case. The performance was compared with the proven

controllers included on LL processor in order to assess performance. The implementation

of these controllers can be found in roll block implementation on quadrotor. For brevity,

the yaw is not discussed as it is not utilised in trajectory tracking control however, it will

be based on the same PID implementation as the roll and pitch controllers because the

performance will be compared with other PID controller.

The truly error value in the process control parameter is expressed as:

e(t) = θre f (t)−θ(t) (5.30)

Here, θ(t) refers to the desired Output of the system and θre f (t) refers to reference of the

system from IMU sensor. The parameters of the PID controller is used to correct the θ(t)
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of the System.

The above expression is individually used for each of the Roll and Pitch, so for roll will

be :–

U2 = Kp(φre f −φ)+Kd(φ̇re f − φ̇)+Ki

∫
(φre f −φ)dt (5.31)

Initially a PD controller was designed to control the rotation then a PID controller also

was designed, because the experiment was done in indoor environments, the using only

the P and D controllers can give better results only if use it alone. The transfer function

of the closed loop system can be seen in equation (5.32). The root locus suggests setting

a high derivative gain in order move the pole closest to the origin. In practice the noise

from the IMU measurements cause a large degree of vibration, reducing stability and

increasing fuel burn (decrease the battery voltage).

C (s) =
Kds2 +Kps+Ki

0.0732s3 +Kds2 +Kps+Ki
(5.32)

Having developed the control laws these are now evaluated for state error, transient

response, tracking and speed of response.

5.5.4 PID Control Test Results

The input demand using here is θre f = sinθ as shown in Figure. 5.7 (Trajectory I). The

following figure shows the variation in pitch over a time of about 30s.

Table 5.3 shows the norm error reduction, where the error value was at the high-

est level when using integral gain Ki = 0.02 and the tuning parameters chosen with the

Kp=0.95 with value at 0.1117 but this reduce the error when the integral gain Ki = 0.9 is

increased and with the Kp=0.98 at value 0.0455. Unfortunately, any time reduction such

as reduction from t=30s to t=15s or t=10s will impact the results in an undesirable way,

where there is no effect of the increase or decrease by the gain. The step response (Tra-
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FIGURE 5.7: The PI controller on trajectory I for during variation of φ with disturbance.

TABLE 5.3: Experimental via trajectory I and II with Ki and Kd respectively

Ki ‖θ̂ −θ‖ Kd ‖θ̂ −θ‖
0.02 0.1117 0.1 0.0678
0.01 0.0885 0.2 0.0624
0.03 0.0732 0.3 0.0549

0.055 0.0543 0.5 0.0496
0.065 0.0539 0.7 0.0522
0.09 0.0455 0.9 0.0543

FIGURE 5.8: The PD controller on trajectory II for during variation of θ with disturbance.
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jectory II) of the controller Hummingbird quadrotor shown below includes the demand

θre f = H(t− t0). Figure. 5.7 demonstrates that there is no delay due to the simulations

only without a practical experiment, while the Figure. 5.8 proves that this slightly delay

is in the case of practical application within the laboratory environment.

5.6 Backstepping Controller (BSC)

This section contains the derivation for nonlinear systems in strict feedback form for both

the attitude angles ( roll , pitch and yaw) and altitude. The equations of motion can be

written in state space form according to the following states:

x1 =

φ

θ

ψ

 x2 =

p

q

r

 x3 =

x

y

z

 x4 =

ẋ

ẏ

ż

 . (5.33)

From the (3.28), the state space equations are then given by

ẋ1 =

1 sφ tθ cφ tθ
0 cφ −sφ

0 sφ/cθ cφ/cθ


︸ ︷︷ ︸

g0

x2

ẋ2 =

a1qr−a2qΩr

a3 pr+a4 pΩr

a5 pq


︸ ︷︷ ︸

f1

+


1

Ixx
0 0

0 1
Iyy

0

0 0 1
Izz


︸ ︷︷ ︸

g1

u2

u3

u4



ẋ3 = x4

ẋ4 =

 0
0
−g


︸ ︷︷ ︸

f2

+


u1
m sψ

u1
m cψ 0

−u1
m cψ

u1
m sψ 0

0 0 cφ cθ

m


︸ ︷︷ ︸

g2

 sφ

cφ sθ

u1



(5.34)
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where a1,a2,a3,a4,a5 are constant coefficients given by

a1 =
(Iyy− Izz)

Ixx
, a2 =

Jp

Ixx
, a3 =

(Izz− Ixx)

Iyy
, a4 =

Jp

Iyy
,

a5 =
(Ixx− Iyy)

Izz
, b1 =

l
Ixx

, b2 =
l

Iyy
, b3 =

l
Izz

.

(5.35)

In the quadrotor dynamics, the roll and pitch angles can be considered as virtual inputs

to control the horizontal translational dynamics. In the following equations, a nonlinear

controller will be designed based on the integral backstepping approach. The controller’s

objective will be to ensure the output states [x(t),y(t),z(t),(t)] track the desired trajectory

given by [xd(t),yd(t),zd(t),d(t)] in the presence of constant external disturbances.

The control system design of the rotational and the translational can be achieved in

four steps as follows

ẋ1 = g0(x1)v1, (5.36)

which is driven by v1, the first virtual control input to be designed. Then we define

the following two backstepping variables

z1 = xd
1− x1

ξ1 =
∫ t

0
z1(τ)dτ

′
(5.37)

where z1 represents the tracking error, ξ1 represents its integration and xd
1 = [φd,θd,ψd]

T .

The desired roll φd and pitch θd angles are calculated later. Then proceed by choosing the

following quadratic Lyapunov function

V1 =
1
2

z>1 z1 +
1
2

ξ
>
1 Λ1ξ1, (5.38)
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where Λ1 = ΛT
1 εR3×3, the time derivative of V1 is given by

V̇1 = z>1 ż1 +ξ
>
1 Λ1ξ̇1

= z>1 (Λ1ξ1 + ẋd
1−g0v1).

(5.39)

By choosing the virtual control input to be

v1 = g−1
0 (Λ1ξ1 + ẋd

1 +A1z1), (5.40)

and complete this to obtain

v2 = g−1
1 (− f1 +g>0 z1 + v̇1 +A2z2), (5.41)

v3 = Λ2ξ2 + ẋd
3 +A3z3, (5.42)

,

v4 = g−1
2 (− f2 + z3 + v̇3 +A4z4)

= [v41,v42,v43 ]
>,

(5.43)

Thus the whole system is asymptotically stable using the control laws (5.40), (5.41),(5.42)

and (5.43). Finally, from the equation (5.41) and rearranging for u2:

u2 =
1
l
[Ixx(φ̈re f +α ė1 + β̇ z1 + γz2)− θ̇ ψ̇(Iyy− Izz)− θ̇JpΩr] (5.44)

5.6.1 BSC Results

The step response of the controller shown below includes effect of overshoot and oscil-

lation which, as mentioned before. The delay in response (of about 0.2s) is due to the
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mechanical form platform.

FIGURE 5.9: The BSC controller on trajectory I for during variation of θ with disturbance.

The graph below shows how acceptable the results are. As can be seen the output

follows the input almost perfectly, with little overshoot at the top. Overshoot at the bottom

is somewhat larger than expected where the control parameters (α = 105 , β = 130 and

γ = 8) for the roll controller.

FIGURE 5.10: The BSC controller on trajectory II for during variation of θ , φ , ψ with disturbance.
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It can be note that the backstepping technique have outliers results during a trajectory

tracking where the reason for that is increasing complexity of analytically calculating the

derivatives of the virtual control signals in standard backstepping control. In that case,

backstepping approach with a command filter is needed to include an integral action and

to increase robustness against external disturbances. However, this current research is

focused on trajectory tracking and OPL inspection under disturbances conditions with

lower control effort.

5.7 ILC Basic Results

In this section, a simple ILC form, gradient-based, norm-optimal ILC are tested to per-

form a standard UAVs motion for 16 iterations for trajectories as shown in Figure 5.11

for 8s. The G-ILC and NO-ILC algorithms are applied to the test system. Simulations

are also performed. The simulations and experiments were conducted on a Laptop (i7)

ThinkPad P1 Mobile WorkStation with 16 GB RAM/2.20 GHz via MATLAB R2018b.

The reference trajectory is shown in Figure 5.11. The trajectory consists of a single period

sin wave and is non-smooth; hence is a challenging task for the ILC algorithm. Sixteen

iteration trials were performed for each algorithm.

FIGURE 5.11: References for ILC controllers.
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5.7.1 Simple Algorithm ILC

This subsection shows the results of the simple learning scheme applied to UAV quadro-

tor. In order to evaluate quadrotor performance, the P-type ILC and D-type ILC control

will be considered to test. And therefore, tracking and step response will quantitatively

evaluate the P-type ILC and D-type ILC performance.

FIGURE 5.12: The variation in φ over time for different iteration using P-type ILC.

For all test that using the P-type ILC as shown in Figure 5.12, and when was choose

the α gain between 0.01 to 0.2, the error norm keeps increasing and the quadrotor system

becomes unstable after the first few trials. The poor performance is not surprising since

this method does not employ any model information.

The results for D-type method are displayed in Figure 5.14. The convergence over

the first few trials is reasonable for all chosen gain values from 0.01 to 0.2. As shown in

Figure 5.13 the error norm diverges after 3 trials while for a 0.2 gain. By comparing with

the P-type, the larger the gain the faster the convergence, this is due to it can force the

outputs to track references and reduce the error norm after a few trials.
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FIGURE 5.13: Attempts to convergence result for P-type ILC.

FIGURE 5.14: The variation in φ over time for different iteration using D-type ILC.

5.8 Optimal Approach ILCs Results

This section purports to put forward the optimal algorithms (G-ILC, NO-ILC) for the UAV

quadrotor. The design of the optimal algorithm is based on the following assumptions and

steps :

I. The system is presumed to operate in a repetitive manner (iteratively) for both optimal

algorithms, G-ILC and NO-ILC.

II. At the end of every iteration, the state is reset operation toward a particular repetition
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FIGURE 5.15: Attempts to convergence result for D-type ILC.

that have independent initial condition to the next operation.

III. A new control signal might be utilized during this time. A reference signal, r(t), is

presumed to be known and the ultimate control objective is to determine an input

function u∗(t) such the output function y(t) = r(t) on [1;N].

IV. For G-ILC, the value of the learning gain βold(k) is heuristically selected for the first

step, and then calculated automatically using the the gain βnew(k) by establishing the

varying gain equations. The established variable will be repeated again for NO-ILC,

but with a different learning gain Qk.

V. To guarantee error convergence, the necessary conditions are J(βnew(k)) = ‖ek+1‖2+

ζ βnew(k)
2.

Now, the SISO model is a non-linear, discrete, state space system:

xk(n+1) = f (xk(n),uk(n))

yk(n) = h(xk(n))
(5.45)

where xk(t)∈Rn, uk(t)∈Rm, yk(t)∈Rp and A∈Rn×n, B∈Rn×m, C ∈Rp×n are the sys-

tem matrices. Moreover, xk, uk, and yk are the state vector, input and output respectively,

for trial k.
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5.8.1 Gradient based ILC

In this subsection the gradient ILC is applied in order to investigate the performance of

this algorithm. Both sinusoidal and step references are used with magnitudes of 0.35 from

1s until 7s and then back to 0 magnitudes at the end of reference signal, as displayed in

Figure 5.11. Both references have a total length T = 8 seconds. The reference is exactly

the same as the version used in the previous Subsection 5.7.1 so that the performance

of this method can be compared fairly. The results of the proposed learning scheme

applied to quadrotor. In order to evaluate quadrotor performance, the PID control and

backstepping will be considered to compare. And therefore, tracking and step response

will quantitatively evaluate the Gradient ILC performance as shown in Table 5.4.

TABLE 5.4: Simulation comparison for φ and θ with different control approaches.

Control
Approaches

Trial
No.

Test
No.

Parameters
Tuning

Norm of Error
‖θ̂ −θ‖

Norm of Error
‖φ̂ −φ‖

PID -

1 Kp = 5.3, Ki = 0.18
Kd = 0.01

4.21 4.21
5 4.22 4.22

10 Kp = 9.2, Ki = 0.18
Kd = 0.01

2.82 2.82
15 2.82 2.82

BCT -

1 α = 75, β = 90
γ = 8

3.82 3.82
5 3.81 3.81

10 α = 105, β = 90
γ = 8

2.35 2.35
15 2.33 2.33

Gradient ILC

1
First
Test

Optimal Value
β = 0.1

1.92 1.93
3 1.38 1.38
6 0.332 0.331
16 0.309 0.303

It is also important to prove that the system of Gradient-based ILC is monotonic con-

vergence. The simulation results has shown a significant decrease of the error during

different iteration this can be prove by the condition of 2nd norm of the errors as shown in

Figure 5.16 with 0.3092 at 16 iteration. Figure 5.16(a) and Figure 5.16(b) the variation in

φ and θ over time for different iteration.
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The G-ILC with updating Equations (4.19) and (4.20) was implemented to track the

reference signal. An optimal value of gain, β , is chosen between 0.01 and 1.0. After

testing a wide range of values of β , the best performance was found with β = 0.1. The

experimental results show a significant decline in the error over the first five trial iterations

as shown in Figure 5.17. A slight increase occurred at the 7th and 10th trials but the trend

was from 1.277 at first trial to the value of 0.574 at the 6th trial.

FIGURE 5.17: Experimental results of G-ILC for different iterations with disturbance.

Again It is important to prove that the system of Gradient-based ILC is monotonic

convergence as shown in Figure 5.18, this can be prove by the condition of 2nd , the de-

crease happen from 1.315 at first iteration to the value of 0.548 at 6th iteration.

To improve the performance of the G-ILC algorithm, the value of the learning gain β

can be changed. Figure 5.19 shows the effect of β on the convergence rate.

Using gradient descent to solve the optimisation problem given by Equation (4.19)
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FIGURE 5.18: Monotonic convergence result for gradient based ILC.

gives

uk+1 = uk−β5 J(uk) (5.46)

= uk−β5 1
2
‖yd−Guk‖2 (5.47)

= Gukβ +uk− ydGT
β (5.48)

= uk +βGT ek (5.49)

where β represents the learning gain.

From Equation (5.49), the error evolution of the G-ILC can be derived as

ek+1 = yd−Guk+1 (5.50)

= GT Gekβ + yd−ukG (5.51)

= (I−βGGT )ek. (5.52)

By choosing the learning gain β from the range 0 < β < 2/σ̄(G), where σ̄(G) is the

largest singular of the matrix G, it can be easily shown that ‖I−βGGT‖< 1. Therefore,
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the error converges monotonically to zero, as the trials k goes to infinity.

Instead of arbitrarily selecting a value of βold(k) from the range, the error convergence

rate can be optimized. Repeating Equations (5.48) and (5.52)

uk+1 = uk +βold(k)GT ek (5.53)

ek+1 = (I−βold(k)GGT )ek (5.54)

the optimal iteration-varying βnew(k) can be obtained by minimising:

J(βnew(k)) = ‖ek+1‖2 +ζ β
2
k . (5.55)

where ζ is a small positive weighting constant. Substituting Equation (5.54) into Equation

(5.55) we get

J(βnew(k)) = ((I−βkGGT )ek)
T ((I−βkGGT )ek)+ζ β

2
k (5.56)

= eT
k ek−2βkeT

k GGT ek +β
2
k eT

k GGT GGT ek +ζ β
2
k . (5.57)

Differentiating Equation (5.57) with respect to βnew(k) and equating to zero gives the

optimal learning gain:

βnew(k) =
eT

k GGT ek

eT
k GGT GGT ek +ζ

(5.58)

=
(GT ek)

T GT ek

(GGT ek)T GGT ek +ζ
(5.59)

=
‖GT ek‖2

‖GGT ek‖2 +ζ
. (5.60)

Thus the necessary and sufficient conditions for guaranteeing a convergence of error are

‖ek+1‖< ‖ek‖ for all k ≥ 0 and lim
k→∞

ek = 0. (5.61)
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From Equation (5.54) we get

‖ek+1‖2−‖ek‖2 = eT
k ek(I−βkGGT )(I−βkGGT )T − eT

k ek (5.62)

= eT
k ((I−βkGGT )2− I)ek (5.63)

= eT
k (−2βkGGT +β

2
k GGT GGT )ek (5.64)

= β
2
k (−2

eT
k GGT ek

βk
+ eT

k GGT GGT ek) (5.65)

= β
2
k (−2

‖GT ek‖2

βk
+‖GGT ek‖2). (5.66)

Furthermore from Equation (5.59), we get

‖GT ek‖2

βnew(k)
= ‖GGT ek‖2 +ζ . (5.67)

Substituting Equation (5.66) into Equation (5.67) gives

‖ek+1‖2−‖ek‖2 = βnew(k)
2(−2(‖GGT ek‖2 +ζ )+‖GGT ek‖2

=−βnew(k)
2(2ζ +‖GGT ek‖2)6 0.

(5.68)

From Equation (5.68) it can be deduced that ‖ek+1‖ = ‖ek‖ if and only if βk = 0.

Because GGT is a positive definite matrix, from Equation (5.59) we have that βnew(k) = 0

if and only if ek = 0, Thus the conditions of Equation (5.61) are satisfied and the and the

system has monotonic convergence.

Now the Figure 5.19 shows the effect of β on the convergence rate based on this

contribution.

Then, an alternative controller is required to improve the tracking performance of the

system. In the next subsection another advanced controller is hence analysed.
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FIGURE 5.19: Optimized error convergence rate with a variation on the learning gain β values, as
proposed in Equations (5.60) and (5.67).

5.8.2 Norm Optimal Iterative Learning

In this subsection, the implementations of NOILC algorithms is applied in order to inves-

tigate the performance of this algorithm. Figure 5.19 similarly shows the results for the

NO-ILC algorithms, The improvement over the G-ILC is noticeable. Again the conver-

gence is shown by the decrease of the error 2-norm. The error 2-norm is 0.1215 at 16th

iteration, a considerable improvement over the G-ILC approach

The performance of the NO-ILC algorithm is also investigated with the reference

signal shown in Figure 5.11. The results are shown in Figure 5.20(a). The weighting

parameter is set to Q = 0.1. The value of Q can be increased to improve convergence, but

Figure 5.20(b) shows the convergence is similar to that of the G-ILC experiment, with the

latter slightly better. Convergence was achieved after 8 iterations.
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FIGURE 5.21: Experimental of NO-ILC for different iterations with disturbance.

FIGURE 5.22: Monotonic convergence result for Norm Optimal ILC.

It is important to note that the fluctuation at the end of the last two trials (9 and 10)

occurred due to 1) the parameters of the weighting matrix Q = 0.1 with a inevitably

exists non-periodic random disturbance in the measured error signal and 2) the cause

of uncertainty in the model algorithm which cause for diverge.
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5.9 Comparing Results

The assessment criteria in comparing the results will rely on the second norm of the error

between the reference signal and the actual output and for fair comparison the duration of

all simulated algorithms. The trajectory consists of a single period sin wave and is non-

smooth; hence is a challenging task for the ILC algorithm. Initially, the baseline (PID) and

all proposed ILC methods have been tested to evaluated for standardized 2 DOF control,

namely the altitude for angles roll φ and pitch θ which have done via matlab simulation

and experimental.

In this chapter, Trajectory in Figure 5.11 is a single period sin wave and a non-smooth

which instigates an aggressive reaction from the quadrotor because of the instantaneous

change in amplitude. For this trajectory, the gradient-based ILC with the optimal gain

formulation had a good overall performance and the error norm converged below the

baseline value after the 2nd iteration for the attitude angles.

Note that although convergence is established theoretically, in practice the system is

subject to disturbances and uncertainty. The effect of disturbances is evaluated in simula-

tion and by experiment for the two approaches. First the performances of the two methods

in simulation without disturbance are quantified and compared. The results are shown in

Table 5.5. The NO-ILC method had significantly better performance and convergence

properties in simulation.

TABLE 5.5: Simulation norm error results for attitude angles without disturbance.

ILC Approaches Passes No. ‖θ̂ −θ‖ ‖φ̂ −φ‖

G-ILC (without disturbance)

1 1.92 1.92
3 1.38 1.38
6 0.532 0.532

16 0.309 0.303

NO-ILC (without disturbance)

1 1.92 1.92
3 1.24 1.24
6 0.476 0.476

16 0.121 0.119
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The disturbances took the form of torques that were injected in the φ and θ chan-

nels. The disturbances defined as exponentially decaying sinusoidal functions δτ =

e−0.1t(sin t), cos t, 0) for t ∈ (2,6) s. The results for experiment are shown in Table 5.6.

These show the better performance of the NO-ILC but the difference is less marked.

TABLE 5.6: Experimental norm error results for ILC algorithms with disturbance injection.

ILC Approaches
Trial (1) Trial (3) Trial (7) Trial (10)

‖eθ‖ ‖eψ‖ ‖eθ‖ ‖eψ‖ ‖eθ‖ ‖eψ‖ ‖eθ‖ ‖eψ‖

G-ILC + Disturbance Injection 1.277 2.834 0.920 1.281 0.612 0.705 0.574 0.534

NO-ILC + Disturbance Injection 1.283 3.214 0.926 1.212 0.562 0.633 0.434 0.446

Furthermore, as seen in Figure 5.23 and Figure 5.24, gradient-base ILC exhibited

fluctuations in the error norms as the iteration increased and although it was minimal for

the attitude angles. These fluctuations however did not affect the general trend as the error

norm still converged after 10 iterations.

FIGURE 5.23: ILC algorithms error reduction φ error norm with disturbance.

On the other hand, the PID and P-type ILC using the gain α = 0.2 had the poorest

performance amongst all three ILC algorithms for both φ attitude despite the fact that the
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FIGURE 5.24: ILC algorithms error reduction ψ error norm with disturbance.

error norm dropped below the baseline value for both. The P-type algorithms manifest

a non convergent result over the 10 trials due to 1) the convergence condition does not

contain A and is hence independent of the system dynamics, 2) it follows that CB6= 0 does

not hold and the system loses control at the beginning. For D-type algorithm is sensitive

to measurement error and process disturbance, and it is seldom used in practical cases.

This outcome was expected for several reasons, the fact that unguaranteed monotonic

convergence and increases sensitivity to noise due to derivative action. This is clearly

presented in Figure 5.12.

Norm optimal ILC with the weighting matrix Q = 0.1, exhibited a superior perfor-

mance over the other two ILC algorithms for trajectory in Figure 5.23 and Figure 5.24

where it has expected demonstrated the fastest rate of monotonic error convergence and

managed to significantly reduce the tracking error during the 10 trials. The attitude angles

error norm was reduced to nearly 50% of the baseline value. The error norms for all ILC

algorithms during different iterations are shown in Table 5.7 for trajectories.
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TABLE 5.7: ILC algorithms of attitude angles in error 2-norms

ILC methods
Iteration(1) Iteration(3) Iteration(7) Iteration(10)

‖eθ‖ ‖eφ‖ ‖eθ‖ ‖eφ‖ ‖eθ‖ ‖eφ‖ ‖eθ‖ ‖eφ‖

PID 3.392 3.366 3.392 3.366 3.392 3.366 3.392 3.366

BCT 7.178 3.612 7.178 3.612 7.178 3.612 7.178 3.612

P-ILC 1.205 1.208 1.250 1.250 2.796 2.799 4.933 4.927

D-ILC 1.315 1.315 0.941 0.941 1.571 1.570 0.631 0.631

G-ILC 1.277 1.277 0.920 0.920 0.612 0.612 0.534 0.534

NOILC 1.143 1.146 0.761 0.760 0.540 0.539 0.478 0.474

Ultimately, further analysis and simulations were evaluated for the norm ILC which

consistently showed the improved performance of all tracks and to obtain the better ver-

sion of the NO-ILC algorithm, several weighting matrices Q = ρI were simulated. The

results presented in Figure 5.25 shows that, as we increase the weighting parameter ρ ,

NO-ILC converges more rapidly. This mainly occurs because larger weighting matrix Q

values in the NO-ILC cost function (4.22), penalize large error values which causes the

error to decay faster. Consequently, the convergence rate of the algorithm will increase.

Further increment beyond ρ = 0.1 will cause the algorithm to diverge. Therefore, the

weighting matrix Q = 0.1I will be chosen to analyze the algorithm robustness.

In addition to what has been achieved, the performance comparison of ILC track-

ing performance now evaluates the position (X, Y, Z) by adopting the baseline feedback

controllers, where the results presented in Figure 5.26 and Figure 5.27 as the following:

I. Tracking performance using ILC algorithms (G-ILC, NO-ILC) in a feedback con-

troller (PID, LQR) without disturbance injection.

II. Tracking performance using ILC algorithms (G-ILC, NO-ILC) in a feedback con-

troller (PID, LQR) with disturbance injection.

The baseline feedback controllers are introduced in term of the standard deviation

(SD), standard error of the mean (SEM). The SD δ with disturbance injection estimates
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FIGURE 5.25: Various of weighting matrix Q for NO-ILC with disturbance.

dispersion of the individual data values for the mean, while SEM ||eς || related to average

for the true population mean as illustrated in Table 5.8.

TABLE 5.8: Baseline feedback controllers with standard deviation and standard error of the mean

Feedback Controllers
PID

(without disturbance)

LQR

(without disturbance)

PID

(with disturbance)

LQR

(with disturbance)

SEM

||eXς || 0.3598 0.4278 0.3599 0.4279

||eY ς || 0.3535 0.4275 0.3535 0.4276

||eZς || 0.2155 0.2486 0.2159 0.2488

SD

δX — — 0.0147 0.0033

δY — — 0.0145 0.0035

δZ — — 0.0032 0.0009

For a large class of practical systems, such as UAV reference tracking (as required

for power line surveillance and monitoring) it is required that the output achieves per-

fect tracking at more than one defined time and enables the system error to converge to

zero norm as rapidly as possible. Consequently, it includes future work on an alterna-

tive controller (i.e., ILC with hybrid controller) as an extension to enhance the tracking

performance at subset (instantaneous in time) for many critical positions.
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5.10 Conclusions

The controllers used in this project have shown good performance. In Chapter 3 the

PID controller was reviewed and it was found that existing controllers have experimented

comparing with the control in Figure 3.5 which the experimental also done by Bouabdal-

lah to control the 1 DOF. However his result showed unstable performance during 10s

while the controller in programme of research has achieve stability to the system. The

ILC controllers proposed here have also been shown significant of improvement over the

existing controller PID. The results in this chapter serve to demonstrate that the only PID

controllers use in this research can not help the controller to track the reference in case if

the length time increase more than 30s, so in order to produces better performance than

implementing each controller individually, the ILC control have been taken with a com-

bined PID controller. Which can be tuned with to perform very well and from this the

reliability of the attitude controller for 3 DOF derived can be inferred. In addition, the

integral backstepping control has been implemented. The results showed that the system

is much better than if comparing with the PID system in the tracking process, but there

is a little efficiency in the case of step response due to the high sensitive nature of the

dynamic system also the mechanical frame that have a little bit impact on signal. It shows

that based on this control only can not give the desired performance and robustness, so

need to testing and development of the advanced controllers than the currently use, to re-

duce the error and improve the performance with implemented the novel system of ILC,

and the simplicity of application to nonlinear dynamics.

The suggested G-ILC and NO-ILC have been formulated and applied to the problem

of reference tracking for UAV. When comparing the findings, the NO-ILC has shown

superior tracking performance. Furthermore, the suggested NO-ILC has shown substan-

tially improvement over the G-ILC in terms of error decrease and monotonic convergence.

The results of the simulations and experiments both with and without an external distur-

bance show the proposed ILC performance for the two methods. The results the potential

potential to achieve good trajectory tracking.



CHAPTER 5. ILC DESIGN AND APPLICATION TO QUADROTORS 121

The NO-ILC method could form the basis for a power line inspection system. The

repetitive nature of the power line geometries lends itself to this approach. However there

are many control challenges to be faced, such as disturbances in the form of steady wind

and unsteady wind gusts, and decision-making in the face of uncertainty. This points to

the urgent need for additional future work for expanding ILC (i.e., point-to-point with

hybrid controller) for tracking identification, for instance, through a straight conductor

for a electrical overhead conductors monitoring-task. In addition, relaxing the tracking

demand, can produce faster, more robust algorithms. These conclusions will be used to

motivate new ILC algorithms for application to quadrotor s in the next chapter.



Chapter 6

Extended Point to Point ILC

The previous ILC approaches that required an existing model or did not have showed lim-

ited ability to deal with highly interactive systems and have only focused on reducing the

error norm for each point of the reference. Furthermore, a variety of optimal approaches

have yielded high performance, but in a real-world environment, there are some specific

points high accuracy is required. This freedom has provided by the point to point ILC in

section 6.2. Then in section 6.3, the framework of the point to point ILC method with and

without disturbance have presented, expanded, and performance evaluation.

6.1 Introduction

In the previous sections, a wide class of ILC algorithms have focused on reducing the

error norm for each point of the reference. However, In a real-world environment this

might not be necessary. An example for this is a drilling machine which has to drill holes

at specific locations. In this case the intermediate points are less of an interest but at

some specific points high accuracy is required. This freedom provided by the Point-to-

Point ILC method allows for great tracking at the selected points and can improve the

performance of highly interacting MIMO systems [205].

Due to practical benefits of Point-to-Point ILC, this method has seen great interest and

122



CHAPTER 6. EXTENDED POINT TO POINT ILC 123

has been applied to the main ILC methods. In [205] Point-to-Point ILC has been used to

the gradient ILC algorithm and in [206] to both the feedback and the feedforward form

of the Norm Optimal ILC. However, the work is limited and inaccurate in terms of 1)

includes only 3 degrees of freedom within a framework of work on a robot arm (Don’t

even reach the level of climbing robots in term of task and motions) in a conventional

application such as manufacturing where the ILC has been used 2) point to point is sim-

ple algorithms (not take in consideration under-actuated platform and nonlinear MIMO

system).

In practice, system constraints have significant relevance to industrial manufacture due

to physical limitations or performance requirements. The [206] extended [205] to support

constraints such as input, output and input rate constraint. However, this extended based

on the simple algorithms (point to point) and used to follow trajectories of the orientation

is included while the new application in OPL inspection required an angles and position,

velocity error, and obstacles.

6.2 Problem description

Standard ILC structure has recently been extended, to address the problem of practical ap-

plication. A framework to add both robustness and improved convergence was described

in [205], [206] and is now summarised.

Let the plant output be specified at a fixed number, M ≤ N, of sample instants given

by 0≤N1 < N2 · · ·< NM−1 < NM < N. The aim is to track only the output at these points.

In (6.1) these parts are extracted using the operator pM× pN matrix Φ given by


Φ(i−1)p+1,( j−1)p+1 · · · Φ(i−1)p+1 jp

... . . . ...
Φip,( j−1)p+1 · · · Φip jp

⇒


Ip, j = Ni +1, i = 1,2 · · ·M

0p, otherwise
(6.1)

in which Ip and 0p are the identity and zero matrices respectively.
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Now, to understand how the matrix Φ are formulated, it is important to highlight these

main:

I. Remove the points that do not need to be tracked from the original reference yd . This

resulting decrease a reference vector yr ∈ RM with a length of

M =
p

∑
j=1

M j

II. Define a matrix transformation Φ ∈ RpM×pN in which the yr = Φyd . Due to that, we

first introducing a row vector ϕ ∈ RpN . Whose ith element is (1) if the ith element of

yd is required to be tracked, and (0) otherwise. The definition of ϕ as following:

ϕi =


1, i f

⌊
(i−1)

p

⌋
∈Si−b(i−1)/pcp,

0, otherwise

where S =
{

N j,1, ...,N j,M j
}

and b.c denotes the (floor function).

Now it is easy to produce the matrix Φ through two steps:

• Set Φ = ϕ .

• From first element then increment over the bottom row of Φ, so move all subsequent

bottom row (entries) into a bottom row (newly created) in Φ if found a non-zero

element. Also, maintaining their position along the row and padding the remaining

entries of both rows with zeros. Finally, this formation the matrix Φ

Φi, j =


1, i f ϕ j = 1,

j
∑

q=1
ϕq = i

0, otherwise.

By the block-wise components as seen in (6.2), the matrix Φ has a simpler form as

seen in (6.3) than due to the output is required to track a reference point.
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
Φ(i−1)p+1,( j−1)p+1 · · · Φ(i−1)p+1 jp

... . . . ...
Φip,( j−1)p+1 · · · Φip jp


︸ ︷︷ ︸

Matrix Φ

⇒︸︷︷︸
Block-wise components

(6.2)

Φi, j =


Ip, j = Ni +1, i = 1,2 · · ·M

0p, otherwise︸ ︷︷ ︸
Simpler form of matrix Φ

(6.3)

Many ILC algorithms can be re-formulated for the point-to-point case by deriving an

iterative numerical solution to the problem of finding a control input which minimizes the

point-to-point error norm. The control objective is to find a sequence of control inputs uk

such that

lim
k→∞
‖yr−ΦGuk‖= 0 lim

k→∞
‖uk−ud‖2 = 0, (6.4)

where yr = Φyd are the Mp points to be tracked. The general ILC update state (4.7) now

assumes the form

uk+1 = uk +L(yr−Φyk) (6.5)

so that the point-to-point error evolution is

Φek+1 = (I−ΦGL)Φek (6.6)

and the convergence condition (4.9) becomes

ρ(I−ΦGL)< 1 (6.7)
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6.2.1 Point-to-Point Gradient Descent

The form (6.5) has been tackled by several authors with different proposed updates. The

gradient descent obtain as the following

minJ(u), J(u) = lim
k→∞
‖yr−ΦGuk‖2 (6.8)

to yield the update

uk+1 = uk +β (ΦG)T (yr−Φyk) (6.9)

where the convergence condition (6.8) become

ρ|I−βΦG(ΦG)T |< 1 . (6.10)

In Reference160, the equation (6.6) was solved using a norm optimal approaches, both

approach yielded results that significantly improved upon standard ILC.

6.2.2 Point-to-Point Norm Optimal

In Reference156 the Point-to-Point ILC method was applied to the feedforward and the

feedback version of Norm Optimal ILC. The paper concludes that both Point-to-Point

NOILC algorithms can be similarly derived to the original NOILC algorithms. Like the

original algorithms, the Point-to-Point versions try to minimize the cost function (6.11).

J(uk+1) =
1
2
{[yr− yk+1]

T Q[yr− yk+1]+ [uk+1−uk]
T R[uk+1−uk]} (6.11)

With it the input update law of the feedforward Point-to-Point NOILC to yield the update

uk+1 = uk +G∗(I−GG∗)−1(yr−Φyk) (6.12)
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where G∗ = R−1(ΦG)T Q

6.2.3 Point to Point ILC for Nonlinear Systems

First the SISO structure of (4.35) [207] is extended to the MIMO dynamics to give

xk(t +1) = f (xk(t),uk(t))

yk(t) = h(xk(t),uk(t)) x(0) = x0

(6.13)

where g′(uk) ∈ Rp,uk(t) ∈ Rm. The point to point problem is to construct a sequence of

inputs uk, such that

lim
k→∞
‖yr−Φg′(uk)‖= 0, (6.14)

where

yk(0) = h(xk(0),uk(0)) = g0(xk(0),uk(0))

yk(1) = h(xk(1),uk(1)) = h( f (xk(0),uk(0)),uk(1))

: g1(xk(0),uk(0),uk(1))

...

yk(T ) = h(xk(T ),uk(T ))

= h( f (xk(T 1),uk(T 1)),uk(T ))

: gN(xk(0),uk(0),uk(1), ...,uk(T )).

(6.15)

where Φ is given by (6.1). Thus, the non-linear system (6.13) can be expressed by the

algebraic function g(·) : lm
2 [0, T ] 7→ lp

2 [0, T ] given by

yk = g(uk), g(·) = [g0(·),g1(·), ...,gT (·)]. (6.16)

To solve (6.14) we follow the applications of Newton method based ILC but combine
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with the point to point methodology. To solve (6.14), apply the update of (4.33) with

G = g′(uk), to give

uk+1 = uk +βΦg′(uk)
T ek (6.17)

Then construct a NOILC solution with employ the objective of (4.22) with G = g′(uk), to

give the update

uk+1 = uk +Φg′(uk)
T [I−Φg′(uk)g′(uk)

T ]−1ek (6.18)

To implement these updates, note that the linearised form of (6.13) is the LTV system

x̃(t +1) = Ā(t)x̃(t)+ B̄(t)ũ(t)

ỹ(t) = C̄(t)x̃(t)
(6.19)

Now if Φ = I, (6.17) and (6.18) become

uk+1 = uk +βg′(uk)
T ek (6.20)

uk+1 = uk +g′(uk)
T [I−g′(uk)g′(uk)

T ]−1ek (6.21)

respectively

Here g′(uk) can be written as

g′(uk) =


C̄(0)B̄(0) 0 · · · 0

C̄(1)Ā(1)B̄(0) C̄(1)B̄(1) · · · ...
...

... . . . 0

C̄(N−1)
N−1
∏
i=1

Ā(i)B̄(0) C̄(N−1)
N−1
∏
i=2

Ā(i)B̄(1) · · · C̄(N−1)B̄(N−1)


(6.22)
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and Ā(t), B̄(t) and C̄(t) is generated each iteration via (4.35).

6.2.4 Results and Discussion

The reference trajectory is shown in Figure 6.1. The trajectory consists of a single period

sin wave and is non-smooth; hence is a challenging task for the ILC algorithm. Dur-

ing that, various numbers of iteration trials were performed for each point to point ILC

algorithm. The cause for that it best simulates the requirements of the real world.

FIGURE 6.1: References for standard and point-to-point ILC controllers.

As illustrated in the Figure 6.1, there are two steps for selected the reference signal

more real world as follows: -

I. Increasing the complexity of reference for the point-to-point algorithms in the track-

ing of the selected points.

II. Adopting completely non-identical reference signals for pitch, roll and yaw, to avoid

rotation around an axis spreading from one rotor to the rotor on the opposite side,
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and thus would only require the movement of two rotors instead of four. Another

important reason is to obtain the lower control effort (i.e., less energy consumption)

in a non-linear, multivariable control problem with fast dynamics and noisy measure-

ments.

These points are represented by circles as shown in supplement figure. From the

Figure 6.1, point-to-point algorithms (gradient and norm) can track only the specific states

of this reference signal. Therefore, the characteristic points, which will be similar to a

number of trace points on transmission lines, are as follows,

1. Starting point

2. Maximum amplitude point

3. Final point

4. Critical points outside the non-smooth sinusoidal.

The reference tracking are used both sinusoidal and step references with magnitudes

of 0.35 from 1s until 7s and then back to 0 magnitudes at the end of reference signal, as

displayed in Figure 6.2.

FIGURE 6.2: Point-to-Point result for gradient based ILC.

The references have a total length T = 8 seconds. Six reference points are also defined
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for use in point to- point ILC and are given by yd = [ 0.18, 0.3, 0.3, 0, −0.3, −0.3 ]T at

the time samples S1 = { 1.5, 2, 3, 4, 5, 6 }.

Point-to-point Gradient ILC and NOILC is implemented to track yr using update equa-

tion in (6.19) and (6.20). A significant change in convergence rate is shown in Figure 6.2

and Figure 6.3. As shown in theory, the point-to-point method only tracks a subset of

points and therefore leads to superior results in terms of error norm as confirmed in Fig-

ure 6.3. It yields low errors norm and almost reaches zero error after 4 trials in total.

FIGURE 6.3: Monotonic convergence result for Point-to-Point ILC.

6.3 Comparative Analysis of Novel ILC Algorithm

6.3.1 Point-to-Point Gradient ILC

In this subsection, the Gradient point-to-point ILC is holding a similar method to the

standard gradient-based ILC. However, the former represents real life scenarios in the

requirement of tracking (i.e., not all points in the reference tracking are necessarily im-

portant, only specific points are required). Moreover, disturbance is implemented before
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the system model for more real-life scenarios. The distribution is normal for disturbance

injections at 5% of the respective input value. The error for attitude is elucidated in

Figure 6.4 and Figure 6.5 for standard gradient-based and gradient point-to-point, respec-

tively.

FIGURE 6.4: Convergence result for gradient-based ILC through 1000 iterations.

The Gradient point-to-point method had significantly better performance and able to

reduce the error 60 times of improvement than a standard gradient-based ILC as illustrated

in Figure 6.5. However, the standard gradient-based ILC is only capable of achieving

in half of the error norm after 500 iterations for roll and pitch angles as illustrated in

Figure 6.4. Accordingly, the gradient point-to-point method is held a drastic improvement

to reach the error norm, for example the roll with 0.15634 as illustrated in Figure 6.5.

To evaluate system performance in the hybrid structure in term of convergence, input

norm and robustness properties, the simulation results are conducted between gradient

point-to-point against the gradient-based method through (1) their own merits and (2)

hybrid structure combined with LQR controllers.

Accordingly, more than one feedback controller has been applied, and the observa-

tions have been adopted as follows:-

1. In the case of PID merging, the performance was similar in both algorithms, but

with a higher number of iterations on a gradient-based ILC.
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FIGURE 6.5: Convergence result for gradient point-to-point ILC through 1000 iterations.

2. In the case of LQR merging, the performance was significantly superior in a gradi-

ent point-to-point algorithm, in particular, it was able to (i) reduce the error norm

and (ii) diverges in the first 5 iterations, as illustrated in Figure 6.6 and Figure 6.7.

3. In the case of gradient-based ILC with LQR merging, the maximum single value

ΦG(ΦG)T was not reduced monotonously due to trace the entire reference.

4. In the case of gradient point-to-point with LQR merging, the maximum single value

ΦG(ΦG)T was reduced monotonously due to fewer points to track.

FIGURE 6.6: Monotonic convergence result for gradient-based ILC with LQR.
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FIGURE 6.7: Monotonic convergence result for gradient point-to-point ILC with LQR.

The convergence rates as illustrated in Figure 6.7 are confirming that the final error

norm after 1000 trials is achieved at 0.00805 with fewer points, while the performance as

illustrated in Figure 6.6 confirms higher error norm and slower convergence at final error

norm equal 1.2372. In general, these characteristics lead to the effect of (i) uncertainty

and (ii) increased learning transients, when the plant has to keep track of additional points.

Table 6.1 confirms that the results for standard gradient-based amid the presence of

disturbances having somewhat more freedom to track all second reference points after

using ILC + LQR but with a very minor divergence. While the pitch, roll and yaw angles

are converging quickly in case of gradient point-to-point ILC + LQR. This enhances the

ability of point-to-point algorithms to efficiently track critical and selected points in a

real system where they have a benefit in (i) allowing more freedom and (ii) significantly

reducing the divergence.

6.3.2 Point-to-Point Feed-forward NOILC

In this subsection, the current extension of the point-to-point NOILC with the arrange-

ment of a feedback demonstrates a similar properties to NOILC (non-point-to-point struc-

ture). However, current point-to-point extension algorithms for NOILC are significantly
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TABLE 6.1: Simulation results for 1000 trails with and without hybrid structure

Controller

No Feedback

without disturbance

(50 to 500)

No Feedback

without disturbance

(500 to 1000)

LQR

with disturbance

(50 to 500)

LQR

with disturbance

(500 to 1000)

Standard

Gradient ILC

||eφ || f inal 1.048 0.4928 1.2372 1.2372

||eθ || f inal 1.051 0.49846 1.2333 1.2333

||eγ || f inal 1.046 1.0771 3.779 3.7788

Gradient

Point to Point

ILC

||eφ || f inal 0.2609 0.15634 0.01044 0.00805

||eθ || f inal 0.2432 0.15799 0.01038 0.00803

||eγ || f inal 1.026 0.9791 0.06559 0.05005

superior at tracking a specific desired point, and decrease the error for attitude and with-

added noise. Therefore, similar reference signal is applied to track only the specific states,

yr, using update equation (6.21) with R = I and Q = I in the point-to-point NOILC with

feedback case of subsection 6.2.4 are used and illustrated in Figure 6.1.

The formulation of ILC demonstrates through an either a 1-dimensional (1D) or 2-

dimensional (2D) that were conducted in chapter 5 and chapter 6 in section 6.3 over (i)

a finite time interval (ii) a series of trials. The analytical approaches are still dealing

with tracking, and convergences in one dimension either time or trial number, thus it is

important to investigate the convergences in the 3D development. Therefore, the ILC is

described in a 2D or 3D as illustrated in Figure 6.8 and Figure 6.9. The first dimension is

time (or samples in discrete problems) or in the input delay, the second dimension is the

trial number, and the attitude error for 3DOF.

However, the required time cannot be observed in case of transition between each

specific point as well as input delay. These are two important factors to achieve high

tracking performance in the real application using extended algorithms. Accordingly,

the results in Figure 6.8 and Figure 6.9 illustrate the property of convergence in the 3D.

Hence, the performance of extended ILC algorithms is characterized a significant decrease

and then the final error value is maintained with less time within 1000 iterations, while a

small value of the input delay is observed. The value is relatively acceptable in the case
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FIGURE 6.8: Tracking error surface with convergence using the gradient point-to-point ILC

FIGURE 6.9: Tracking error surface with convergence using the point-to-point feed-forward
NOILC

of gradient point-to-point ILC and relatively less in the case of point-to-point NOILC.

Clearly, the point-to-point with the structure of (feed-forward NOILC, graded-based)

are proving an enabling technology in maintaining a very good (i) trajectory tracking,



CHAPTER 6. EXTENDED POINT TO POINT ILC 137

and (ii) convergence speed while minimizing disturbance effects for multirotor control

for OPL inspection.

6.4 Conclusions

The suggested point-to-point with the structure of (feed-forward NOILC, gradient-based)

have been formulated and extended properties to encompass this standard ILC framework

gradient-based and norm optimal in which the performance improves significantly to the

problem of tracking in the OPL inspection. The point-to-point with the extended structure

are proving an enabling technology in maintaining a very good (i) trajectory tracking, and

(ii) convergence speed while minimizing disturbance effects.

All the point-to-point controllers starting from gradient-based to feed-forward NOILC

highlight the impact of LQR in a combination with the new structure. In addition, relaxing

the tracking demand, is produce faster, more robust algorithms while using less input

effort. For example, the ILC benefits of a point-to-point gradient after extended are: (i)

holding a similar property of the standard gradient-based (ii) enhanced the ability to track

a specific points are required in OPL. The results of the simulations with and without an

external disturbance show the proposed ILC performance for the two methods to enabling

it for real life scenarios in OPL inspection. These results confirm the validity of the

theoretical predictions elucidated in both chapter 5 and chapter 6.

Finally, the ILC algorithm was introduced by the proposed ILC point convergent prop-

erty from 2D and 3D perspective. These results demonstrate a new tool for follow-up ILC

development by the observed transition between each specific point as well as input de-

lay. This confirms the expected potential to achieve high tracking performance in the real

application using extended algorithms.



Chapter 7

Conclusions and Future Work

This chapter summarises the analysis and limitations found in the three main areas of

the thesis (overhead power lines, ILC frameworks, trajectory tracking) and then goes on

to discuss their implications. It also elucidates future work that will be undertaken to

develop a prototype of the overall system in a laboratory environment.

7.1 Conclusion

In recent years, Unmanned Aerial Vehicles have emerged as an efficacious means of tack-

ling and monitoring faults in overhead power lines. This thesis addresses the existing

unmet potential within the automate ILC frameworks trajectory tracking formation for

conductors, pylons, and power components amid the presence of wind disturbances and

severe noises, which have elicited significant research interest in the recent past.

In Chapter 2, various aspects of research into Unmanned Aerial Vehicles (UAV) have

been reviewed. The current design limitations of quadrotors have been extracted and a

comparison of their merits has been undertaken via characteristics such as power, control,

payload, manoeuvrability, stationary flight, speed, vulnerability, endurance, miniaturiza-

tion, indoor usage, and the ability to accomplish several tasks in civil areas such as mon-

itoring transmission lines. With regard to the tracking of electrical transmission lines, a

review was conducted to access the methods of faults inspection in terms of types of error.

138
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According to these findings, most faults on the electrical network system are LG faults

occurring on 220 and 330 kV transmission lines with a range of 92 %. This means that it

is difficult to identify faults and that current technologies are insufficient. In this regard,

the potential of quadrotor technology has largely remained unexploited.

According to the first and second objectives, the attempts comprising task-specific

approaches for the inspection of power lines, insulators, transition, modelling quadrotor,

and current control approaches, respectively were discussed in Chapter 2 and Chapter 3.

For power line inspection, the review demonstrated that the UAV needs to fly relatively

close to the lines to take detailed images of the physical condition of the conductor or

farther away, before using additional sensors and larger cameras, which, in turn, require

larger, heavier, more complex, and more expensive UAVs. Chapter 3 was provided an

established design of a modelling quadrotor and current control approaches in order to

highlight limitations and areas of potential exploitation which was utilized later in Chap-

ter 5 and Chapter 6 for a final solution to perform transition and horizontal trajectory. This

was led to more understand of the new application related to the constraints of power lines

are more challenging and unique conditions and different from a conventional application

such as manufacturing where the ILC has been used as well as identified a nonlinear ILC

design as an enabling technology for a 6-DOF quadrotor in OPL inspection. Therefore,

this requires expensive equipment and fine control of the camera. Moreover, more accu-

rate motion control and faster flight times as well as ability to perform transition tasks via

trajectory tracking.

To meet the first and second objectives in which the design, implement, and evaluate

optimal ILC algorithms, namely Gradient-based and Norm Optimal for a UAV model.

A novel method of optimal ILC approaches based on nonlinear MIMO systems with a

two-loop structure were formulated in Chapter 4 and Chapter 5. The first loop was ad-

dressing the system lag and another was tackling the possibility of a disturbance com-

monly encountered when inspection of OPL. The improved method is contributing to

good trajectory tracking and very good convergence speed while minimizing exogenous
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disturbances with an 89% and 86.7% improvement in error reduction compared to PID

and nonlinear BCT, respectively. Moreover, the develop design was include a novel tun-

ing method for βnew variation for nonlinear MIMO systems as seen in (Algorithm 5.55),

(Algorithm 5.57), (Algorithm 5.60). All the tuning methods were formulated and applied

to the problem of reference tracking implemented and successfully validated. Therefore,

the first and second objectives of this research was successfully met.

Referring to the third objective of this research, a several new algorithms (PID-type,

gradient-based, norm optimal) designs for nonlinear systems were extended to a novel

Newton method based ILC, but embed greater freedom in updating the permissible struc-

ture. The work in Chapter 4 significantly derived the various ILC convergence condition

and control effort comprising non model based (P, D and PID-type) (Algorithm 4.12), (Al-

gorithm 4.14) and model based (Gradient descent, and Norm optimal and Newton-Based)

ILC framework (Algorithm 4.33) to maintain precise tracking as well as generalisation

of Newton method based ILC to generalise linear ILC forms instead of simply employ-

ing inverse ILC. In addition to proving the potential of extended ILC, the experimental

results show that PID performs poorly when trying to make the trajectory more com-

plicated, which is why PID is used as a baseline with backstepping and compared with

different ILC forms such as Proportional-type, Derivative-type, Gradient, Norm Optimal,

and Newton Method. This generalized ILC algorithm illustrated how the Newton method-

based techniques can be integrated with OPL inspection to expand the problem scope in

term of tracking trajectory. Moreover, it was provided superior more accurate motion

control with disturbance where baseline feedback controllers were introduced in term of

SD and SEM. Furthermore, a faster flight times (to maintain a low error norm in 8s for

100 iterations) with the best automatic tuning weighting matrix Q with a 0.1. Therefore,

the first and second objectives of this research was successfully met.

As mentioned in third and final objective, a new further extensions of point-to-point

ILC for OPL inspection under more extreme external environmental disturbances such

as strong winds was accomplished in Chapter 6. The novel controller's purpose is to ad-
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dress the repeated disturbance at each trial as well as a real application scenario where

inevitably the exists a non-periodic random disturbance in the measured error signal. In

Chapter 5, both P and D-type ILC show limitations in practical application, such as un-

guaranteed monotonic convergence and increased sensitivity to noise caused by derivative

action. With regard to gradient ILC, it shows better tracking but there are fluctuations in

some iterations, although the performance remains good. Furthermore, NOILC exhib-

ited accurate experimental results with good convergence during the first eight iterations.

However, it was revealed that both gradient ILC and NOILC can be improved using point

to point ILC in Chapter 6. The application has been extended to more than 2-D systems

analysis to the convergent property of the proposed ILC law by applying a 3-D analy-

sis approach, thus supplying a new tool for follow-up ILC development as illustrated in

Chapter 6.

In this thesis, all point-to-point ILC algorithms proposed have solid theoretical deriva-

tions, and are able to track significantly only at certain points of the reference in com-

parison to the standard gradient descent algorithm with LQR control for 1000 iterations.

According to the findings, the proposed point-to-point (gradient descent and feed-forward

NOILC) with a hybrid LQR algorithms exhibit a greater speed, thus allowing for greater

freedom of tracking point and anticipating robustness. However, it is imperative to ascer-

tain the practical performance of the tracking in more complicated scenarios, especially

in cases of snow accumulation and random disturbance winds.

The next step entails adding auxiliary elements to the quadrotor system. Therefore,

additional sensors have been considered and contribute to an effective/robust system when

combined with vision. In terms of control, existing quadrotor approaches are not imper-

vious to limitations. In particular, very few benefits are known to accrue from learning

over experience. Achieving inspection using quadrotors implies preparing better control

systems, developing image processing, and combining them with the leading hardware.

By reviewing controllers, it is apparent that ILC is an under-researched technique which

will be employed first.
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7.2 Research Impact

This subsection will discuss the potential impact in terms of enabling ILC technology that

has been developed through this thesis and potential impact on quadrotor control for OPL

inspection, other repetitive inspection tasks (bridges, border and security fence integrity,

gas pipeline inspection etc), autonomous recharging strategies and COVID-19 pandemic.

7.2.1 ILC Framework and OPL Inspection

From the findings (experimental of optimal ILC + simulation of extended point-to-point

ILC) shows that the ILC approaches including a simple structure controller for ILC which

have been presented in discrete-time. These controllers require a tuning gain matrix and in

one case a delay-time constant, and do not require an explicit model. This simplicity aid-

s/impact usability but necessarily degrades performance. Also, the findings clearly shown

after validation and implementation the NOILC has shown superior performance in terms

tracking performance. Furthermore, NOILC controllers proposed here have demonstrated

significant improvement over the G-ILC regarding error reduction and monotonic conver-

gence with and without an external disturbance for the two methods.

In particular, the development of control method based on an extended ILC have po-

tential impact also to be applied easily for inspection power system such as towers, cable,

or fitting in the presence of external disturbances without affecting the tracking process,

which justifies the fact that ILC algorithm have good performance and has smoother tran-

sitions in a way of tracking this type of reference. These confirm the theoretical predic-

tions given in this research project. The new findings shows that the expand ILC (i.e.,

point-to-point with hybrid controller) to specify tracking points, for instance, through a

straight conductor for an electrical overhead conductors monitoring-task have more effi-

cient and rapid convergence in the case of critical points. Also, this is significantly clear

when applied the 3-D analysis approach to the convergent property of the proposed novel

ILC it is show more details follow-up ILC development.
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7.2.2 Other Repetitive Inspection Tasks

The ILC technology developed in this thesis will have an impact of improving the tran-

sient response performance of the system which runs frequently over a specified period

of time until perfect tracking is achieved for different repetitive inspection applications

such as bridges, border and security fence integrity, gas pipeline inspection due to the

similarity in tasks. This project has impact on introducing a real-time quadrotors to per-

form health inspection of repetitive applications compared to traditional approaches. In

addition, ILC approaches demonstrate a greater ability to transition between one specific

point to another with faster and less control effort, this will have significant impact in a

similar repetitive task. Furthermore, the ILC approach in this thesis has (i) requires less

calculation, (ii) requires less a prior knowledge about the system dynamics, which will be

a great impact to implement on real system such as gas pipeline inspection.

7.2.3 Autonomous recharging strategies in OPL

From the development the ILC in this thesis, the UAV-based inspection method will save

energy, simplify access to mostly damage items on OPL, reduce inspection costs due

to using accurate control approaches and less depend on expensive sensors, and auto-

mate the inspection process. However, automation of the inspection process still cannot

achieve full automation, and with compromised performance due to the battery capacity

of a medium scale drone that limits their travel distance and mission duration. The ex-

tended point to point ILC will be the most feasible and reliable technique to provide (i)

stability pose of quadrotor and (ii) prolonged UAV’s mission duration via learning term

from mistakes during the charge UAV from power lines.

7.2.4 COVID-19 Pandemic

Finally, as the world changes in light of the COVID-19 outbreak, it is also time for ef-

fective and proportionate change in these new circumstances. Moreover, Integration of



CHAPTER 7. CONCLUSIONS AND FUTURE WORK 144

technological solutions such as UAVs in the power system will have a profound impact

on mitigating the impact of COVID-19. Since it is a technology that does not depend on

social communication and are restricted by the non-contact sensing technologies. ILC is

a solution that demonstrates a great potential and opens the doors to a more independent

world, which of course increases the industry attractiveness of a comprehensive inspec-

tion system.

7.3 Future Work

The gradient ILC approach has not previously been applied in conjunction with vision

based sensing, which is why there is substantial novelty in this area. The ILC gradient

based method has been selected for investigation due to its attractive robustness proper-

ties, and the simplicity of application to nonlinear dynamics. New forms of ILC, which

learn repeated manoeuvres that can occur asynchronously at any order, will be derived.

Techniques to reduce the tracking error will include NOILC and Newton Method based

ILC. In the medium-term, the thesis will focus on selection lightweight and high quality

camera. For example (LiDAR,CMOS,PTZ), the purchase time will be given sufficient at-

tention during this work, along with the implementation and benchmarking of controllers

for the quadrotor using ultra-sound sensors to track obstacles and to control its altitude.

Highest priority will be accorded o calibrate sensor and test low-cost, light-weight sen-

sors. Then, the emphasis will be placed on investigating edge detection detection tech-

nique to identify simple classes of faults (such as missing phase lines).

The long-term future work of the project comprises the future development and ex-

perimental evaluation of the quadrotor system. Finally, at the end of the this project,

a low-cost,weight and energy of portable hardware will be integrated with image pro-

cessing methods for fault finding on the HV electricity grids to reduce time and cost for

autonomous monitoring of overhead faults. In light of this system, the elements will col-

lectively provide an integrated system capable of tracking faults on overhead power line



CHAPTER 7. CONCLUSIONS AND FUTURE WORK 145

with good performance.

Future works will include a development and evaluation of both the vision algorithms,

such as spatial tracking, and flight controller based on ILC Point to Point used in the final

solution. Due to the required processing power, a Raspberry Pi will be used to perform

all these calculations and dispatch commands to the four motors using Communication

Interface (ACI in C). In this regard, it will be necessary to integrate the additional hard-

ware into the UAV. This can be accomplished by powering the Raspberry Pi off the LiPo

battery pack. As the Pi works off 3.3V, methods to step down the voltage will be required.

Given as a theoretical solution, it is supported with tests that ensure its feasibility.

Moreover, in practical power systems, inspection usually require UAV to track other

components which normally remain hidden with the level of ground such as grounded

cables, and optimization of multiple cost functions. In future works, the design framework

will be generalized and ILC approaches will be explored to carry out the new targeting

task and multiple cost function by adopting the Pareto optimization as a trade-off in the

total cost function.



Appendix A

Background on Kinematics and

Dynamics

A.1 Rotation Matrices

We begin by considering the two coordinate systems shown in Figure 1.

FIGURE A.1: Rotation in 2D

The vector p can be expressed in both the F0 frame (specified by (î0; ĵ0; k̂0)) and in

146
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the F1 frame (specified by (î1; ĵ1; k̂1)). In the F0 frame we have

p = p0
x î0 + p0

y ĵ0 + p0
z k̂0.

Alternatively in the F1 frame we have

p = p1
x î1 + p1

y ĵ1 + p1
z k̂1.

Setting these two expressions equal to each other gives

p1
x î1 + p1

y ĵ1 + p1
z k̂1 = p0

x î0 + p0
y ĵ0 + p0

z k̂0.

Taking the dot product of both sides with î1 , ĵ1, and k̂1 respectively, and stacking the

result into matrix form gives

p1 =

p1
x

p1
y

p1
z

=

 î1 · î0 î1 · ĵ0 î1 · k̂0

ĵ1 · î0 ĵ1 · ĵ0 ĵ1 · k̂0

k̂1 · î0 k̂1 · ĵ0 k̂1 · k̂0


p0

x

p0
y

p0
z

 .

From the geometry of Figure 1 we get

p1 = R1
0 p0

where

R1
0 =

 Cθ Sθ 0
−Sθ Cθ 0

0 0 1


The notation R1

0 is used to denote a rotation matrix from coordinate frame F0 to co-

ordinate frame F1. Proceeding in a similar way, a right-handed rotation of the coordinate

system about the y-axis gives
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R1
0 =

Cθ 0 −Sθ

0 1 0
Sθ 0 Cθ


and a right-handed rotation of the coordinate system about the x-axis resultes in

R1
0 =

1 0 0
0 Cθ Sθ

0 −Sθ Cθ


The matrix R1

0 in the above equations are examples of a more general class of rotation

matrices that have the following properties:

P.1. (Rb
a)
−1 = (Rb

a)
−T = Rb

a.

P.2. Rc
bRb

a = Rc
a.

P.3. det Rb
a = 1.

In the derivation of Equation (1) note that the vector p remains constant and the new

coordinate frame F1 was obtained by rotating F0 through a righted handed rotation of

angle θ .

We will now derive a formula, called the rotation formula that performs a left-handed

rotation of a vector p about another vector n̂ by an angle of µ . The vector p is rotated, in

a left-handed sense, about a unit vector n̂ by an angle of µ to produce the vector q. The

angle between p and n̂ is φ . By geometry we have that

q = ~ON + ~NW + ~WQ :

The vector ~ON can be found by taking the projection of p on the unit vector n̂ in the

direction of n̂:

~ON = (p · n̂)n̂.

The vector ~NW is in the direction of p – ~ON with a length of NQcos µ . Noting that

the length NQ equals the length NP which is equal to
∥∥∥p – ~ON

∥∥∥ we get that
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FIGURE A.2: Left-handed rotation of a vector p about the unit vector n̂ by an angle of µ to obtain
the vector q.

~NW =
p− (p · n̂)n̂∥∥∥p− (p · n̂)n̂

∥∥∥NQcos µ = (p− (p · n̂)n̂)cos µ

The vector ~WQ is perpendicular to both p and n̂ and has length NQsin µ . Noting that

NQ =
∥∥∥p
∥∥∥sinφ we get

~WQ =
p× n̂∥∥∥p
∥∥∥sinφ

NQsin µ =−n̂× psin µ

Therefore Equation (2) becomes

q = (1− cos µ)(p · n̂)n̂+ cos µ p− sin µ(n̂× p)

which is called the rotation formula.

As an example of the application of Equation (3) consider a left handed rotation of a

vector p0 in frame F0 about the z-axis as shown in Figure 3. Using the rotation formula

we get
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FIGURE A.3: Rotation of p about the z-axis.

q0 = (1− cosθ)(p · n̂)n̂+ cosφ p− sinφ n̂× p

= (1− cosφ)p0
z

0
0
1

+ cosφ

p0
x

p0
y

p0
z

− sinφ

−p0
y

p0
x

0



=

 Cφ Sφ 0
−Sφ Cφ 0

0 0 1

 p0

= R1
0 p0

Note that the rotation matrix R1
0 can be interpreted in two different ways. The first

interpretation is that it transforms the fixed vector p from an expression in frame F0 to an

expression in frame F1 where F1 has been obtained from F0 by a right-handed rotation.

The second interpretation is that it rotates a vector p though a left-handed rotation to a

new vector q in the same reference frame. Right-handed rotations of vectors are obtained
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by using (R1
0)

T .

A.2 Quadrotor Coordinate Frames

For quadrotors there are several coordinate systems that are of interest. In this section we

will define and describe the following coordinate frames: the inertial frame, the vehicle

frame, the vehicle-1 frame, the vehicle-2 frame, and the body frame.

The inertial frame F i

The inertial coordinate system is an earth fixed coordinate system with origin at the

defined home location. As shown in Figure 4, the unit vector îi is directed North, ĵi is

directed East, and k̂i is directed toward the center of the earth.

FIGURE A.4: The inertial coordinate frame.

The vehicle frame Fv

The origin of the vehicle frame is at the center of mass of the quadrotor. However, the

axes of Fv are aligned with the axis of the inertial frame F i. In other words, the unit vector

îv points North, ĵv points East, and k̂v points toward the center of the earth, as shown in

Figure 5.

The vehicle-1 frame Fv1

The origin of the vehicle-1 frame is identical to the vehicle frame, i.e, the the center



APPENDIX A. BACKGROUND ON KINEMATICS AND DYNAMICS 152

of gravity. However, Fv1 is positively rotated about k̂v by the yaw angle ψ so that if

the airframe is not rolling or pitching, then îv1 would point out the nose of the airframe,

ĵv1 points out the right wing, and k̂v1 is aligned with k̂v and points into the earth. The

vehicle-1 frame is shown in Figure 6.

The transformation from Fv to Fv1 is given by

pv1 = Rv1
v (ψ)pv,

where

Rv1
v (ψ) =

 Cθ Sθ 0
−Sθ Cθ 0

0 0 1


The vehicle-2 frame Fv2

The origin of the vehicle-2 frame is again the center of gravity and is obtained by

rotating the vehicle-1 frame in a right-handed rotation about the ĵv1 axis by the pitch

angle θ . If the roll angle is zero, then îv2 points out the nose of the airframe, ĵv2 points

out the right wing, and k̂v1 points out the belly, a shown in Figure 7.

The transformation from Fv1 to Fv2 is given by

pv2 = Rv2
v1(θ)pv1,

where

Rv2
v1(θ) =

Cθ 0 −Sθ

0 1 0
Sθ 0 Cθ


The body frame Fb

The body frame is obtained by rotating the vehicle-2 frame in a right handed rotation

about îv2 by the roll angle φ . Therefore, the origin is the center-of-gravity, îb points out

the nose of the airframe, ĵb points out the right wing, and k̂b points out the belly. The
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body frame is shown in Figure 8.

The transformation from Fv2 to Fb is given by

pb = Rb
v2(φ)pv2,

where

Rv2
v1(φ) =

1 0 0
0 Cφ Sφ

0 −Sφ Cφ





Appendix B

Modelling and Parameter Identification

Some of the model parameters are easy to measure, such as the mass of the quadrotor

and the arm length this quadrotor shown in Figure B.1 . In order to identify the thrust

drag coefficient, the construction of a test bed is necessary. The inertia matrix, rotational

and translational drag coefficients can be approximated by calculation, where some sort

of measurement must be done. We shall start by identifying the airframe rigid-body pa-

rameters and then move on to the rotors.

FIGURE B.1: Quadrotor system in the lab for testing purposes

154
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A test bed, designed for analysing the motor’s performance and enabling controller

tuning, is constructed from steel and finished in black paint and bearings, so that it allows

three DOF of rotation. Steel tube was chosen as it was easy to obtain and allows for

reconfiguration of the test bed if required, also it is solid and give the structure bed more

strength to avoid effect of vibration which happen when in case of testing the controller

of quadrotor.

Steel tube was selected because of its easy availability and high density gives the rig

stability and rigidity. The UAV is secured in place with a spherical rolling joint. The de-

sign of the test bed is shown in and Figure B.2, the quadrotor sits in-top and connected by

bearing (Spherical Rolling Joints), this type of bearings is expensive due to have features

include, high precision in which the movable part has less frictional resistance due to its

rolling joint structure under reload, achieving high precision, provide multiple degrees of

freedom this is due to superfine inner spherical machining technology.

FIGURE B.2: Quadrotor system in the lab for testing purposes
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B.1 Aerodynamic Parameters

The dynamics of quadrotor s during aerodynamic effects have been studied to build a

robust system which takes aerodynamic dynamics is to consideration. However, many

studies have neglected aerodynamics due to the fact that their focus is only on stability

during hovering. However, in the case of flight trajectories and flight manoeuvres, these

aerodynamic phenomena can significantly impact the overall quadrotor’s dynamics [135].

Many researchers have stressed the importance of dealing with the full nonlinear dy-

namics of the quadrotor. There is another phenomenon that appears clearly which is called

the “ground effect”, this happens when a rotor operates near the ground and this effect can

be observed when the quadrotor is driven away from the ground by a thrust augmenta-

tion. This force pushes from the ground and is related to a reduction of the induced airflow

velocity [137].

B.1.1 Thrust Factor

To relate rotor command input to the torque and force terms appearing in dynamics (3.1),

a representation of the actuator characteristics is needed. Quadrotors movements such

as, hovering, take off, landing and trajectory tracking are conducted by controlling the

actuator demand signal since the actual rotors are fixed and cannot be tilted [131]. There

are two types of propellers that are used mostly in UAVs. The first type is called the “fixed-

pitch” propellers and the second type is the variable-pitch propellers. For fixed-pitch

propellers, in Figure 3.2 only change in the angular velocity will produce an adjustment

of the thrust force, and in this case the angle of attack of propellers is constant. On

the contrary, the angle of attack of propellers is changed in the case of “variable-pitch”

propeller [132]. Fixed-pitch propellers are characterized by mechanical and aerodynamic

simplicity as well as low production and maintenance costs compared to the variable-

pitch ones. However, the advantage of the variable type is the ability to handle aggressive

manoeuvres based on the complex underlying mechanics it utilises [133].
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The thrust fi and torque Ti produced by the ith motor propeller system can be defined

as a function of rotor speed in general terms

Fb = bω
2 (B.1)

The AscTec Hummingbird is chose as the experimental test platform. This quadrotor

is popular, has good performance and is light-weight maneuverable. It has a payload of

200 g and a flight endurance of nearly 20 min. The aircraft component frame is made

out of balsa wood and carbon fiber. The vehicle is powered by four brushless DC mo-

tors running off an 11.1V Lithium Polymer (LiPo) battery pack. It is equipped with an

accelerometer, pressure sensor, magnetic sensor, gyros, and GPS module. These can pro-

vide the vehicle state. The test setup can be seen in Figure ??.

Fb =
282.6F
169.4

=
282.6Mexpg

169.4
= 16.4Mexp (B.2)

b = 9.19×10−6Ns2 (B.3)

B.1.2 Drag Factor

The relation of propeller angular velocity to the force generated perpendicular to the thrust

is called drag factor. From this relationship, it can distinguish the similar to the trust

factor. However, the drag factor is numerous lower relatively compare with the effective

fan. Because of the contribution between the equations of motion and thrust factor, there

is a near version of the code element theory that can be employed within.
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B.2 Dynamics of Motor

The motor and controller are concentration a black box system; the data-sheet of the motor

is not publicly available and the control algorithms running on the ESCs are proprietary. In

order to determine their dynamics system identification is utilised. A series of random step

inputs were fed to the motor controller and the response recorded as shown in Figure 5.4 .

The response was measured using the motor feedback values read from the LL processor.

The system identification toolbox in MATLAB was used in order to fit a transfer function.

A first order model was first generated, however it exhibited a poor fit to the estimation

data. The second order representation in (5.29) provided a confidence of 75% which can

be seen in Figure 5.4, which was deemed acceptable.

1.763s+4.67
s2 +24s+4.62

(B.4)

B.3 Equation of Motion Parameters and Derivation

Some of the model parameters are simple to evaluate using a scale, or a ruler, in particular,

the mass of the quadrotor and the arm length.

Six physical parameters (m,L, Ixx, Iyy, Izz and Jp) are required to populate the system

model found in the equation (3.18) to (3.23), because the system will remain only confined

to the quadrotor in the general form. Therefore, these parameters are allocated to the

AscTech Hummingbird. The moments of inertia around the quadrotors inertial frame,

the moment of inertia of the rotor, the length of the quadrotor arm and the mass of the

quadrotor. Table B.3 and Table B.1 show the standard formulae that have been used in the

calculations and Table B.2 shows the weight of the separate components:

Beam:
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TABLE B.1: Parallel and perpendicular axes theorems

Parallel Axis Theorem
If a body has a moment of inertia Icm about

its centre of mass then its inertia about
a parallel axis a perpendicular distance r away is given by:

I = Icm +mr2

Perpendicular Axis Theorem
If x, y and z are perpendicular to each other with

the body lying in the xy plane then:
Iz = Ix + Iy

TABLE B.2: Weight of the Hummingbird and components

Component Weight
Hummingbird

(without battery) 402.5g
Battery 159.0g

Frame and Additional
Components 205.0g
Single Boom 10.60g
Single Motor 27.95

Propeller 6.33g

Next find the inertia of one of the cross beams of the quadrotor:

Ih =
1
12

m
(
w2 + l2)= 1

12
(10.60)[(20.0)2 +(170.0)2] = 258.76gcm2

Iw =
1
12

m
(
h2 + l2)= 1

12
(10.60)[(5.0)2 +(170.0)2] = 255.44gcm2

Il =
1
12

m
(
h2 +w2)= 1

12
(10.60)[(5.0)2 +(20.0)2] = 3.75gcm2

(B.5)

Using the parallel axis theorem again results in the inertia about the centre of mass of

the quadrotor as:

Izz beam quad = 258.76+(10.60)(10.5)2 = 1427.13gcm2

Ixx beam quad = 255.44+(10.60)(10.5)2 = 1423.81gcm2

Iyy beam quad = Id = 3.75gcm2

(B.6)

Propellers:

Using a similar model to that for the beam the inertia of the quadrotor may be found to

be:

47×10−6kgm2
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TABLE B.3: Formula for moments on inertia of common shapes

Description Figure Formula

Point Mass Mass m, Distance r from
axis of rotation I = mr2

Solid Cylinder
Izz = mr2

Ixx = Iyy =
1
12m

(
3r2 +h2)

Cuboid

Ih =
1

12m
(
w2 + l2)

Iw = 1
12m

(
h2 + l2)

Il =
1
12m

(
h2 +w2)

Sphere (solid) I = 2m2

5

Central Body Sphere:

The inertia of the central sphere is given by:

Isphere,quad = 25mr2 = 25(381.48)(4.5)2 = 3089.99gcm2 (B.7)

Where r is given as 45mm.

Additional Components:

Finally the inertia of the two point masses representing the additional components carried
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about the x, y and z axes are:

Izz payload quad = 2mr2 = 2[(102.5)(6.0)2] = 7380.0gcm2

Iyy payload quad = 2mr2 +md2 = 2[(102.5)(6.0)2]+ (205)(4.0)2 = 10660gcm2

Ixx payload quad = 0+md2 = (205)(4.0)2 = 3280.0gcm2

(B.8)

Total System:

The total moments of inertia of the system about the three axes required are:

Izz = ∑ Izzabout quad

= Isphere +4Izzmotor quad +4Izzbeamquad + Izz payload

= 18.4×10−3kgm2

Ixx = ∑ Ixxabout quad

= Isphere +2Ixxmotor quad2Iyymotor quad +2Ixxbeamquad2Iyybeamquad + Ixx payload

= 10.7×10−3kgm2

Iyy = ∑ Iyyabout quad

= Isphere +2Ixxmotor quad2Iyymotor quad +2Ixxbeamquad2Iyybeamquad + Iyy payload

= 10.7×10−3kgm2

(B.9)

TABLE B.4: Summary of system parameters

Parameter Value
Ixx 10.7 ×10−3kgm2

Iyy 10.7 ×10−3kgm2

Izz 18.4 ×10−3kgm2

Rotor Izz(Jp) 47 ×10−6kgm2

Quadrotor Mass 0.547 kg
Arm Length 0.168 m

Measured mass and length of arm can be seen below in Figure B.3.
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FIGURE B.3: Experimental for measured mass and length of arm

The system identification of a dynamic system consists of several steps, as shown in

Figure B.4.

The first step is the design of an experiment which will acquire the input/output data

over a time interval. Acquiring data is not trivial and can be very laborious and expensive.

This involves careful planning of the inputs to be applied such that sufficient information

about the system dynamics is obtained. The second step defines the structure of the sys-

tem, for example, the type and the order of the differential equation relating the input to

the output. The third step is identification/estimation, which involves determining the nu-

merical values of the structural parameters, which minimize the error between the system

to be identified, and its model. The estimation method that is used in this research is the

prediction error method. The final step, validation, consists of relating the system to the

identified model responses in the time or frequency domain to instill confidence in the

obtained model. If the identified model is not accepted, a more complex model structure

must be considered, its parameters estimated, and the new model validated.
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FIGURE B.4: Schematic flowchart of the system identification process
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FIGURE B.5: Process of Building Models form Data



Appendix C

Modelling of Quadrotor Dynamics

C.1 Mathematical Modelling of Quadrotor Dynamics

As mentioned in Chapter 3, Euler angles are most commonly used to describe orientation

of a rigid body. Therefore they will be adopted in representation of angles. Also the plus

configuration seen in Figure 3.1 is adopted hence their dynamics are identical to the cross

configuration as discussed previously. The quadrotor structure is presented in Figure 3.1

including the corresponding angular velocities, torques, forces ( fi) and speed (Ωi) created

by the four rotors. This section summaries the derivation of a suitable, widely used,

quadrotor model as introduced in Chapter 3.

FIGURE C.1: The inertial, vehicle, vehicle-1 and vehicle-2 frames of a quadrotor
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The position of the quadrotor is expressed in the inertial frame F i as (x,y,z)T axes

with ξ . The attitude, is defined with three Euler angles η , First frame F i is rotated around

its z by ψ , to produce frame Fv2. Then Fv2 is rotated about its y axis by θ to produce

Fv1. Lastly Fv1 is rotated about its x axis by φ to produce Fv. The frame Fv has the same

orientation as body frame Fb. As defined in Chapter 3, equation (3.2) defines vector q

which contains the linear and angular position vectors

ξ =

 x

y

z

 , η =

 φ

θ

ψ

 , qΘ =

[
ξ

η

]
(F.1)

The origin of the body frame is at the center of mass of the quadrotor. The velocity

(ς ,v,w)T and the angular velocity (p,q,r)T of the quadrotor are defined with respect to

the body frame Fb. Also p is the roll rate measured along îb in Fb, q is the pitch rate

measured along ĵb in Fb, and r is the yaw rate measured along k̂b in Fb.

The transformation from a point pv in Fv to a point pv1 in Fv1 is given by

pv1 = Rv1
v (ψ)pv, where

Rv1
v (ψ) =

Cψ −Sψ 0
Sψ Cψ 0
0 0 1

 (F.2)

in which Sx = sin(x) and Cx = cos(x). Similarly, the transformation from Fv1 to Fv2

is given by

Rv2
v1(θ) =

 Cθ 0 Sθ

0 1 0
−Sθ 0 Cθ

 (F.3)

Finally, the transformation from Fv2 to Fb is given by

Rb
v2(φ) =

1 0 0
0 Cφ −Sφ

0 Sφ Cφ

 (F.4)



APPENDIX C. MODELLING OF QUADROTOR DYNAMICS 167

The transformation from the vehicle frame to the body frame is given by

Rb
v(φ ;θ ;ψ) = Rb

v2(φ)R
v2
v1(θ)R

v1
v (ψ) =

 CψCθ SψCθ −Sθ

CψSθ Sφ −SψCφ SψSθ Sφ +CψCφ Cθ Sφ

CψSθCφ +SψSφ SψSθCφ −CψSφ CθCφ


(F.5)

The positions (x,y,z)T are inertial frame quantities, where velocities (ς ,v,w)T are

body frame quantities. Therefore the relationship between position and velocities is given

by

d
dt

 x

y

−z

= Rv
b

 ς

v

w

= (Rb
v)

T

 ς

v

w



=

CψCθ CψSθ Sφ −SψCφ CψSθCφ +SψSφ

SψCθ SψSθ Sφ +CψCφ SψSθCφ −CψSφ

−Sθ Cθ Sφ CθCφ


 ς

v

w

 (F.6)

where note that rotation matrices are orthogonal thus Rv
b =

(
Rb

v
)−1

=
(
Rb

v
)T , the rota-

tion matrix from the inertial frame to the body frame. The relationship between absolute

angles φ , θ and ψ , and the angular rates (p,q,r)T is defined in Fb the roll angle φ is

defined in Fv2, the pitch angle θ is defined in Fv1, and the yaw angle ψ is defined in the

vehicle frame Fv. Therefore, we need to find the relation between body angular veloci-

ties (p,q,r)T and rate of change of Euler angles (φ̇ , θ̇ , ψ̇)T . Since φ̇ , θ̇ , ψ̇ are small and

noting that

Rb
v2(φ̇) = Rv2

v1(θ̇) = Rv1
v (ψ̇) = I

by using transformations defined in equation (F.7), one can obtain angular velocities

[p,q,r] as follows
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 p

q

r

= Rb
v2(φ̇)

φ̇

0
0

+Rb
v2(φ)R

v2
v1(θ̇)

0
θ̇

0

+Rb
v2(φ)R

v2
v1(θ)R

v1
v (ψ̇)

0
0
ψ̇

 (F.7)

 p

q

r

=

φ̇

0
0

+Rb
v2(φ)

0
θ̇

0

+Rv2
v1(θ)R

b
v2(φ)

0
0
ψ̇

 (F.8)

=

φ̇

0
0

+
1 0 0

0 Cφ Sφ

0 −Sφ Cφ


0

θ̇

0

+
Cθ 0 −Sθ

0 1 0
Sθ 0 Cθ


1 0 0

0 Cφ Sφ

0 −Sφ Cφ


0

0
ψ̇

 (F.9)

=

1 0 −Sθ

0 Cφ SφCθ

0 −Sφ CφCθ


 φ̇

θ̇

ψ̇

 (F.10)

This can be inverted to give

 φ̇

θ̇

ψ̇

=

1 Sφ Tθ Cφ Tθ

0 Cφ -Sφ

0 Sφ /Cθ Cφ /Cθ


 p

q

r

 , (F.11)

in which Tx = tan(x). As illustrated in Chapter 3, the quadrotor is assumed to have

symmetric structure with the four arms aligned with the body x- and y-axes. Therefore,

the inertia matrix has the diagonal form

I =

 ιxx 0 0
0 ιyy 0
0 0 ιzz

 (F.12)

in which ιxx = ιyy.



APPENDIX C. MODELLING OF QUADROTOR DYNAMICS 169

C.1.1 Newton-Euler Dynamic Formulation

As stated in Chapter 3, the formulation of Newton-Euler is most common due to its effi-

ciency. Based on the review of Chapter 3, the quadrotor is assumed to comprise a rigid

body, with 6 DOF dynamic taking into account mass of the body, m [kg] and inertia ma-

trix I. Newton’s laws only hold in inertial frames, therefore Newton’s law applied to the

translational motion yields

m
dν

dti
= F (F.13)

where F is the total applied to the quadrotor, and d
dti

is the time derivative in the inertial

frame. From the equation of Coriolis we have

m
(

dν

dti
+ωb/i×ν

)
= F (F.14)

where ωb/i is the angular velocity of the airframe with respect to the inertial frame. Since

the control force is computed and applied in the body coordinate system, and since ω is

measured in body coordinates, we will express the equation (F.14) in body coordinates,

where vb = (ς ,v,w)T , and ωb
b/i = (p,q,r)T . Therefore, in body coordinates, equation

(F.14) becomes

ς̇

v̇

ẇ

=

rv−qw

pw− ru

qu− pv

+
1
m

 fx

fy

fz

 (F.16)

For rotational motion, Newton’s second law states that

dhb

dti
= T (F.17)
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where h is the angular momentum and T is the applied torque. Using the equation of

Coriolis we have

dh
dti

=
dh
dtb

+ωb/i×h = T (F.18)

where h = Iωb
b/i where I is the constant inertia matrix and

I−1 =


1

ιxx
0 0

0 1
ιyy

0

0 0 1
ιzz

 (F.19)

Recall equation (3.11) in Chapter 3, in which T b can be defining as T b = (τφ ,τθ ,τψ)
T ,

and Fb = ( fx, fy, fz)
T . Therefore, equation (F.18) can be written in body coordinates as

 ṗ

q̇

ṙ

=


1

ιxx
0 0

0 1
ιyy

0

0 0 1
ιzz



 0 r −q

−r 0 p

q −p 0


 ιxx 0 0

0 ιyy 0
0 0 ιzz


 p

q

r

+

τφ

τθ

τψ



(F.20)

=


ιyy−ιzz

ιxx
qr

ιzz−ιxx
ιyy

pr
ιxx−ιyy

ιzz
pq

+


1

ιxx
τφ

1
ιyy

τθ

1
ιzz

τψ


The six degree of freedom model for the quadrotor kinematics and dynamics can be sum-

marized from equation (F.6), equation (F.16),equation (F.20) and equation (F.11) as fol-

lows: ẋ

ẏ

ż

=

CψCθ CψSθ Sφ −SψCφ CψSθCφ +SψSφ

SψCθ SψSθ Sφ +CψCφ SψSθCφ −CψSφ

Sθ −Cθ Sφ −CθCφ


 ς

v

w

 (F.21)

ς̇

v̇

ẇ

=

rv−qw

pw− rς

qς − pv

+ 1
m

 fx

fy

fz

 (F.22)
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θ̇

ψ̇

=

1 Sφ Tθ Cφ Tθ

0 Cφ -Sφ

0 Sφ /Cθ Cφ /Cθ


 p

q

r

 , (F.23)

ṗ

q̇

ṙ

=


ιyy−ιzz

ιxx
qr

ιzz−ιxx
ιyy

pr
ιxx−ιyy

ιzz
pq

+


1
ιxx

τφ

1
ιyy

τθ

1
ιzz

τψ

 (F.24)

Therefore, recalling equation (3.11) it is possible to rewrite equation (3.11) in the general

matrix form

M(qΘ) q̈Θ +B(qΘ , q̇Θ)+G(qΘ) = Γ(qΘ)+ τ(U), (F.25)

Where the inertial matrix and the Coriolis-centripetal matrix

M(qΘ) =



m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 ιxx 0 0
0 0 0 0 ιyy 0
0 0 0 0 0 ιzz


, B(qΘ , q̇Θ) =



0 0 0 0 mż −mẏ

0 0 0 −mż 0 mẋ

0 0 0 mẏ −mẋ 0
0 0 0 0 ιzzψ̇ −ιyyθ̇

0 0 0 −ιzzψ̇ 0 ιxxφ̇

0 0 0 ιyyθ̇ −ιxxφ̇ 0


(F.26)

Next, in the vehicle frame Fv, the gravity force acting on the center of mass is given

by

f v
g =

 0
0

mg


However, since ν in the equation (F.14) is expressed in Fb, we need to transform to the

body frame to give

f b
g = Rb

v f v
g

G(qΘ) = f b
g = Rb

v

 0
0

mg

=

−mgSθ

mgCθ Sφ

mgCθ Sφ

 (F.27)
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From equation (3.12), the gyroscopic effect due to the rotation of the propellers is

Γ(qΘ) =


03×4

Jp

−θ̇

−φ̇

0

Ω

= Jp



0
0
0

Ω1θ̇ −Ω2θ̇ +Ω3θ̇ −Ω4θ̇

−Ω1φ +Ω2φ̇ −Ω3φ̇ +Ω4φ̇

0


(F.28)

Where the Jp is the propeller moment of inertia around its rotational axis. Using

equation (3.1) in Chapter 3, the torque and force due to the angular velocity of the four

propellers can be represented as

fi =CT ρArr2
i Ω

2
i︸ ︷︷ ︸

b

Ti =CDρArr2
i Ω

2
i︸ ︷︷ ︸

d

(F.29)

By using equation (3.1) and equation (F.29), and setting b equal to CT ρArr2
i and d equal

to CDρArr2
i . the control inputs can be defined as:

τ(U) =



l( f2− f4)

l( f1− f3)

T1 +T2 +T3 +T4

0
0

f1 + f2 + f3 + f4


=



0 lb 0 −lb

lb 0 −lb 0
d d d d

0 0 0 0
0 0 0 0
b b b b




Ω2

1

Ω2
2

Ω2
3

Ω2
4



=



0 lb 0 −lb

lb 0 −lb 0
d d d d

0 0 0 0
0 0 0 0
b b b b





0
0

1 1 1 1
0 −1 0 1
1 0 −1 0
1 −1 1 −1


−1

U


(F.30)

in which l is the distance between the rotor and the center of mass of the quadrotor . From
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equation (F.25) and using equation (F.30), equation (F.21) and equation (F.24)

q̈Θ = M(qΘ)
−1(−B(qΘ , q̇Θ)q̇Θ +G(qΘ)+Γ(qΘ)+ τ) (F.31)

the complete dynamic model are

ẍ =
1
m
(cφsθcψ + sφsψ)U1 (F.32)

ÿ =
1
m
(cφsθsψ− sφcψ)U1 (F.33)

z̈ =
1
m
(mg− cφcθ)U1 (F.34)

φ̈ =
1

ιxx

[
lU2 + θ̇ ψ̇(ιyy− ιzz)+ θ̇JPΩr

]
(F.35)

θ̈ =
1

ιyy

[
lU3 + φ̇ ψ̇(ιzz− ιxx)+ φ̇JPΩr

]
(F.36)

ψ̈ =
1
ιzz

[
U4 + φ̇ θ̇(ιxx− ιyy)+ ψ̇JPΩr

]
(F.37)



Appendix D

The Current Electricity Network in UK

D.1 UK’s Electricity Network System

The UK’ electricity network system consists of two layers of electricity networks, Trans-

mission and Distribution (T&D):

• Transmission network: consists of high voltage transmission lines (>132kV in Eng-

land and Wales) [208]. The transmission network is the backbone of the electricity

network system. Transmission networks are typically at 275kV and 400kV.

• Distribution network: consists of low voltage (<132kV) power lines. These are like

the ribs of the electricity system.

Electricity from power stations or other forms of electricity generators for example

offshore wind farms travels down the transmission networks into the distribution net-

works. It then passes through a series of substations to the end customer, as shown in the

Figure D.1. Smaller generators such as medium sized wind farms connect to the distribu-

tion networks. As the electricity passes through each substation the voltage drops until it

is 230V (the voltage used in homes).

174
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FIGURE D.1: The general delivery of electricity in UK

D.2 Various TNOs and DNOs in UK

• Transmission: Electricity transmission assets are owned and maintained by regional

monopoly Transmission Owners (TOs): National Grid Electricity Transmission

plc (NGET) in England, Scottish Power Transmission Limited (SPTL) in southern

Scotland and Scottish Hydro-Electric Transmission Limited (SHETL) in northern

Scotland.

• Distribution: There are 14 Distribution Network Operators (DNOs) owned by seven

different groups 5. There are also four independent network operators who own and

run smaller networks embedded in the DNO networks.

The different network operators are shown in the Figure D.2 below
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FIGURE D.2: The general delivery of electricity in UK

The electricity losses during transmission and distribution increased in 2020. Despite

a fall in the electricity demand, the electricity transmission and distribution losses for 2020

were 27.45 TWh, equating to 9.43% of the total annual consumption. The average annual

electricity losses during transmission and distribution in the UK is 28.59 TWh [209].

The Network Losses Minimization Strategy for both TNOs and DNOs express re-

quirement is to develop approaches to assess losses in the network and develop effective

methods to reduce these losses with the available devices and components in the net-
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FIGURE D.3: Annual electricity transmission and distribution losses in the UK

work [210]. Losses in the UK for both TNOs and DNOs such as the SP Energy Net-

works, Electricity Northwest, Northern Powergrid, UK Power Networks, SSE, Western

Power distribution and NIE are illustrated in Table D.1.

TABLE D.1: Losses in the UK for TNOs and DNOs

Company/Region Transmission or Distribution Losses (%)
UK EDFE EPN Distribution 3.7%

UK CN East Distribution 3.9%
UK CN West Distribution 4.3%

UK Electricity North West Distribution 4.8%
UK CE NEDL Distribution 5.0%

UK WPD S Wales Distribution 5.1%
UK CE YEDL Distribution 5.5%
UK EDFE SPN Distribution 5.6%

UK SP Distribution Distribution 5.9%
UK SEE Southern Distribution 6.2%
UK WP Manweb Distribution 6.6%
UK See Hydro Distribution 8.1%
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