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This study presents incremental correction methods for refining neural network parameters

or control functions entering into a continuous-time dynamic system to achieve improved

solution accuracy in satisfying the interim point constraints placed on the performance output

variables. The proposed approach is to linearise the dynamics around the baseline values of

its arguments, and then to solve for the corrective input required to transfer the perturbed

trajectory to precisely known or desired values at specific time points, i.e., the interim points.

Depending on the type of decision variables to adjust, parameter correction and control function

correction methods are developed. These incremental correction methods can be utilised as

a means to compensate for the prediction errors of pre-trained neural networks in real-time

applications where high accuracy of the prediction of dynamical systems at prescribed time

points is imperative. In this regard, the online update approach can be useful for enhancing

overall targeting accuracy of finite-horizon control subject to point constraints using a neural

policy. Numerical example demonstrates the effectiveness of the proposed approach in an

application to a powered descent problem at Mars.

I. Introduction
State-of-the-art guidance algorithms for entry, descent, and landing (EDL) rely on either a reference tracking or a

predictor-corrector approach. In the reference tracking approach, a reference trajectory is generated offline and stored

on the vehicle guidance system. Because of process noise, measurement noise, and control errors, the actual trajectory

will deviate from the reference. The guidance system is tasked with assigning appropriate control inputs to bring the

vehicle back onto the reference trajectory until some assigned target state. The reference trajectory approach has a rich
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aerospace heritage, having been used for the design of the Apollo [1] and Shuttle [2] entry and descent guidance. The

Apollo powered descent guidance law consists of a polynomial thrust acceleration profile, which has been recently

extended and generalised to fractional polynomials [3].

In the predictor-corrector approach, no reference trajectory is necessary. Instead, the onboard guidance system

predicts the trajectory from the current state estimate to a prescribed final condition. Again because of noise and control

errors, the final state will differ from the target. The guidance system then computes a control input such that the

error between the final and target states is minimized. Predictor-corrector approaches include the Universal Powered

Guidance (UPG) [4] algorithm, Fully Numerical Predictor-corrector Entry Guidance (FNPEG) [5], and Guidance for

Fuel Optimal Large Diverts (G-FOLD) algorithms [6].

Although reference trajectory guidance is well-understood and computationally efficient for onboard implementation,

it suffers from a series of drawbacks. The discrepancy between the dynamical model used in the generation of the

reference trajectory and the actual dynamics experienced by the vehicle will result in a trajectory that is always

sub-optimal. If deviations from the reference trajectory are sufficiently large, the available control authority may not be

sufficient to recover the reference and could result in exceeding critical constraints. In practice, the GN&C system and

actuators are over-designed in order to decrease the risk of failure of the mission, impacting EDL performance metrics

such as landed payload mass and accuracy.

Advances in onboard processing have recently made feasible the onboard implementation of predictor-corrector

guidance algorithms; notably, these are the current state-of-the-art in EDL architectures for crewed missions [7, 8].

By recomputing a nominal controlled trajectory at each guidance cycle, predictor-correctors compute are more robust

to initial dispersions and uncertainty, both dynamical and navigational [9]. Margins on the GN&C system can be

consequently reduced while gaining accuracy and landed payload mass. However, the dynamical model used for the

prediction step is simplified in order to lower the computational cost, which leads to further sub-optimality of the

solution. Most importantly in the context of this work, implementing constraints in either approach is cumbersome and

must be done through ad-hoc analytical manipulations depending on the type of constraint and method. In those cases

in which the guidance law is differentiable, this is generally because it has been derived under (often strict) simplified

assumptions.

Neural policy guidance (NPG) has recently emerged as a novel optimal guidance paradigm [10]. The development

of NPG has been motivated by the expressivity and the representation learning capability of NNs, which have been

applied to the identification and control of dynamical systems. In neural policy guidance, the functional form of the

control law is prescribed as a deep neural network (NN) mapping the vehicle state to the control input, and is a function

of a set of parameters. This neural policy is plugged into the equations of motion following the universal differential

equations approach [11]. The optimal control problem is then recast as finding the set of neural network parameters

generating a control law that minimizes a cost function expressing soft constraints on a final state and propellant or
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control effort; that is to say training the network. The OCP is solved offline, and generates a reference control policy

that is evaluated online by the GN&C system.

The neural policy guidance approach combines several advantages over existing paradigms. Like in direct

transcription methods for the generation of reference trajectories [12], the dynamical model used for training can

be arbitrarily complex, as the training is performed offline and is not constrained by limited onboard computational

resources. In NPG, the constraints expressing the dynamics are automatically satisfied by embedding the NN policy

within the equations of motion. The NPG approach is robust, as the NN policy is a function of the state rather than

being prescribed as a tracked profile like in a reference trajectory approach. The evaluation of the NN policy can be

performed efficiently, as it consists of a sequence of affine transformations (with relatively small matrix sizes) and

elementary nonlinear functions. In addition, the NN policy is an analytical function and can be differentiated easily

through automatic differentiation tools. This is relevant for stochastic guidance approaches in which the sensitivity of

the policy to state deviations and navigation errors is an important consideration.

The class of machine learning models integrating NNs with differential equations provides an essential modelling

paradigm for optimal control using a NN policy. Neural differential equations refers to the combination of NNs with

differential equations [13]. Neural differential equations can be classified depending on the type of differential equations

such as Neural Ordinary Differential Equations (ODEs) [14], Neural Stochastic Differential Equations (SDEs) [15, 16],

and Neural Controlled Differential Equations (CDEs) [17, 18]. Provided that continuous-time dynamic systems are

usually described by Ordinary Differential Equations (ODEs), the model for the closed-loop system controlled with

a NN policy is an combination of NNs and ODEs. Therefore, optimal control using a NN policy needs to deal with

certain form of Neural ODEs.

Recent advances in the theory and tools for Neural ODEs have led to the improvements in the methodology to solve

an optimal control problem using NN policy. The seminal work in [14] introduced Neural ODEs as a continuous-depth

model which replaces a discrete sequence of hidden layers in NNs with ODE solvers. The original motivation for

inventing Neural ODEs model was to parametrise the derivative of the hidden state within a NN as an analogue of the

residual network architecture for deep learning tasks. With the aid of adaptive time-stepping ODE solvers, Neural ODEs

demonstrated benefits including constant memory cost, input-dependent evaluation strategy selection, and explicit

tradeoff between numerical precision and speed through tolerance control. The main applications of Neural ODEs are

time-series modelling [17, 19, 20], continuous normalising flows [14], and modelling and control of physical systems

[21–23].

Various modifications have been proposed to overcome the limitations of Neural ODEs as presented in [14] such as

the class of representable functions, training speed, and stability. To relax learned representations from preservation

of the input space topology, Augmented Neural ODEs presented in [24] lifts the input dimension of Neural ODEs by

zero appending. The capability of Augmented Neural ODEs to learn simpler flows led to better expressivity, enhanced
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stability, and improved computational efficiency. Liquid NN which has a specific structure for parameterisation of ODEs

resembling non-spiking neuron dynamics also provides a more expressive yet scalable alternative to conventional Neural

ODEs [20, 25]. To accelerate training speed, the shortcomings of the naive adjoint method have been addressed in [26]

by introducing an interpolation-based method for efficient approximation of gradients, in [27] by developing a trajectory

checkpointing strategy for more accurate gradient estimation, and in [28] by using appropriate seminorms as stepping

criteria to reduce the number of unnecessary rejections. To enforce stability of Neural ODEs, control-theoretical

structures have been introduced in Stable Neural Flows [29] through the structure of gradient flow on an energy

functional parameterised with NN and in LyaNet [30] by using a Lyapunov loss that penalises violation of an exponential

stability condition.

Despite the progresses made in the machine learning domain for continuous-depth models, the widely-used

methodology for optimal control purpose based on Neural ODEs has shortcomings in problems where a high accuracy

of closed-loop state solution in satisfying given constraints at certain time points is desired. Training of Neural ODEs

typically leverages unconstrained optimisation of NN parameters. The process basically follows gradient descent to

minimise a cost functional that depends on the state solution of ODEs, regardless of the detailed procedure for computing

the gradients [10, 31]. The first-order methods for unconstrained optimisation such as ADAM [32] and NADAM [33]

are widely used. In this setup, one way to train a NN policy for satisfying interim point constraints is to add terms

penalising constraint violation in the objective function. However, this methodology often produces a policy that results

in limited constraint satisfaction accuracy even if the weights multiplied to the penalty terms are very large. This is

mainly because a soft constrained formulation allows increase in the penalty terms as a compromise to improve the

overall objective function. Also, very large weights can cause numerical instabilities that may lead to degraded accuracy

of gradients or even failure of training process due to overflow. For these reasons, the typical training methodology for

Neural ODEs have limitations in enforcing interim point constraints in the state solution.

The aforementioned limitations render the current Neural ODEs training pipeline inappropriate particularly for

aerospace applications. The problem of concern includes the guidance problems for pinpoint landing in planetary

landers and target interception in missiles. Given the knowledge of the system dynamics, the possibility to directly

optimise a feedback policy and the straightforwardness of gradient-descent-based design tools motivate the approach

using Neural ODEs to tackle optimal guidance problems with waypoint and goal point constraints. If successful, direct

policy optimisation can be simpler and more efficient in terms of development effort and in performance than trajectory

optimisation followed by tracking control [34, 35] or continuous online trajectory optimisation [36–40]. It can reduce

the optimality gap due to the necessity of command conversion and the restrictiveness of modelling approximations such

as the inefficiency of classical explicit guidance laws based on linear quadratic regulator under the actual environments

[1, 3, 41]. However, the limited targetting accuracy issue may prevent further exploration of this approach. It is necessary

to overcome the limitation of soft constrained formulation for training Neural ODEs to realise the usefulness of direct
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policy optimisation.

With this background, this work aims to develop methods to enhance the utility of NN policy optimisation in

continuous-time control problems with interim point constraints. In principle, constrained optimisation can be performed

naively for training Neural ODEs subject to constraints. However, it will add complexity to the training process in

finding feasible solutions since the number of decision variables is usually large and the decision variables affect the

state variables only indirectly. Online retraining of a NN policy is also unrealistic not only due to the prohibitively

large amount of computation but also because of the unreliability of nonconvex optimisation done in an on-the-fly

manner. Instead, the proposed approach is to apply incremental correction methods as an add-on second stage to

improve constraint satisfaction accuracy while retaining the current Neural ODEs methodology for training a baseline

policy. This approach takes inspirations from the philosophy of neighbouring optimal control and gradient methods

for trajectory optimisation [42–44]. The proposed approach consists in local linearisation of the system dynamics

around the baseline input values followed by the design of an augmentation for the input to enforce state constraints.

The correction algorithms are developed in both the NN parameter space and the control function space. The online

correction of parameter or control function in addition to the offline training of NN baseline policy will realise a hybrid

offline-online framework combining the benefits of two paradigms: i) the versatility of direct policy optimisation, and ii)

the robustness against uncertainties provided by feedback through online correction. In summary, the proposed methods

can be used as a post-processing step to achieve the state constraints without changing the existing methodology for

training Neural ODEs. Note that the present study does not attempt to entirely replace the existing methods that are used

for constrained trajectory optimisation in many aerospace applications.

The rest of the paper is organised as follows. Section II provides a brief overview of the proposed approach

consisting of baseline policy training followed by incremental correction. Section III presents the derivation of the

incremental correction methods; i) parameter correction method in Sec. III.A, and ii) control function correction method

in Sec. III.B. Section IV demonstrates the efficacy of the incremental correction approach through illustrative examples.

Concluding remarks are summarised in Sec. V.

II. Overview of the Neural Optimal Control Problem
This study considers the problem of designing a NN policy for finite-horizon control of a known continuous-time

nonlinear dynamic system subject to the interim point constraints imposed on the performance output which is linear in
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the state. Mathematical formulation of the problem can be written as follows:

minimise
u(𝑡 )

𝐽 = 𝑇
(
𝑡 𝑓 , x

(
𝑡 𝑓
) )
+
∫ 𝑡 𝑓

𝑡0

𝑆 (𝜏, x (𝜏) , u (𝜏)) 𝑑𝜏

subject to ¤x (𝑡) = f (𝑡, x (𝑡) , u (𝑡)) , x (𝑡0) = x0

z (𝑡𝑖) = Hx (𝑡𝑖) = z𝑖 (𝑖 = 1, · · · , 𝑁)

(1)

where 𝑡, x, u, and z denote the time, the state, the control input, and the performance output, respectively; 𝑇 , 𝑆, f, and H

denote the terminal cost, the stage cost, the known ODE function, and the constant output matrix, respectively; 𝑡0, 𝑡𝑖 for

𝑖 = 1, · · · , 𝑁 , and 𝑡 𝑓 denote the initial time, the set of interim points, and the final time, respectively. Note that 𝑡𝑁 = 𝑡 𝑓

in the usual setup. The overdot notation stands for the time-derivative of a quantity. A NN policy denoted by 𝝅 refers to

a function that gives the control input at each instance 𝑡 as

u (𝑡) = 𝝅 (𝑡, x (𝑡) , 𝜽) (2)

where 𝜽 denotes the vector of NN parameters. Applying constrained parameter optimisation methods for finding the NN

policy parameters cannot straightforwardly solve the problem, since the constraints are imposed on the solution of the

dynamic system rather than on the NN parameters that are embedded inside the differential equations. Also, random

initialisation of the large number of NN parameters is likely to pose difficulties in convergence to a feasible solution

with constrained trajectory optimisation methods which require initial guess for the control input. As a workaround, a

widely-used methodology is to penalise constraint violations through the definition of objective function and exploit the

tools for training Neural ODEs to solve the following problem

minimise
𝜽

𝐽𝑎𝑢𝑔 = 𝑇
(
𝑡 𝑓 , x

(
𝑡 𝑓
) )
+
∫ 𝑡 𝑓

𝑡0

𝑆 (𝜏, x (𝜏) , u (𝜏)) 𝑑𝜏 + 𝑃

(
{Hx (𝑡𝑖) − z𝑖}𝑁𝑖=1

)
+ 𝑅 (𝜽)

subject to ¤x (𝑡) = f (𝑡, x (𝑡) , u (𝑡)) , x (𝑡0) = x0

u (𝑡) = 𝝅 (𝑡, x (𝑡) , 𝜽)

(3)

where 𝑃 and 𝑅 denote the terms introduced for penalisation and regularisation. However, it was observed in numerical

experiments that the achieved targeting accuracy tends to leave room for improvement even when the weights given to

the penalty terms are very large.

This study presents a two-stage approach to improve the accuracy of satisfying the constraints while circumventing

the difficulties in considering hard constraints in NN policy training. Figure 1 shows the schematic diagram of the

proposed two-stage approach. Stage 1 is to train a baseline NN policy 𝝅 which is to find the solution 𝜽∗ for the soft

constrained problem given in Eq. (3). Stage 2 is to find the incremental correction in the NN parameter or the control
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input (which will be denoted by �̃� or ũ in Sec. III, respectively) for the closed-loop dynamics linearised around the

baseline trajectory to satisfy the interim point constraints.

End with 
Updated Control

Problem 
Data

Stage 1 
Train Baseline Policy 

π

Stage 2 
Find Local Correction 

 or θ̃ ũ

Fig. 1 Overview of Proposed Approach

In this study, the continuous-time policy gradient method developed in [10] is utilised for Stage 1. Read-

ers are referred to [10] for the details of the adjoint sensitivity technique and the Julia-based package named

ContinuousTimePolicyGradients.jl [45]. The following section presents two different methods for Stage 2.

III. Incremental Correction Methods
Given the initial state, trajectories of the closed-loop system controlled by a NN policy can be modified to satisfy

performance output constraints by adding specifically designed correction to either the NN parameter or the control

input. Section III.A presents the parameter correction method that finds �̃� , and Sec. III.B describes the control function

correction method that finds ũ (𝑡).

A. Parameter Correction

Consider the continuous-time system dynamics given by

¤x (𝑡) = f𝜃 (𝑡, x (𝑡) , 𝜽) , x (𝑡0) = x0

z (𝑡) = Hx (𝑡)
(4)

where 𝑡, x ∈ R𝑛×1, z ∈ R𝑝×1, and 𝜽 ∈ R𝑙×1 denote the time, the state, the performance output, and the parameter vector,

respectively. In Eq. (4), f𝜃 represents the ODE function with 𝜽 as its decision variable, which is defined by

f𝜃 (𝑡, x, 𝜽) := f (𝑡, x, 𝝅 (𝑡, x, 𝜽)) (5)
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where f is the ODE function that appears in Eq. (1). The performance output is defined as a linear combination of the

state variables that needs to satisfy given constraints.

Suppose that the NN is already trained by minimising an objective function and the optimised parameter vector 𝜽∗ is

given as the result of Stage 1. Let x∗ (𝑡) denote the solution predicted by integrating the ODE model with 𝜽∗ and a given

initial condition x∗0. That is,

¤x∗ (𝑡) = f𝜃 (𝑡, x∗ (𝑡) , 𝜽∗) , x∗ (𝑡0) = x∗0

z∗ (𝑡) = Hx∗ (𝑡)
(6)

for ∀𝑡 ∈
[
𝑡0, 𝑡 𝑓

]
. Consider a small perturbation in both the state and the parameter that can be expressed as

x (𝑡) = x∗ (𝑡) + x̃ (𝑡)

𝜽 = 𝜽∗ + �̃�

(7)

where the tilde notation refers to the perturbed terms. Linearising Eq. (4) around the baseline prediction x∗ (𝑡) and the

baseline parameter vector 𝜽∗ yields

¤̃x (𝑡) ≊ 𝜕f𝜃
𝜕x

����
x∗ (𝑡 ) ,𝜽∗

x̃ (𝑡) + 𝜕f𝜃
𝜕𝜽

����
x∗ (𝑡 ) ,𝜽∗

�̃�

:= A𝜃 (𝑡) x̃ (𝑡) + B𝜃 (𝑡) �̃�
(8)

where the Jacobian matrices A𝜃 (𝑡) and B𝜃 (𝑡) are defined accordingly. The perturbed dynamic system in Eq. (8) is

generally a linear time-varying (LTV) system whose solution can be written as

x̃ (𝑡) = 𝚽 (𝑡, 𝑡0) x̃ (𝑡0) +
∫ 𝑡

𝑡0

𝚽 (𝑡, 𝜏) B𝜃 (𝜏) �̃�𝑑𝜏 (9)

where 𝚽 (𝑡2, 𝑡1) is the state transition matrix for transfer from 𝑡1 to 𝑡2 defined by

¤𝚽 (𝑡, 𝑡0) = A𝜃 (𝑡)𝚽 (𝑡, 𝑡0) , 𝚽 (𝑡0, 𝑡0) = I (10)

Since 𝜽 is a constant perturbation of parameters, Eq. (9) can be rewritten as

x̃ (𝑡) = 𝚽 (𝑡, 𝑡0) x̃ (𝑡0) + M (𝑡) �̃� (11)

with M (𝑡) :=
∫ 𝑡

𝑡0
𝚽 (𝑡, 𝜏) B𝜃 (𝜏) 𝑑𝜏. With the knowledge of A𝜃 (𝑡) and B𝜃 (𝑡), the matrix M (𝑡) can be evaluated

without explicitly computing the state transition function but instead by integrating the following differential equation
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once from 𝑡0 to 𝑡 𝑓 :

¤M (𝑡) = A𝜃 (𝑡) M (𝑡) + B𝜃 (𝑡) , M (𝑡0) = 0 (12)

It is obvious from Eq. (11) that the state perturbation at a time point 𝑡 is related linearly with the parameter perturbation

�̃�. Also note from Eq. (11) that the matrix M (𝑡) is the first-order sensitivity of the state solution with respect to the

perturbation in parameters 𝜕x(𝑡 )
𝜕𝜽 at time 𝑡.

Let the interim point constraints imposed on the performance output variables at some time points 𝑡𝑖 be given by

z (𝑡𝑖) = z𝑖 (𝑖 = 1, · · · , 𝑁) . (13)

The baseline trajectory does not generally satisfy the interim point constraints. The main concept of the proposed

approach is to find a parameter correction �̃� such that the updated parameter 𝜽 will bring the updated prediction z (𝑡) on

z𝑖 at each 𝑡𝑖 . In other words, z̃ (𝑡𝑖) = Hx̃ (𝑡𝑖) = z𝑖 − z∗ (𝑡𝑖) should be satisfied by the design of �̃�. In view of Eq. (11),

the required correction can simply be obtained by concatenation of constraint relations followed by the Moore-Penrose

generalised inverse, i.e.,

�̃� = L† (Zℎ − Fℎ) (14)

where
L := H

[
M (𝑡1) · · · M (𝑡𝑁 )

]
Zℎ :=

[
z1 − z∗ (𝑡1) · · · z𝑁 − z∗ (𝑡𝑁 )

]
Fℎ := H

[
𝚽 (𝑡1, 𝑡0) x̃ (𝑡0) · · · 𝚽 (𝑡𝑁 , 𝑡0) x̃ (𝑡0)

] (15)

and † refers to the pseudoinverse. By using parameter correction in Stage 2, the updated control input can be obtained as

u (𝑡) = 𝝅
(
𝑡, x (𝑡) , 𝜽∗ + �̃�

)
(16)

Remark 1. In many cases of employing a deep NN, usually 𝑙 far exceeds 𝑛. Thus, an underdetermined system of linear

equations needs to be solved for the parameter correction. In this regard, it is sensible to utilise the Moore-Penrose

generalised inverse as it produces the minimum-Frobenius-norm solution.

Remark 2. In modern scientific computing environments, the Jacobians of the ODE function involving a NN can be

computed by using symbolic or automatic differentiation tools. One should determine which of the available local

sensitivity analysis methods suits the purpose depending on the application. Also, the Jacobian array L in Eq. (14)

is a large fat matrix since the number of NN parameters is usually much greater than the number of control inputs in

physical systems. Its pseudoinverse computation might show considerable dependence on the relative tolerance setting.
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Therefore, the tolerance should be selected appropriately to improve constraint satisfaction accuracy reliably.

Remark 3. Parameter correction can also be performed by exploiting local forward sensitivity analysis, which directly

gives the Jacobian of state solution with respect to parameters along time [46]. In modern differentiable programming

environment, automatic differentiation through an ODE solver can simply be employed for the purpose of obtaining

the sensitivity matrix 𝜕x∗ (𝑡𝑖 )
𝜕𝜽

���
𝜽∗

instead of directly constructing the dynamics Jacobian matrices A𝜃 (𝑡) and B𝜃 (𝑡) then

solving Eq. (12) for M (𝑡𝑖).

B. Control Function Correction

Consider the continuous-time system dynamics given by

¤x (𝑡) = f (𝑡, x (𝑡) , u (𝑡)) , x (𝑡0) = x0

u (𝑡) = 𝝅 (𝑡, x (𝑡) , 𝜽)

z (𝑡) = Hx (𝑡)

(17)

where 𝑡, x ∈ R𝑛×1, u ∈ R𝑚×1, z ∈ R𝑝×1, and 𝜽 ∈ R𝑙×1 denote the time, the state, the control input, the performance

output, and the parameter, respectively. In Eq. (17), f represents the ODE function with u as its decision variable, which

appears in Eq. (1).

One may consider perturbing f to find a control function correction instead of performing parameter correction

through the linearisation of the parameter-embedded form ODE function f𝜃 . Suppose that the optimised parameter

vector 𝜽∗ is given a priori as the result of NN training in Stage 1 based on unconstrained optimisation. Let x∗ (𝑡) and

u∗ (𝑡) denote the baseline state and control input, respectively, that are obtained by forward propagation of Eq. (17) with

given 𝜽∗ and x∗0. Then, the following relation holds

¤x∗ (𝑡) = f (𝑡, x∗ (𝑡) , u∗ (𝑡)) , x∗ (𝑡0) = x∗0

u∗ (𝑡) = 𝝅 (𝑡, x∗ (𝑡) , 𝜽∗)

z∗ (𝑡) = Hx∗ (𝑡)

(18)

for ∀𝑡 ∈
[
𝑡0, 𝑡 𝑓

]
. Now, a small perturbation in both the state and the control input defined by

x (𝑡) = x∗ (𝑡) + x̃ (𝑡)

u (𝑡) = u∗ (𝑡) + ũ (𝑡)
(19)
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leads to the linearisation of Eq. (17) around the baseline state x∗ (𝑡) and the baseline control input u∗ (𝑡) as

¤̃x (𝑡) ≊ 𝜕f
𝜕x

����
x∗ (𝑡 ) ,u∗ (𝑡 )

x̃ (𝑡) + 𝜕f
𝜕u

����
x∗ (𝑡 ) ,u∗ (𝑡 )

ũ (𝑡)

:= A𝑢 (𝑡) x̃ (𝑡) + B𝑢 (𝑡) ũ (𝑡)
(20)

The Jacobian matrices A𝑢 (𝑡) and B𝑢 (𝑡) are defined appropriately according to Eq. (20). The solution of the perturbed

dynamic system in Eq. (20) is related to the control function correction as

x̃ (𝑡) = 𝚽 (𝑡, 𝑡0) x̃ (𝑡0) +
∫ 𝑡

𝑡0

𝚽 (𝑡, 𝜏) B𝑢 (𝜏) ũ (𝜏) 𝑑𝜏 (21)

where 𝚽 (𝑡2, 𝑡1) represents the state transition matrix associated with A𝑢 (𝑡).

The proposed approach is to find a minimal amount of control function correction to satisfy the interim point

constraints by solving the following function space optimisation problem:

minimise 𝐽 =
1
2

∫ 𝑡 𝑓

𝑡0

ũ𝑇 (𝜏) R (𝜏) ũ (𝜏) 𝑑𝜏

subject to z̃ (𝑡𝑖) = H𝚽 (𝑡𝑖 , 𝑡0) x̃ (𝑡0) + H
∫ 𝑡𝑖

𝑡0

𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) ũ (𝜏) 𝑑𝜏

= z𝑖 − z∗ (𝑡𝑖) (𝑖 = 1, · · · , 𝑁)

(22)

where R (𝑡) = R𝑇 (𝑡) ≻ 0 is a weighting function. The interim point indices are sorted in the order of increasing time,

i.e., 𝑡0 ≤ 𝑡1 < · · · < 𝑡𝑁 ≤ 𝑡 𝑓 . The problem can be solved by using various linear control approaches. Applying the

method of constraint-coupling Lagrange multipliers, one can define the augmented cost function as

𝐽𝑎 :=
1
2

∫ 𝑡 𝑓

𝑡0

ũ𝑇 (𝜏) R (𝜏) ũ (𝜏) 𝑑𝜏

+
𝑁∑︁
𝑖=1

𝝁𝑖
𝑇

(
z𝑖 − z∗ (𝑡𝑖) − H𝚽 (𝑡𝑖 , 𝑡0) x̃ (𝑡0) − H

∫ 𝑡𝑖

𝑡0

𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) ũ (𝜏) 𝑑𝜏
) (23)

where 𝝁𝑖 ∈ R𝑝×1 represents the Lagrange multiplier vector associated with the 𝑖-th performance output constraint. The

upper limit of the integral for each interim point constraint can be lifted up to 𝑡 𝑓 by rewriting Eq. (23) as

𝐽𝑎 :=
𝑁∑︁
𝑖=1

𝝁𝑖
𝑇 (z𝑖 − z∗ (𝑡𝑖) − H𝚽 (𝑡𝑖 , 𝑡0) x̃ (𝑡0))

+
∫ 𝑡 𝑓

𝑡0

[
1
2

ũ𝑇 (𝜏) R (𝜏) ũ (𝜏) −
𝑁∑︁
𝑖=1

𝝁𝑖
𝑇1 (𝜏 ≤ 𝑡𝑖) H𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) ũ (𝜏)

]
𝑑𝜏

(24)
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with the activator function defined by

1 (𝑡 ≤ 𝑡𝑖) :=


1 if 𝑡 ≤ 𝑡𝑖

0 if 𝑡 > 𝑡𝑖

(25)

The first variation of the augmented cost function 𝛿𝐽𝑎 vanishes at the optimal solution. This leads to the set of equations

describing the first-order necessary condition for optimality. More specifically, the first necessary condition requires
𝜕(integrand of 𝐽𝑎)

𝜕(ũ(𝜏 ) ) = 0 to hold, which results in

ũ (𝜏) = R−1 (𝜏) B𝑢
𝑇 (𝜏)

𝑁∑︁
𝑖=1

𝚽𝑇 (𝑡𝑖 , 𝜏) H𝑇1 (𝜏 ≤ 𝑡𝑖) 𝝁𝑖

= R−1 (𝜏) B𝑢
𝑇 (𝜏) E (𝜏) �̄�

(26)

where

E (𝜏) :=
[
𝚽𝑇 (𝑡1, 𝜏) H𝑇1 (𝜏 ≤ 𝑡1) · · · 𝚽𝑇 (𝑡𝑁 , 𝜏) H𝑇1 (𝜏 ≤ 𝑡𝑁 )

]
(27)

�̄� :=
[
𝝁1

𝑇 · · · 𝝁𝑁
𝑇

]𝑇
(28)

As the second necessary condition, 𝜕𝐽𝑎
𝜕𝝁𝑖

= 0 should be satisfied ∀ 𝑖 = 1, · · · 𝑁 , which can be rewritten as

H
∫ 𝑡 𝑓

𝑡0

1 (𝜏 ≤ 𝑡𝑖)𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) ũ (𝜏) 𝑑𝜏 = z𝑖 − z∗ (𝑡𝑖) − H𝚽 (𝑡𝑖 , 𝑡0) x̃ (𝑡0) (29)

for 𝑖 = 1, · · · , 𝑁 . Substituting Eq. (26) into Eq. (29) gives

z𝑖 − z∗ (𝑡𝑖) − H𝚽 (𝑡𝑖 , 𝑡0) x̃ (𝑡0)

=

∫ 𝑡 𝑓

𝑡0

1 (𝜏 ≤ 𝑡𝑖) H𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) R−1 (𝜏) B𝑢
𝑇 (𝜏)

𝑁∑︁
𝑗=1

𝚽𝑇
(
𝑡 𝑗 , 𝜏

)
H𝑇1

(
𝜏 ≤ 𝑡 𝑗

)
𝝁 𝑗𝑑𝜏

=

𝑁∑︁
𝑗=1

∫ 𝑡 𝑓

𝑡0

1 (𝜏 ≤ 𝑡𝑖) 1
(
𝜏 ≤ 𝑡 𝑗

)
H𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) R−1 (𝜏) B𝑢

𝑇 (𝜏)𝚽𝑇
(
𝑡 𝑗 , 𝜏

)
H𝑇𝑑𝜏𝝁 𝑗

:=
𝑁∑︁
𝑗=1

𝚿𝑖 𝑗𝝁 𝑗

(30)

where

𝚿𝑖 𝑗 := H
∫ min(𝑡𝑖 ,𝑡 𝑗)

𝑡0

𝚽 (𝑡𝑖 , 𝜏) B𝑢 (𝜏) R−1 (𝜏) B𝑢
𝑇 (𝜏)𝚽𝑇

(
𝑡 𝑗 , 𝜏

)
𝑑𝜏H𝑇 (31)

Note that the following property of the product of activator functions is used in the derivation of Eq. (31).

∫ 𝑡 𝑓

𝑡0

1 (𝑡 ≤ 𝑡𝑖) 1
(
𝑡 ≤ 𝑡 𝑗

)
𝑓 (𝑡) 𝑑𝑡 =

∫ min(𝑡𝑖 ,𝑡 𝑗)

𝑡0

𝑓 (𝑡) 𝑑𝑡 (32)
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Although the coefficient matrix 𝚿𝑖 𝑗 is expressed as a definite integral in Eq. (31), it is more convenient to evaluate

𝚿𝑖 𝑗 through propagation of associated differential equation instead of directly computing the integral using quadrature

methods. The integrand contains 𝚽 (𝑡𝑖 , 𝜏) which is already a result of propagation, and therefore, Eq. (31) can be

rewritten as

𝚿𝑖 𝑗 = HU (𝑡𝑖) N
(
min

(
𝑡𝑖 , 𝑡 𝑗

) )
U𝑇

(
𝑡 𝑗
)
H𝑇 (33)

with the fundamental solution matrix U (𝑡) and the auxiliary matrix N (𝑡) defined according to

¤U (𝑡) = A𝑢 (𝑡) U (𝑡) , U (𝑡0) = I (34)

¤N (𝑡) = U−1 (𝑡) B𝑢 (𝑡) R−1 (𝑡) B𝑢
𝑇 (𝑡) U−𝑇 (𝑡) , N (𝑡0) = 0 (35)

Indeed, Eq. (33) can be evaluated for each combination of 𝑖 and 𝑗 through a single forward sweep of the differential

equations in Eqs. (34) and (35). Therefore, the vertical concatenation of the relation in Eq. (30) followed by the matrix

inverse yields the constraint-coupling multipliers as

�̄� = �̄�−1 (Z𝑣 − F𝑣) (36)

with

�̄� :=



𝚿11 𝚿12 · · · 𝚿1𝑁

𝚿21 𝚿22 · · · 𝚿2𝑁

...
...

. . .
...

𝚿𝑁1 𝚿𝑁2 · · · 𝚿𝑁𝑁


, Z𝑣 :=



z1 − z∗ (𝑡1)

· · ·

z𝑁 − z∗ (𝑡𝑁 )


, F𝑣 :=



H𝚽 (𝑡1, 𝑡0) x̃ (𝑡0)

· · ·

H𝚽 (𝑡𝑁 , 𝑡0) x̃ (𝑡0)


(37)

Finally, substituting Eq. (36) back into Eq. (26) yields the optimal control function correction as follows:

ũ (𝑡) = R−1 (𝑡) B𝑢
𝑇 (𝑡) E (𝑡) �̄�−1 (Z𝑣 − F𝑣) (38)

By using control function correction in Stage 2, the updated control input can be obtained as

u (𝑡) = 𝝅 (𝑡, x (𝑡) , 𝜽∗) + ũ (𝑡) (39)

Remark 4. If only a single interim point constraint is given for the final time 𝑡 𝑓 , the control function correction reduces

to

ũ (𝑡) = R−1 (𝑡) B𝑢
𝑇 (𝑡)𝚽𝑇

(
𝑡 𝑓 , 𝑡

)
H𝑇𝚿−1 (z 𝑓 − z∗

(
𝑡 𝑓
)
− H𝚽

(
𝑡 𝑓 , 𝑡0

)
x̃ (𝑡0)

)
(40)
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where

𝚿 = H
∫ 𝑡 𝑓

𝑡0

𝚽
(
𝑡 𝑓 , 𝜏

)
B𝑢 (𝜏) R−1 (𝜏) B𝑢

𝑇 (𝜏)𝚽𝑇
(
𝑡 𝑓 , 𝜏

)
𝑑𝜏H𝑇 (41)

which is the usual linear quadratic regulator solution for the terminal control problem.

Remark 5. The proposed incremental correction method can be slightly modified to solve problems with the interim

point constraints imposed on the output z (𝑡) = h (x (𝑡)) for a nonlinear function h (·). This can be done by computing

the influence functions, i.e., sensitivity functions, associated with the output variables. In the special case where only

a single constraint is imposed on the output at the final time, the procedure to determine control function correction

becomes identical to the generalised model predictive static programming technique [47].

Remark 6. The control function correction method can suffer from numerical instabilities in propagation of Eqs. (34)

and (35) to obtain matrices U (𝑡) and N (𝑡), respectively, when the ODE solver employs too tight relative and absolute

tolerance setting. Although the choice of weighting function R (𝜏) itself is not a source of computational challenges,

appropriate selection that can bring improvements in the constraint targeting accuracy as expected might be challenging

when coupled with the aforementioned numerical instabilities.

Remark 7. Sections III.A and III.B do not necessarily assume x0 = x∗0, thus the term x̃ (𝑡0) appears in the command

equations. The initial state perturbation term realises tracking error feedback when 𝑡0 and x0 in the expressions are

viewed as the current time and state, respectively, at each instance. Therefore, the control laws can be implemented in a

feedback form based on continuous re-initialisation at the expense of increased online computation burden.

IV. Application to Pinpoint Powered Descent Guidance
This section presents examples to demonstrate the effectiveness of the proposed correction methods in a practical

application. The problem of powered descent guidance for pinpoint landing on Mars is considered for illustration as the

landing accuracy is of interest in this problem [48].

A. Problem Description

The following sections will provide the elements that are necessary to completely describe the optimisation problem

for NN policy design and incremental correction; i) system model (Sec. IV.A.1), ii) policy (Sec. IV.A.2), iii) constraints

(Sec. IV.A.3), iv) objective function (Sec. IV.A.4).

1. System Model

Consider the vehicle motion with respect to a Mars-centred, Mars-fixed coordinate system. The spacecraft dynamics

can be expressed as

14



¤r = v

¤v = − 𝜇

𝑟3 r + F𝐿 + F𝐷 + F𝑇

𝑚
− 2𝛀 × v −𝛀 × (𝛀 × r)

¤𝑚 = − 𝑇

𝐼𝑠𝑝𝑔

(42)

where r and v denote the position and velocity vectors with respect to the centre of Mars, respectively, 𝑟 := ∥r∥ denotes

the radial distance, 𝛀 :=
[
0 0 Ω

]𝑇
denotes the angular velocity for Mars rotation, 𝑚 denotes the vehicle mass. The

lift, drag, and thrust forces are represented by F𝐿 , F𝐷 , and F𝑇 in Eq. (42), respectively, with 𝑇 := ∥F𝑇 ∥, 𝐼𝑠𝑝, and 𝑔

representing the thrust magnitude, specific impulse, and gravitational acceleration at the Earth surface, respectively.

Consider the wind axes and the force direction angles that are defined according to Fig. 2. The three-dimensional

force vectors can be described as

F𝐿 = 𝐿

(
cos𝜎𝐿

v𝑎 × r
∥v𝑎 × r∥ × v̂𝑎 + sin𝜎𝐿

v𝑎 × r
∥v𝑎 × r∥

)
F𝐷 = −𝐷v̂𝑎

F𝑇 = 𝑇

(
cos 𝜂𝑇 cos𝜎𝑇

v𝑎 × r
∥v𝑎 × r∥ × v̂𝑎 + cos 𝜂𝑇 sin𝜎𝑇

v𝑎 × r
∥v𝑎 × r∥ + sin 𝜂𝑇 v̂𝑎

) (43)

where v𝑎 := v − v𝑤 denotes the relative velocity with respect to the surrounding air flow of v𝑤 , while the hat notation

ˆ(·) refers to the unit vector in the direction of a quantity. Also, 𝜎𝑇 and 𝜂𝑇 are the azimuth and elevation angles for the

thrust, respectively, and 𝜎𝐿 is the bank angle.

T

v̂a

σT

va × r
va × r

va × r
va × r × v̂a

FT

ηT

σL

FL

L

Fig. 2 Lift and Thrust Force Resolved in Wind Axes

The magnitudes of the lift and drag can be expressed as

𝐿 =
1
2
𝜌∥v𝑎∥2𝐶𝐿𝑆 = 𝑅𝐿/𝐷𝐷

𝐷 = 1
2 𝜌∥v𝑎∥

2𝐶𝐷𝑆 = 𝑚
2𝛽 𝜌∥v𝑎∥

2
where 𝜌 (ℎ) = 𝜌0 exp

(
− ℎ

𝐻

)
(44)
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where 𝑅𝐿/𝐷 is the lift-to-drag ratio, 𝛽 (𝑡) = 𝑚(𝑡 )
𝐶𝐷𝑆

is the ballistic coefficient of the vehicle, and 𝜌 is the atmospheric

density that is approximately modelled as a decreasing exponential function of the altitude ℎ measured above the surface.

The thrust model is given by

𝑇 = 𝑓sw
(
𝑚, 𝑚dry, 𝑚sw

)
𝑇max𝛿𝑇 (45)

where 𝑓sw is a mass-dependent activation function that takes value in [0, 1], 𝑇max denotes the maximum thrust magnitude,

and 𝛿𝑇 denotes the throttle command that scales between [0, 1]. The activation function is introduced to model the

impossibility to produce thrust in the absence of fuel. A smooth activation function defined by

𝑓sw
(
𝑚, 𝑚dry, 𝑚sw

)
=

1 − cos
(

min(max(𝑚−𝑚dry ,0) ,𝑚sw)
𝑚sw

𝜋

)
2

(46)

is introduced instead of the discrete switching function to keep the gradient computation required in backpropagation

through the ODE dynamics well-defined. In Eq. (46), 𝑚dry denotes the dry mass, and 𝑚sw > 0 denotes the design

parameter which determines the steepness of the activation function. Figure 3 shows an example plot of the thrust

activation function in Eq. (46) with 𝑚dry = 51 600kg and 𝑚sw = 1kg.

Fig. 3 Illustrative Example of Thrust Activation Function

2. Policy

The policy is defined to be a fully-connected feedforward NN which takes the normalised position and velocity

errors as inputs and generates the throttle command and thrust direction angles as its outputs.

[
𝛿𝑇 𝜎𝑇 𝜂𝑇

]
= 𝝅

( [
r − r 𝑓𝑑

𝑠0

v − v 𝑓𝑑

𝑉0

]
, 𝜽

)
(47)
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The activation function for the output layer is chosen specifically to confine its range to a bounded interval (𝑦𝑙𝑏, 𝑦𝑢𝑏) as

𝑓scale (𝑢) =
𝑦𝑢𝑏 − 𝑦𝑙𝑏

1 + exp (−𝑢) + 𝑦𝑙𝑏 (48)

This architectural choice is made to scale the policy network outputs so that the magnitude and the direction angles of

the thrust vector naturally satisfy the physical limits given by

𝑇min
𝑇max

≤ 𝛿𝑇 ≤ 1

𝜂min ≤ 𝜂𝑇 ≤ 𝜂max

𝜎min ≤ 𝜎𝑇 ≤ 𝜎max

(49)

where 𝑇min is the minimum thrust magnitude; 𝜂min, 𝜂max, 𝜎min, and 𝜎max are the thrust pointing limits.

3. Constraints

In this example, it is assumed for simplicity that both the vehicle position and velocity initially lie on the 𝑋𝑍-plane

and the desired final position and velocity are also on the same plane as shown in Fig. 4. In Fig. 4, 𝑅𝑀 , 𝜃, 𝛾, and

𝑠 := 𝑅𝑀 cos−1 (r̂ · r̂ 𝑓𝑑

)
denote the planet radius, latitude, flight path angle measured in local vertical/horizontal frame,

and ground track distance to the target position. The subscripts 0 and 𝑓𝑑 refer to the quantities pertaining to the initial

and desired final conditions, respectively. The initial and final conditions are given by

r0 = (𝑅𝑀 + ℎ0)



cos 𝜃0

0

sin 𝜃0


, v0 = 𝑉0



− sin (𝜃0 − 𝛾0)

0

cos (𝜃0 − 𝛾0)


, r 𝑓𝑑 = 𝑅𝑀



cos 𝜃 𝑓𝑑

0

sin 𝜃 𝑓𝑑


, v 𝑓𝑑 = −𝑉 𝑓𝑑 r̂ 𝑓𝑑 (50)

where 𝑉 := ∥v∥ denotes the ground speed. Note that one can specify either 𝜃0 or 𝑠0 to prescribe the initial position

since 𝑠0 = 𝑅𝑀

(
𝜃 𝑓𝑑 − 𝜃0

)
. Also note that the performance output constraints at the final time consist of the desired final

position and velocity conditions, leaving the final mass unconstrained.

4. Objective Function

A powered descent guidance problem can be formulated as a finite-horizon optimal control problem. The goal is to

find a NN policy that achieves the desired final position and velocity at the given final time while minimising the fuel

consumption. This goal is encoded into the objective function considered for baseline policy optimisation in Stage 1 as

𝐽𝑎𝑢𝑔 = 𝑘𝑟 𝑓

r (𝑡 𝑓 ) − r 𝑓𝑑

2

𝑠02 + 𝑘𝑣 𝑓

v (
𝑡 𝑓
)
− v 𝑓𝑑

2

𝑉0
2 + 𝑘𝑇

∫ 𝑡 𝑓

𝑡0

𝛿𝑇 (𝜏) 𝑑𝜏 + 𝑘 𝜃 ∥𝜽 ∥2 (51)
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Fig. 4 Mars Landing Guidance Problem Geometry (The circle represents the planetary surface.)

where 𝑘𝑟 𝑓 , 𝑘𝑣 𝑓
, 𝑘𝑇 , and 𝑘 𝜃 are the positive constant weights. The 𝐿2-norm of the NN parameters is included for

regularisation. The proposed two-stage approach considers the final position and velocity constraints as hard constraints

in Stage 2 for computing the required corrections, i.e., �̃� or ũ (𝑡). Although Stage 1 relies on a soft constrained

formulation, strong penalisation of the errors with large 𝑘𝑟 𝑓 and 𝑘𝑣 𝑓
can promote tighter satisfaction of the final

constraints at the end of Stage 1.

B. Simulation Setup

Two experiments are performed. The simulation scenarios mainly differ in the initial condition used for testing:

• Case 1: single identical initial condition for both baseline policy training and testing.

• Case 2: multiple initial conditions for testing that are perturbed from the initial condition for baseline policy

training.

Case 1 in Sec. IV.C.2 aims to test the effectiveness of two incremental correction methods in improving the actual

accuracy in satisfying the performance output constraint at the final time. The secondary purpose of Case 1 is to

demonstrate the full process of NN policy design using the proposed two-stage approach specifically for the powered

descent application. The performance of the NN policy is evaluated with various random seeds used for NN weight

initialisation considering fixed initial and final conditions.

Case 2 in Sec. IV.C.3 aims to show the utility of incremental correction in dealing with the adverse effect of the

inital position dispersion in landing accuracy. In practice, imperfect handover from the entry guidance phase and

uncertainties such as environmental disturbances cause a dispersion in the initial condition for the powered descent

phase. As a simple model for the dispersion, the closed-loop system is propagated for a set of initial positions obtained

along the circle of radius 100m which lies on the plane perpendicular to the initial velocity and is centred at the nominal
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initial position. The performance of the baseline policy alone, the policies updated with parameter correction and

control function correction are compared with each other. The NN training configuration and simulation parameters are

identical across both cases, except for the initial position.

The network architecture for the baseline policy and the optimiser setup used for its training are summarised in

Table 1. Each iteration of the policy optimisation process involves simulation of the closed-loop trajectories, in which

an individual trajectory simulation is stopped if 𝑡 ≥ 43s or if
r − r 𝑓𝑑

 ≤ 100m and v ·
(
r − r 𝑓𝑑

)
≥ 0 at the same time.

As briefly mentioned in Sec. II, this study utilises the Julia package ContinuousTimePolicyGradients.jl which

is developed in [10] and available at [45] for baseline policy training. The simulation environment utilises Zygote.jl

developed in [49] for source-to-source backward mode automatic differentiation.

Table 1 Configuration for Baseline Policy Training (Stage 1)

Description Details Value

NN architecture
Number of nodes [6, 10, 3, 3]†

Type of activation function [tanh, tanh, linear, 𝑓scale]†

Initialisation algorithm Uniform Xavier

Optimiser for 1st pass

Algorithm ADAM
Learning rate 10−2

Decay rate for 1st momentum estimate 9 × 10−1

Decay rate for 2nd momentum estimate 9.99 × 10−1

Maximum number of iterations 103

Optimiser for 2nd pass

Algorithm BFGS
Linesearch method HagerZhang

Initial step size 10−4

Maximum number of iterations 102

Weights of cost terms

𝑘𝑟 𝑓 106

𝑘𝑣 𝑓
105

𝑘𝑇 1
𝑘 𝜃 10−6

ODE solver
Algorithm Tsit5

Relative tolerance 10−4

Absolute tolerance 10−8

† From input layer (left) to output layer (right), 𝑓scale defined in Eq. (48)

Incremental correction for computing either �̃� or ũ (𝑡) is applied only once at the initial time to clearly compare the

two different correction methods (see Remark 7 for the note on continuous re-initialisation). A relative tolerance of

0.005 is used for computing the pseudoinverse in the parameter correction method.

The model data for the dynamical system found in [41, 50], including the Martian environment and the vehicle initial

conditions, are considered for the illustrative example. The initial and final conditions defining the mission scenario, the

parameters for vehicle dynamics model and policy design, and the parameters for environmental physics model are
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described in Tables 2-4, respectively.

Table 2 Simulation Parameters: Initial and Final Conditions

Parameter Value Unit
ℎ0 2480 m
𝑉0 505 m/s
𝛾0 0 deg
𝑠0 11500 m
𝑚0 62000 kg
𝑉 𝑓𝑑 2.5 m/s
𝜃 𝑓𝑑 45 deg
𝑡 𝑓 43 s

Table 3 Simulation Parameters: Vehicle Dynamics and Policy

Parameter Value Unit
𝑚dry 51600 kg
𝑚sw 1 kg
𝐼𝑠𝑝 360 s
𝛽0 379 kg/m2

𝑅𝐿/𝐷 0.54 -
𝜎𝐿 0 deg
𝑇max 8 × 105 N
𝑇min 0.2𝑇max N
𝜂max 90 deg
𝜂min −90 deg
R (𝑡) diag (10, 1, 1) -

Table 4 Simulation Parameters: Environmental Physics

Parameter Value Unit
v𝑤 0 m/s
𝜇 4.282837 × 1013 m3/s2

𝑅𝑀 3389.5 × 103 m
Ω 2𝜋/1.025957 rad/d
𝜌0 0.0263 kg/m3

𝐻 10153.6 m
𝑔 9.805 m/s2
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C. Simulation Results

The following sections present the results of numerical experiments. Section IV.C.1 first briefly discusses the

performance characteristics of the proposed method. Sections IV.C.2 and IV.C.3 provide detailed results for Case 1 and

Case 2, respectively, and Sec. IV.C.4 compares the computation time required for each incremental correction method.

1. Summary of the Results

This section discusses the main observations before proceeding to the detailed results of each simulation case.

Overall, different incremental correction algorithms employed in Stage 2 lead to considerable differences in the

satisfaction of constraints on the performance output. Although the trend understandably depends on design parameters

being used in each method, the numerical experiments in Cases 1 and 2 together suggest that the parameter correction

method tends to result in more consistent trajectory and thus reliable in satisfying the performance output constraints.

Computational efficiency of the incremental correction algorithms substantially depends on the way how the gradients

are computed. The parameter correction method has advantage over the control function correction method in terms of

wall-clock computation time only when the sensitivity matrix is obtained by forward propagation of the associated

augmented ODE. The results of Case 2 show that the proposed two-stage approach with parameter correction can

effectively compensate for small perturbation from the condition considered for baseline policy training.

The parameter correction method can be seen as deliberate induction of overfitting of NN parameters to satisfy the

performance output constraints at given time points. In this perspective, the improved landing position accuracy and

precision with the parameter correction method can be viewed as an advantage of having an overparametrised function

as the control law.

The results also show potential limitations of the parameter correction method. The final position accuracy is

improved in many cases, however, it is degraded in rare cases where the baseline policy achieve high accuracy before

applying correction. The final velocity error shows slight increase with respect to the baseline in many cases. Also, the

problem size depends on the number of policy parameters due to the necessity of computing the sensitivity matrix and

its pseudoinverse. Further works should address these limitations to take full advantage of the correction method.

2. Case 1. Single Matched Initial Condition

Stage 1. Baseline Policy Training with Various 𝑡 𝑓 and Fixed
(
𝑘𝑟 𝑓 , 𝑘𝑣 𝑓

)
The available thrust magnitude of the

spacecraft is limited, leading to limitations on the region reachable within a fixed flight time. Baseline policy training

for Stage 1 is performed with various values of 𝑡 𝑓 ranging from 38s to 44s and the cost weights provided in Table 1

to determine a physically feasible solution. Table 5 shows the final position and velocity errors, and the final mass.

Figures 5-7 show three-dimensional trajectory, position error history 𝑒𝑟 (𝑡) :=
r (𝑡) − r 𝑓𝑑

 with velocity error history

𝑒𝑣 (𝑡) :=
v (𝑡) − v 𝑓𝑑

, and baseline control history u𝑏𝑎𝑠𝑒 (𝑡), respectively, obtained with the baseline policies for each
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𝑡 𝑓 . Figure 5 shows that the vehicle approaches close to target without unnecessarily consuming much control effort in

the horizontal direction with the baseline policies for each 𝑡 𝑓 . The position and the velocity errors that are defined by

the norm of the vector difference from their respective desired final value tend to zero as shown in Fig. 6. The time

histories of the thrust magnitude and direction angles shown in Fig. 7 describe a continuous trend dependent upon 𝑡 𝑓 .

In all cases, the optimised policy generates maximal reverse thrust as the vehicle approaches the end of flight, which can

be seen from throttle command 𝛿𝑇 close to 1 and thrust elevation angle 𝜂𝑇 close to −90 deg at the final time. The final

position error is the least at 𝑡 𝑓 = 43s as shown in Table 5. Therefore, 𝑡 𝑓 = 43s is chosen for testing Stage 2 methods.

Table 5 Final Errors and Mass with Baseline Policy -
(
𝑘𝑟 𝑓 , 𝑘𝑣 𝑓

)
=
(
106, 105)

𝑡 𝑓 [s] 𝑒𝑟 𝑓 [m] 𝑒𝑣 𝑓
[m/s] 𝑚 𝑓 [kg]

38 9.928844 15.411199 52958.348
39 9.209262 3.0781 52737.383
40 16.326994 1.2886723 52793.54
41 5.5097303 1.801128 52774.832
42 3.419008 2.3275573 53207.31
43 2.6560874 1.0882493 53713.812
44 5.1203003 1.2965195 54007.098

Fig. 5 Three-Dimensional Trajectory with Baseline Policy
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Fig. 6 Error History with Baseline Policy

Fig. 7 Control History with Baseline Policy

Remark 8. The computational issues observed during the trials in Stage 1 require attention to facilitate practical

implementation. First, when single-precision floating point data type is used for real numbers to reduce memory burden,

the quantities which involve values in the order of planet radius 𝑅𝑀 in calculation should be avoided from being

included in the policy representation. The lack of precision due to low resolution manifests itself in the policy training

as high numerical sensitivity in the gradient computation and in the variable-step integration of the ODEs. Second,

parametrising the policy with respect to the groundtrack distance 𝑠 defined by 𝑅𝑀 cos−1 (r̂ · r̂ 𝑓𝑑

)
may trigger faulty
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numerical behaviours during training due to the inaccuracy of arccosine function in some scientific computing systems.

Third, the input and output variables of the NN would better be of a similar order of magnitude to avoid the gradient

computed through the NN being sensitive only to a certain variable. This is the reason for introducing normalisation in

the inputs of the NN and choosing throttle command 𝛿𝑇 instead of thrust magnitude 𝑇 as an output in Eq. (47).

Stage 2. Incremental Correction with Fixed 𝑡 𝑓 and Various Random Seeds The result of baseline policy

optimisation in Stage 1 substantially depends on initialisation of the NN parameters, which is done by random sampling.

Here, the entire process of the proposed two-stage approach is repeated with different random seeds while fixing

𝑡 𝑓 = 43s. Both the parameter and the control function correction methods are tested to demonstrate their characteristics.

Figure 8 shows final errors and mass for different random seeds. Figures 9-12 show position error history, velocity

error history, baseline control history, and control update history ũ (𝑡) := u (𝑡) − u𝑏𝑎𝑠𝑒 (𝑡), respectively, for a fixed

random seed. The results shown are obtained i) with no correction, ii) with parameter correction, and iii) with control

function correction. For clear comparison of correction methods with respect to the baseline performance, each of

the lower panels of Figs. 9, 10 and Fig. 12 show the pointwise difference for each quantity. Figure 8 indicates that

the two incremental correction methods exhibit substantially different characteristics in their performance in terms

of the capability to reduce final position and/or velocity errors. The final errors are neither completely nullified nor

always reduced by performing policy correction once at the initial time. According to Fig. 8 and additional numerical

experiments, the parameter correction method yields significant reduction in the final position error 𝑒𝑟 𝑓 while showing

ineffectiveness in reducing the final velocity error 𝑒𝑣 𝑓
. Also, the final position error is increased in a rare case where the

baseline policy already achieved high accuracy. On the other hand, the control function correction method provides

improved final velocity targeting accuracy with increased fuel expenditure, however, the final position accuracy is

degraded even in comparison to the case with baseline policy alone. Also, a noticeable rapid change in the control input

is often observed around the end of flight as shown in the history of 𝜎𝑇 in Fig. 12.
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Fig. 8 Final Errors and Mass with Incremental Correction (Case 1)

Fig. 9 Position Error History with Incremental Correction - Single Random Seed (Case 1)
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Fig. 10 Velocity Error History with Incremental Correction - Single Random Seed (Case 1)

Fig. 11 Baseline Control History with Incremental Correction - Single Random Seed (Case 1)
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Fig. 12 Control Update History with Incremental Correction - Single Random Seed (Case 1)

3. Case 2. Dispersion in Initial Conditions

Stage 1. Baseline Policy Training The initial and final conditions considered in Case 1 are taken as the nominal

conditions for Case 2, and the baseline policy trained in Case 1 for 𝑡 𝑓 = 43s is re-used in Case 2.

Stage 2. Incremental Correction with Fixed 𝑡 𝑓 and Various Random Seeds Similar to Case 1, both correction

techniques are applied to update the baseline policies that are trained by using different random seeds for NN parameter

initialisation. The initial position perturbation is modelled deterministically as

r̄0 = r0 + 𝑟

(
cos𝛼

v0 × r0
∥v0 × r0∥

× v̂0 + sin𝛼
v0 × r0
∥v0 × r0∥

)
(52)

where 𝛼 is the angle introduced to parametrise the circle of radius 𝑟 = 100m centred at r0 on the plane perpendicular to

v̂0. 16 equally spaced points are obtained by considering a range of 𝛼 values in [0, 2𝜋] with the interval of 𝜋/8 rad.

Each subfigure in Fig. 13 shows the final position projected on the horizontal plane attached to the desired landing

position for all combinations of initial condition and incremental correction method, with a fixed baseline policy. In Fig.

13, the clusters of points are scattered around the desired landing position with different size and shape depending on

the correction method. The size of the dispersion in terms of the area contained within the convex hull over the trace of

final positions is the least with the parameter correction method regardless of the random seed. The centroid of the

dispersion resulting from parameter correction is also well-aligned with the goal position for all random seeds. The

control function correction method could also reduce the size of the landing point cluster as compared to the case with

no correction, however, the irregularly-shaped trace is not always centred around the desired landing position.
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Likewise, Fig. 14 shows the final velocity error represented in the local horizontal and vertical coordinate system

with respect to the desired landing position for all combination of baseline policy, initial condition, and incremental

correction method. Here, the final velocity error is defined by the difference between the achieved and the desired

final velocity vectors, i.e., v
(
𝑡 𝑓
)
− v 𝑓𝑑 . The trend observed in the final velocity error with control function correction

is inconsistent across different random seeds and tends to show high variance depending on initial position in each

random seed. The irregular tendency manifests as large magnitude of final velocity error in some cases. As for the

parameter correction method, the improvement in constraint satisfaction accuracy is relatively limited for the final

velocity as compared to that for the final position. However, the distribution of final velocity error resulting from

parameter correction does not involve serious outliers that may pose high risk at the final time.

To facilitate more quantitative analysis of errors, Fig. 15 shows the final position and velocity errors, and final

mass. In Fig. 15, the dot and the error bar represent the mean and standard deviation (±1𝜎) over the range of initial

conditions for each random seed, respectively. The plot is consistent with the observation from Fig. 13. The accuracy

and precision of landing position represented by the mean and the standard deviation of 𝑒𝑟 𝑓 , respectively, are improved

most significantly by the parameter correction method. The performance benefit of the control function correction

method in final position is not entirely clear as it might result in larger standard deviation in 𝑒𝑟 𝑓 . The final velocity error

reduction is not apparent with the parameter correction as in Case 1.

Figures 16-19 show position error history, velocity error history, baseline control history, and control update history

ũ (𝑡) := u (𝑡) − u𝑏𝑎𝑠𝑒 (𝑡), respectively, with different Stage 2 correction strategies for a fixed random seed. For clear

comparison of correction methods with respect to the baseline performance, each of the lower panels of Figs. 16, 17,

along with Fig. 19 show the pointwise difference between each quantity of interest and its baseline counterpart. In

the presence of initial position perturbation, the trajectories obtained with each method form a family of solutions

that continuously depend on the initial condition, meaning that the actual trajectories do not involve any disruptive

irregularities due to the incremental correction. The convergence of position and velocity errors over time follows

the similar general trend at the large scale with or without incremental correction as it can be seen from Figs. 16 and

17. Figure 18 confirms that the baseline policy applied to each perturbed initial condition generated smooth control

input histories in a small region around the baseline control history for the nominal initial condition shown in Fig. 11.

However, with the control function correction method, a rapid change in 𝜎𝑇 near the final time appears in Fig. 19 for

all initial conditions, with a similar pattern as observed in Fig. 12 for Case 1. This undesirable behaviour might be

attributed to the discrepancy between the actual trajectory and the baseline trajectory that is predicted at the instance of

computing the corrective input and taken as the reference for dynamics linearisation. The discrepancy is usually the

largest at the final time as it accumulates over time, leading to the amplification of corrective input ũ (𝑡) as 𝑡 → 𝑡 𝑓 .

Another reason lies in the essential difference between the two correction methods, which differ in the choice of decision

variables. The control function correction method not only enforces constraint satisfaction, but also minimises the
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(a) Random Seed 0 (b) Random Seed 1 (c) Random Seed 2

(d) Random Seed 3 (e) Random Seed 4 (f) Random Seed 5

(g) Random Seed 6 (h) Random Seed 7 (i) Random Seed 8

(j) Random Seed 9 (k) Random Seed 10

Fig. 13 Final Position on Horizontal Plane (Case 2)
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(a) Random Seed 0 (b) Random Seed 1 (c) Random Seed 2

(d) Random Seed 3 (e) Random Seed 4 (f) Random Seed 5

(g) Random Seed 6 (h) Random Seed 7 (i) Random Seed 8

(j) Random Seed 9 (k) Random Seed 10

Fig. 14 Final Velocity Error (Case 2)
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Fig. 15 Final Errors and Mass with Incremental Correction (Case 2)

weighted L2-norm of the corrective input ũ (𝑡). The parameter correction method also solves for the minimum 𝑙2-norm

solution �̃� for the linear system of equations, but it does not necessarily translate into minimal amount of change at the

level of control input u with respect to the signal norm.
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Fig. 16 Position Error History with Incremental Correction - Single Random Seed (Case 2)

Fig. 17 Velocity Error History with Incremental Correction - Single Random Seed (Case 2)
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Fig. 18 Baseline Control History with Incremental Correction - Single Random Seed (Case 2)

Fig. 19 Control Update History with Incremental Correction - Single Random Seed (Case 2)
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4. Computation Time Comparison

Table 6 gives the average simulation time for each combination of random seed and correction method as measured

on a Macbook Pro 15-inch 2017 with 2.8 GHz Quad-Core Intel Core i7 CPU and 16GB 2133 MHZ LPDDR3 RAM.

Two different methods to get the required sensitivity matrix 𝜕x∗ (𝑡 𝑓 )
𝜕𝜽

���
𝜽∗

are tested for the parameter correction method; i)

forward propagation of the sensitivity matrix by solving an augmented ODE (𝜽 - prop), and ii) automatic differentiation

of the ODE solver (𝜽 - AD). The control function correction method is implemented with forward propagation of

the fundamental solution matrix U (𝑡) and the auxiliary matrix N (𝑡) (u - prop) instead of quadrature-based integral

computation. In Case 2, an ensemble ODE problem was constructed for each random seed and correction method to

simulate the same dynamics for 16 different initial conditions through multithreading on CPU with 8 threads consisting

of 4 physical and 4 virtual cores. The average simulation time is obtained by repeating the single ODE simulation in

Case 1 or the ensemble ODE simulation in Case 2 10 times and then taking the average of elapsed times to reduce noise.

In Table 6, the simulation time for the baseline case does not include the time consumed in baseline policy training.

The values in Table 6 include the time spent due to multithreading initialisation and data transfer, memory allocation,

correction computation done at the beginning of simulation, simulation execution, and garbage collection, except the

compilation time spent at the first run of each method because of the Just-In-Time compilation behaviour of Julia.

Therefore, the data provided here should be regarded as an indicator of relative computational burden. More detailed

profiling along with code optimisation will be needed to assess the actual performance on a real-time computer.

Table 6 Average Wall-Clock Time for Simulation [in Seconds]

Seed
Case 1† Case 2†

baseline 𝜽 - prop u - prop baseline 𝜽 - prop u - prop
0 0.199 1.037 2.332 1.109 5.638 10.670
1 0.238 1.074 2.293 1.031 5.015 9.660
2 0.227 1.082 2.323 1.044 5.024 9.625
3 0.228 1.057 2.292 1.024 5.033 9.397
4 0.239 1.188 2.315 1.038 5.702 9.847
5 0.229 1.087 2.362 1.035 5.127 9.791
6 0.233 1.034 2.387 1.048 4.880 9.334
7 0.230 1.128 2.158 1.040 7.906 9.694
8 0.201 1.057 2.173 0.970 4.447 9.188
9 0.196 1.174 2.198 0.948 4.920 9.054
10 0.198 1.080 2.324 0.957 4.666 9.065

† elapsed time for single propagation, ‡ elapsed time for multi-threaded ensemble of 16 propagations

The main cause of the increased simulation time for both correction methods appears to be the Jacobian calculation

using automatic differentiation (See Remarks 2 and 3). In 𝜽 - prop, the augmented ODE is constructed using automatic

differentiation of the given dynamics function and it is propagated. In 𝜽 - AD, the computational graph for sensitivity

34



calculation is generated using automatic differentiation through the ODE solver and it is evaluated. In u - prop, automatic

differentiation is called at two different points; i) once when the correction is triggered to obtain linearised system

matrices A𝑢 (𝑡) and B𝑢 (𝑡) for ∀𝑡 ∈
[
𝑡0, 𝑡 𝑓

]
around the stored baseline state and input that are required to precompute

the matrix �̄� in Eq. (38), and ii) at each instance to linearise the system dynamics around the measured current state

and the stored baseline input to obtain B𝑢 (𝑡) in Eq. (38).

The computational load in terms of average wall-clock time for simulation is shown to be lighter for 𝜽 - prop than u

- prop. 𝜽 - AD turned out to be substantially more computationally expensive than 𝜽 - prop while the two different

implementations give almost identical trajectories. The average elapsed time for 𝜽 - AD was about 4 times that of 𝜽 -

prop. The computation time for u - prop might be reduced with a more efficient way to compute the linearised system

matrices. In both 𝜽 - prop and 𝜽 - AD, the problem size depends on the length 𝑙 of parameter 𝜽 as the sensitivity matrix

is of dimension 𝑛 × 𝑙. Therefore, choosing a large 𝑙 will increase the time required to compute the sensitivity matrix and

its pseudoinverse. Although a baseline policy does not have to be a very large NN, careful selection of the network size

and an efficient software for Jacobian calculation will be necessary.

V. Conclusion
This study presents refinement methods for improving the accuracy of satisfying performance output constraints at

given time points in continuous-time dynamic systems in which the policy is provided by a neural network. Provided a

baseline neural network policy constructed a priori, the incremental correction can be performed either at the level

of neural network parameters or at the level of control input variables, so that the updated controller can enforce

point constraints on performance output. The effectiveness of the proposed two-stage approach consisting of baseline

policy optimisation followed by incremental correction was illustrated on a Mars landing guidance problem in the

powered descent phase. The two types of incremental correction methods exhibited different performance characteristics,

demanding a comparative study before deciding which method will be more appropriate for implementation depending

on the application. For the Mars landing example addressed in this study, the parameter correction method showed

a relative advantage in computational reliability and landing position targeting accuracy. As long as the required

sensitivity matrices can be computed accurately and efficiently, the parameter correction method can be useful as a

plug-and-play extension for improving the constraint satisfaction accuracy to any baseline neural network policy trained

by using off-the-shelf package relying on unconstrained optimisation.
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