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Abstract:

This thesis outlines the necessary requirements to determine an Unmanned Aerial Vehicles
(UAV’s) pose relative to a lead aircraft or target, thus enabling a UAV to successfully
follow alead aircraft or target. The use of Machine Vision for Autonomous navigation has
been investigated and two flight scenarios were chosen for analysis. Firstly, following a
manoeuvring lead aircraft, and secondly, maintaining a steady heading behind a target/lead
aircraft (as would be required for in-flight refuelling). In addition, the author has performed
a literature review of current research in this field which is significantly dominated by

eventual military requirements in order to improve UAV endurance.

In addition, experimental work towards developing a passive vision based navigation
system has been undertaken. It is hoped that after further research and development this
will lead to an eventua flight trial using the flight dynamics department’s UAV’s. The
experimental work has been performed using both equipment and software aready
available within the department and furthermore, it has enabled an anaysis of the
department’ s currently available capabilities for passive visua navigation to be undertaken.
Key points for further work have been outlined for the future advancement of the visual

navigation project.
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1) Introduction:

This thesis outlines the devel opment of a method of navigation enabling a follower UAV to
fly aft of aleader/target (such as are-fuelling drogue) by means of a mounted camera using
only the visual input of the leader/target’s 3D position. Reasons for using a vision based
system can be attributed to the Commercial Off The Shelf (COTS) availability of the key
components. The benefits of such a system of navigation include, firstly, the potential for
autonomy of the system (there is no need for a Global Positioning System (GPS)) and,
secondly, the ability of the UAV's to undertake a mission in complete radio silence; both of

which increase potentia survivability in ahostile environment.

The author’ s work has been to initiate the project, which is aimed at ultimately progressing
into an open atmosphere test in order to prove the system’'s capability using the
departments’ two Piper Cub (scaled model) aeroplanes. The project was performed under
the supervision of Dr A.K. Cooke with the support of (an assistant supervisor) Dr S.E.
Hobbs. The author was able to take advantage of a previously developed program from
(Hobbs, 2003), utilising captured images of the leader/target from a Eyecam© camera (for
manufacturers specifications see figure A3.1 in appendix 3). The study employed a built in
pose algorithm which was able to estimate the Eyecam© cameras’ pose and LED’s were
placed at known reference points on the target aircraft in order to illuminate the target
against its background. This enabled the follower’s camera (the Eyecam®©) to capture
images containing sufficient pose information for image post-processing to enable
formation flight.

It should be noted that a significant proportion of the time allocated for this project was
devoted to practical experimentation, notably in the visual system configuration. In fact,
altogether three experiments were performed, with the final experiment leading to pose
estimation results that proved the initia system concept. The work presented can be
divided into two aress, the first relating to background research and formulation of the

problem and the second including the experimental work performed by the author.
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The initial Literature review relating to the machine vision and autonomous navigation
topic is presented in Chapter 2. A further background search into the interactions of light
emitted in the atmosphere and the principles behind digital photography can be found in
under the Machine vision heading in Chapter 3. Target Identification, (chapter 4) discusses
target |abelling, reference axes and formatting from a distance. Chapter 5 leads on from this
to Pose estimation which addresses the problem of determining a follower UAV’s position
and pose relative to a target. Current pose algorithms are aso discussed and finally the
proposed solution using the Mfitvid program developed at Cranfield University by (Hobbs,
2003) is presented.

Chapter 6, Testing outlines each of the three experiments performed along with
corresponding experimental results, discussions and conclusions. An Overall Discussion of
the work carried out during this thesis is made in Chapter 7. Chapter 8, Thesis Outcome,
summarises the key theoretical and practica work completed during the project while
concluding remarks resulting from the current work are listed in the Overall Conclusion
Chapter 9. Finally, Chapter 10, Future work contains suggestions which a future project
within the same domain should address in order to continue and devel op the current work.

Pierre-Daniel Jameson - 2- 26/08/2008



2) Literaturereview:

The purpose of this Literature Review (LR) was to enable the author to gain an initia
understanding and insight into the project, titled “Machine Vision and Scientific Imaging
for Autonomous Air Vehicles (UAV)”. Following the LR the core body of further in-depth
research and the necessary practical aspects required to advance the project were realised.
The LR was a constant process featuring throughout the duration of the project in order help
the author to understand the issues and clarify where best to apply the most current and

relevant techniques available.

The mission statement for the scope of this project is: to achieve a robust solution enabling
a follower UAV to keep in formation flight with respect to a lead aircraft using (solely)
machine vision throughout the duration of a mission envelope.

A structured approach to performing the LR was taken by the author and the

research was organised under the following categories:

» 2.1. Current UAV capabilities: endurance, range, Uses

» 2.2. Current research involving UAVs: new roles, regulations

» 2.3. Cdibration of digital cameras: how to calibrate,

» 2.4. Current pose agorithms: techniques, robustness, marker requirements

Pierre-Daniel Jameson -3 26/08/2008



2.1 Current UAV capabilities:

During the past few years there have been marked developments in both the capabilities
and performances of Unmanned Air Vehicles (UAV’S). Initialy, arising from the military
requirement of reconnaissance; UAV'’s such as the USAF “Global Hawk” and the newly
deployed RAF “Reeper” (Gardener, 2008) have become capable of providing an effective
projection force within hostile territory. Civilian applications of UAV technology have
followed suite, with off-shoot applications such as offering loca communication and data

transfer coverage and atmospheric data measurement (to give afew examples).

Already projects are taking advantage of Commercial Off The Shelf (COTS) equipment by
constructing low cost UAV s with surveillance capabilities. COTS equipment enables UAV
development to be speeded up through the purchase of fully equipped hobby airframes,
aircraft autopilots, cameras, video imaging software and data linking software (Ma et al.,
2006) and as aresult of such capabilities control algorithms can be tested much more easily
in open atmosphere. Furthermore, this last paper underlines the advantages of small COTS
UAV s being inexpensive to build and perhaps more importantly easy to repair.

e Y i e - S
o o - 4 s 10 b BB 5 D T

Figure 12 Animage of the MQ9 “Reeper”.

& Taken from Defense industry daily, www.defensei ndustrydaily.com
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2.2 Current resear ch involving UAVs

UAV technology is constantly advancing. However, the benefits of removing a human pilot
from the cockpit have lead to new limiting factors in keeping a UAV airborne; notably with
respect to fuel and engine oil reserves. As a result, current research is dominated by
addressing the need to re-fuel in-flight in order to further extend a UAV’s mission
endurance. This aerial refuelling can be separated into two types:. “boom operated” (as
employed by the USAF) or “basket and drogue’ (the most commonly used method)
(Campacet a., 2007) seefigures 2 and 3 below. The first requires the pilot to fly the aircraft
within a designated 3-dimensiona box below the tanker aircraft at the same time as a boom
operator “flies’ the boom into the fuel receptacle while the latter requires the pilot to
successfully dock a drogue into a basket attached to a fuel hose trailed from the tanker
aircraft. The difficulty of accurately measuring the pose of the lead aircraft highlights the
limitations of GPS due to possible local interference; therefore, LASER, Infrared (IR) and
Machine Vision (MV) solutions are aso being investigated. Using MV has the distinct

advantage of radio silence which isimportant during a covert operation.

Figures 2° and 3° Illustrating boom refuelling and probe and drogue refuelling.

> US Air force photos webpage, www.af.mil/photos/
“ Figure 1, (Kimmett et al., 2002)
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Research into mimicking natural animal behaviour such as flocking and swarming and their
possible application to future UAV formation flying is presented in (Crowther, 2003).
Figures 4 to 6 below illustrate two of the rules/situations modelled using computer
animation in order to test the developed flocking rules. It should be noted that there is a
difference between formation flying and flocking. The latter having no specific order
allows the flock members to change their position and this enables the flock to manoeuvre
in a fluid like manner, with each member capable of turning at their maximum rate or

radius unlike the steady rate of turn required for formation flight.

Alignment Net
velocity
vector

/ demand

Cohesion

--------

~ . Avoidance

Ewvasion 5
L%

. Migration
Y

A

Figures4, 5 and 6°: lllustrating, cohesion, the movements allowed in the (Crowther, 2003)
simulation and evasion.

One has only to look up into the sky and observe the “V” flying formation that is adopted
by migrating birds during long distance travel to appreciate its potential significance.
Scientific analysis of this behaviour has highlighted the beneficial downwash interference
developed by horse-shoe vortices trailing from the birds’ wing tips, hence reducing the total
effort required by the flock to fly. Therefore, it is possible to envisage an eventual
requirement for several UAV’s to fly autonomously in formation behind a leader (manned
or unmanned). However, the development of a means of following a manoeuvring leader
poses additional problems which conflict with the requirements of holding a steady position
as required during re-fuelling. Ultimately, the need to rapidly respond to the uncertainty in

the leaders’ flight path prevailsin al circumstances.

4 Figurel, (Crowther, 2003)
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Finally, the introduction of UAVs into manned airspace necessitates that the level of safety
in avoiding a Mid Air Collision (MAC) is equal to or is better than that of manned planes.
A UAY istherefore required to substitute a pilot’s vision and intellect in being able to deal
with a potential MAC scenario. Current work sponsored by the USAF relating to
Autonomous Flight Control Sensing Technologies (AFCST) for a See and Avoid (S&A)
system is presented in (Chen and O'Neil, 2003). Development of two sensors. 1)
Multifunctional Infrared Distributed Aperture System (MIDAS) and 2) Ka Multifunctional
System (KAMYS) are discussed alongside the Time To Go (TTG) model developed and used
to simulate the UAVS encounters with various category aircraft. TTG criteria are divided
into two time regions. > 43 seconds to perform a standard TCAS de-confliction manoeuvre

and > 8 seconds for an aggressive last ditch attempt.

Particular emphasisis placed on using speed ratios between ownship velocity and the threat
aircrafts speed. Tragjectories for the conflicting flight paths are shown in figures 7 and 8
below, these illustrate the increased visibility necessary for increased velocity difference
between the two aircraft.

Velocity Ratio
05 075 10 125 15

£

105° NG*\ N\ X3
900 60°—7 450 Elevation
Aspect Side View Angle

Figures 7 and 8% illustrate the MAC threat posed by conflicting trajectory path angles and
velocity ratios for ownship tragjectory with respect to other aircraft.

® Figure 2, (Chen and O'Neil, 2003)
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According to FAA statistics 88 % of MACs are due to a blind area located under the nose;
which for a UAV poses no issues for a possible sensor location. The worst case scenario
predicted by (Chen and O'Neil, 2003) is for a head on collision with a General Aviation
(GA) aircraft at 3 nm. Thus, the sensor Field Of View (FOV) is crucial to providing
adequate MAC coverage. In order to achieve 94 % coverage, 100° elevation (+ 50°) and
200° azimuth (+ 100°) visibility are required. However, reducing the FOV to 60° (+ 30°)
elevation by 120° (+ 60°) azimuth significantly reduces the coverage to 67 %. The paper
suggests that only frontal hemisphere coverage is required to protect against slower
oncoming aircraft but that a 4n coverage (+ 90° horizontally and + 90° vertically) is

necessary for faster than ownship (such as fighter aircraft) coverage.
2.3 Calibration of digital cameras:

Geometrical camera calibration has the aim of mapping 3D “real world” co-ordinates into
2D row and column image co-ordinates. Several methods exist and have been analysed by
(Heikkila and Silven, 1997) who highlighted the classical approach of minimising a non-
linear error function, a two-step method where initial parameters are evaluated linearly
followed by a fina non-linear minimisation before finally presenting their four-step
calibration. The latter produces, firstly, a closed-form solution using Direct Linear
Transformation (DLT), then anon-linear parameter estimation with an optional third step
depending on the control point projection size and a fina fourth step which solves the
image correction problem. However, two distinct camera models can be outlined:

1) the “Pinhole” camera models, which neglect any optical distortion and 2) the more
complicated models which include lens distortion (Motta, 1999).

DLT is a procedure best described by the “Pinhole” camera method in which collinearity
between each point object in space draws a straight line through to the centre of the image
plane. It must be noted that the Z-pane of the camera is kept perpendicular to the image
plane. Linear transformation is then obtained by ignoring the non-linear radial and

tangential components and by using a 5" order correction polynomial which compensates

Pierre-Daniel Jameson - 8- 26/08/2008



for the non-orthagonality errors for the image co-ordinates. Using a linear transformation
has the disadvantage of excluding the lens distortion promoting errors. This can be reduced

by computing the camera correction parameters iteratively.

A more in-depth understanding of calibration errors of digital cameras can be gained from
an earlier paper (Heikkila and Silvén, 1996) which introduces the two types of error:
Random error such asin nature or Systematic error for example, those arising from
calibration, geometrical distortions and illumination. The article highlights the fact that
errors due to the measurement procedure are not accounted for in the majority of calibration
reports. Quantization noise, caused as aresult of the finite spacing of the CCD arrays can

reduce the precision to which a point object (such as adot) can be captured.

One solution is to detect the centroid of the point using an image extraction agorithm
which by converting the image into binary code enables each pixel to be weighted thus
returning a normalised grey scale value and hence improving the resolution (see figure 9
below). In addition, variations in readings can be seen by changing the illumination
condition. Colour aberration occurs due to the difference between point detection under
fluorescent (blue spectrum) and halogen (red spectrum) lighting. Intensity in loca dot
centres are shifted due to the non-uniform lighting conditions and therefore constrains the
acceptability of the results to those obtained under the same light conditions as the
calibration. Thislast point will need to be considered for the application of MV to UAVs.

Pierre-Daniel Jameson -0- 26/08/2008
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Diagram 9': illustrating the improved image (a to €) via a binary image (c) used in

determining the image centroid weighting.

Another method of camera calibration is presented in (Hobbs, 2003) , where the author has

chosen to use a 3 order polynomial which adequately adjusts the distortion in the camera

model. The procedure of calibrating two different makes of digital camerasis presented and

the evaluated errors in vertical and horizontal directions are quantified. These calibration

values are to within the same order of magnitude as that of the measurement noise.

The MV problem can be best described as an optical-physics problem in which the

camerd s lens needs to focus the image containing the targets markers onto the CCD chip

producing the row and column numbers needed for the pose algorithm. The calibration step

is a means by which of converting the CCD read out into useful angles of pose: eevation,

rotation and yaw.

"Figure 2, (Heikkila and Silvén, 1996)

Pierre-Daniel Jameson - 10-
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2.4 Current pose algorithms

Manoeuvring, the UAV using MV requires the onboard avionics to be able to transform the
visual cuesinto useful flight dynamic datato control the UAVs flight path. Pose algorithms
are a means by which the useful visual data is converted into required data for the control
commands of the UAV. The visua cues required are in the form of markers located at
known positions on the lead aircraft. This topic is at the centre of a considerable amount of
current research and many sources are available. For example, (Valasek et al., 2005)
proposes a Vis Nav system which works on the principle of a Position Sensing Diode (PSD)
that receives light emitted from markers on the lead aircraft after which the navigation
solution is obtained from a Gaussian Least-Sguares Differential-Correction (GLSDC)

iteration routine.

(Johnson et a., 2007) outlines two MV algorithms which can be performed using a single
camera 1) Centre Only Relative State Estimation (CORSE) and 2) Subtended Angle
Relative State Estimation (SARSE). CORSE requires the “follower” to fly a meandering
sinusoidal path before generating an optimum trgjectory relative to a target using minimal
processing power while SARSE requires rigorous image processing without the “follower”
having to fly a prescribed path. Both methods yield comparable accuracy for range to target
estimation. The use of image processing features in both the methods with active contours
used to calculate the centre of the target aircraft for CORSE whereas SARSE draws on the
additional information of the distance between the wingtips and the angle subtended
between the wing tips. Extended Kalman Filtering (EKF) is applied to resulting data from
either algorithm to provide state estimates of velocity and position with respect to the target

arcraft.
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A similar approach to the EKF above is presented in (Johnson et a., 2007) where images of
the target are processed to determine azimuth, elevation and subtended angle. Only three
target points are chosen: centre point, left and right wing tips. The centre point enables
azimuth and elevation angles of the target to be determined with the wing tip points
enabling the follower aircraft to be sized. Using this information the relative target position,
velocity, target size and acceleration are determined using an Unscented Kalman Filter
(UKF) because of the high non-linearity of the tracking. The algorithms have only been
used to post process flight test data offline and therefore some reservations are placed on
real time vision capabilities but the research is still being carried out and the a gorithms still
being refined.

Another approach of using infrared markers is proposed by (Pollini et a., 2005) who
specifically targets the UAV re-fuelling capability requirements. The Lu, Hager and
Mjolsness (LHM) pose agorithm is chosen because of its rapid execution speed which
enables rea time evaluation, permitting the UAV to follow the “lead” aircraft. The sole use
of the algorithm is envisaged to keep the UAV in formation flight behind the lead aircraft
during re-fuelling. However the drawback of using LHM is that each marker needs to be
identified in each image frame, the LHM algorithm aso has no guaranteed number of
iterations before converging. Furthermore, marker geometry is important in this situation
and in order for the LHM agorithm to work effectively, it necessitates a convex polygon
formation (figures 10 and 11 below) without which the algorithm fails.
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Figures 10 and 119 Illustrating the convex polygons and numbering for the TSP.

9 Figure 2 and Figure 3, (Pollini et al., 2005)
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The numbering of the infrared LEDs in each image required for the LHM agorithm is
calculated by a Travelling Salesman Problem (TSP) agorithm, however this algorithm is
also limited by the perception of the LEDs via the camera. A solution to this problem isto
put the LEDsin aline with areference point below; lines then drawn from each LED to the
reference point construct a fan, with the angles corresponding to the location of the wing
tips of the lead aircraft. This solution is not suitable for large yaw (y) angles though these
are unlikely to occur during steady level flight as required for re-fuelling and formation
flying. Finally, successful experimental work on attitude and relative displacement
estimation using the LHM algorithm and infrared LEDs has been done both indoors and

outdoors.
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3) Machine Vision:

The experimental aspect of the project was conducted using cameras already purchased
within the department. Two Radio Frequency (RF) “Eyecam’ cameras were made available
for use (see appendix 3 figure A3.1 for detailed specifications) and are referred to
throughout this thesis as either Yellow dot with a 2452MHz RF (this was the principle
camera used) or Green dot with a RF of 2473MHz. These cameras are designed for

recreational use and are commercially available off the shelf.

Initial experiments were required in order to calibrate both the cameras. These are
discussed later in chapter 6 and additional supporting work can be found for experiments 1,
2 and 3 at the end of the appendix section. The most important property of the camerasis
their ability to map/convert correctly the 3D world to a 2D image with minimal distortion
or skew. Their second most important property is their ability to filter correctly different
coloursinto Red, Green and Blue (RGB) as required for specific colour identification in the
post image capture processing. This last point will be necessary when automating the LED

beacon position (row and column) tracking for input into the pose estimation software.

3.1) Light in the Atmosphere:

An underlying requirement for the Machine Vision application in this research is the ability
of the follower UAV to adequately distinguish the target UAV from the surroundings. In
keeping with the passive navigation capability of the UAV, the use of light beacons to mark
points on the leader has been chosen. During the literature review the author identified the
omission of atmospheric properties relating to the visual navigation problem. Therefore, it
IS necessary to gain an understanding of the properties which occur between the light
source and the camera i.e. the effect of the atmospheric particles aong a path of light
(Nishita, 1987). This effect is described as: Atmospheric Light Transmission and
Attenuation. However, a mgority of the information regarding this topic is principaly

concerned with astronomy and thus lies out of the scope of this study.
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The visual spectrum has been chosen as thisis readily accessible with the use of basic Off-
The-Shelf equipment such as cameras and LEDs. Figure 12, below illustrates the
electromagnetic spectrum, with the visual spectrum ranging from shortwave Blue light to
longer wavelength Red light.
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Figure 12" The Electromagnetic spectrum.
The properties of light, such asits colour and intensity can be atered by three key
interactions within the atmosphere:
1) Attenuation/ Scattering

2) Absorption
3) Emission/ Background Radiation

Out of the three, light scattering is the most pertinent interaction due to the number of
suspended particles present in the atmosphere (Narasimhan and Nayar, 2002). In order to
better understand this, a list of particle sizes for different westher conditions together with
their concentrationsis summarised in table 1 below.

Condition Particletype Radius (um) | Concentration (cm’)
Air Molecule 10" 10"
Haze Aerosol 10°-1 10°-10
Fog Water droplet | 1—-10 100- 10
Cloud Water droplet | 1—-10 300 — 10
Rain Water droplet | 10°—10° 10“ -10°

Table 1'": Weather conditions and associated particle types.

" Figl.1a, p8, (Denny, Ronald C. and Sinclair, R., 1987)
' Table 1, (Narasimhan and Nayar, 2002)
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From table 1, above, the effects of particle size of different weather conditions on light
transmission can clearly be seen. For instances, air molecules are much smaller than the
visible light wavelength and therefore will have a minimal effect. Haze however, consists
of aerosol particles which are suspended in the atmosphere such as: volcanic ash,
combustion products and sea salt. These particles can act as nuclei for water particles when
the humidity is high, therefore, producing obstacles for light transmission. Fog and cloud
have similar properties though fog only occurs at low altitudes. The intermediate stage
during condensation build up between Haze and Fog is termed Mist. The formation and
effects of rain and snow are much more complex and beyond the scope required for this
initial investigation.

Another key point is the amount of background luminance present (Norris et a., 1999).
This is the amount of ambient light which forms the backdrop against which the light
source will be viewed. As a result, during daylight when the background is bright, it is
difficult to detect the difference between an emitting light and its background. The majority
of this background luminance is caused by solar radiation in the visible near-IR (1.5um.)
and mid-IR (3-5um.). It should also be noted that the Earth’s atmosphere absorbs solar
background radiation in the Ultraviolet (UV) region below 0.285um (which is termed the
solar blind portion of UV radiation).

Further information regarding the atmosphere’s optical properties can be found in the
research report of (Elterman, 1968). This paper outlines the first two key interactions
(Attenuation and Absorption) as discussed previously, summarising their effect on UV,
Visible and IR light. The Attenuation parameters are determined using Rayleigh scattering
cross-sections (N.B. Rayleigh scattering is isotropic) with molecular number densities from
the standard atmosphere tables. Absorption parameters are derived based on Vigeroux’'s
coefficients which are then applied to representative atmospheric distributions. The
research compares seven sets of aerosol measurements with altitude which enables a profile
of atmospheric Attenuation coefficient with altitude to be established. Aerosol Attenuation

isastrongly fluctuating parameter and therefore, an average representative profile has been
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created with measurements through both the troposphere and stratosphere. A summary of
the data for the Red, Green and Blue wavelengths can be found in table 2 below.

Colour |h(km) [g (km™") |rr (O-) |g, (km™) [rp O-) |g; (km™) |15 (ON)[g,, (km™) |Fex (O-N)

Blue, 0 5.89E-03 | 0.000 | 142E-01| 0.000 | 2.21E-04 | 0.000 | 148E-01 0.000

470nm 5 3.54E-03 | 0.023 | 450E-03| 0.180 | 1.37E-04 | 0.001 | 8.19E-03 0.204

11 | 1L76E-03 | 0039 | 267E-03 [ 0199 | 2.85E-04 | 0.002 | 4.71E-03 0.239

Green, 0 2.64E-02 | 0.000 | 180E-01| 0.000 | 1.25E-05| 0.000 | 2.06E-01 0.000

568nm 5 159E-02 | 0.104 | 5.72E-03 | 0.228 | 7.73E-06 | 0.000 | 2.14E-02 0.332

11 | 7.87E-03 | 0173 | 3.38E-03 [ 0252 | 1.61E-05| 0.000 | 1.13E-02 0.425

Red, 0 1.16E-02 | 0.000 | 1.58E-03 | 0.000 | 3.28E-04 | 0.000 | 1.70E-0L 0.000

660nm 5 6.99E-03 | 0.046 | 502E-03| 0200 | 203E-04 [ 0.001 | 1.22E-02 0.247

11 | 346E-03 | 0076 | 297E-03 [ 0221 | 423E-04 | 0.003 | 6.85E-03 0.300

Table 2': Atmospheric properties for selected wavel engths
Where:
pr = Rayleigh attenuation coefficient, r, = Rayleigh optical thickness,
Po= Aerosol attenuation coefficient, rp= Aerosol attenuation coefficient,
3= Atmospheric ozone absorption coefficient, rz= Ozone optical thickness,

Pext = Extinction coefficient, and re = Extinction optical thickness.

The extinction coefficient enables all three light waves to be compared with the sum of al
the attenuating factors for the respective wavelength. The larger the coefficient the more the
light intensity decreases with distance from the source. From table 2 it can be seen that the
attenuating factors act the least for Blue wavelengths for low atitudes (O and 5km).
However, at higher altitude Red wavelength light is the least affected light.

I Datataken from tables 4.9, 4.11and 4.13 (Elterman, 1968)
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When selecting the specific LEDs to be employed it is necessary to consider the
wavelength of light being applied and the sizes of the particles with which it will interact
within the atmosphere. Therefore, for the initial ground trials the author selected four Smm
Superbright Red Kingbright LEDs L-53SRC-DW (see appendix 1 for further LED
specifications) which from the manufacturers data are quoted to emit a Red light with a
Peak wavelength of 660x10°m. Their light intensity is quoted as ranging from 1600 to
2000mcd (0.428 Lumens) and could be run of a9V PP3 battery. These LEDs were selected
as they were easily and readily accessible from local electronic suppliers, but more

importantly their performance enabled them to perform initial testing satisfactorily.

3.2) Digital Cameras:

Digita cameras permit a hardware-software interlink and are ideally suited for the MV
application. Since research into Digital cameras / Charged Couple Device (CCD) imaging
began in the early 1970's (Graham, 2005) p49, CCD imaging has progressed to the point
where there is now a wide selection on the market for al levels of users especialy for
research purposes. The CCD imaging capabilities on offer are reflected in the wide range of
respective unit costs. Trade-offs between image quality, spatia resolution, colour fidelity
and dynamic range account for these varying product prices. The use of CCD imaging
reguires a computer in order to provide an interface to interrogate the images and perform
post-photo image processing. The computer has therefore replaced the need to develop
photos using chemicals and special dark rooms enabling photography to become more
accessible and most importantly it has reduced the time it takes between capturing an image
and being ableto retrieveit.
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3.2.1) CCD Arrays:
The process used in capturing a digital image relies on the use of semiconductors which are

aform of solid state electronic components.

0 oV +Vo
o

o y The most common semiconductor used in
é’/./h’j oy e CCD arays is the Metal Oxide
///’// b\)ﬁ Semiconductor also known as MOS which is
N 4 /// made up of an aluminium gate over a

3 /

5i0:z

e dielectric metal and placed on a silicon
Coreatnarge | SUbstrate. The CCD consists of many

Silicon substrate
MOS's spread over the circuit (see figure 13

Depletion region
(potential well) bel OW) .

Channel stop

Figure 13 An example of a CCD array structure.

When light is captured by the MOSS', they act as electrodes on the surface of the device,
and a charge forms under the electrodes with the highest potential which then attracts
electrons from the silicon substrate below. The information within the image is therefore
stored in the form of electrical charges. The Charge Coupling (CC) occurs during the
transfer of the image's information via sequential pulsing of the electrode voltages,
enabling the image to be transferred through the array of MOSs with only small losses and

minimal noise/interference.

The CCD array can be seen as a set of storage elements (individua pixels), with each
element capable of capturing light. The amount of light which can be captured by the
element is quoted as the “fill factor” in percentage terms. When an image is captured each
individual element will receive an amount of light which will be transferred into electric
charge and then passed from array to array using CC. A CCD circuit is made up of several

rows of arrays (figure 14 below).

X Figure 4.4, p49, (Graham, 2005)
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Figure 14" The CCD array illustrating information transfer.

The A/D converter comprises of a series of binary voltage comparators supplied with the
input signal and a reference voltage which is scaled between the low and high values. At
each clock pulse the comparators are simultaneously read and a binary code is then
generated.” (Graham, 2005)p55, this step is often referred to as image quantization.

' Figure 4.11, p58, (Graham, 2005)
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3.2.2) CCD Noise
This can be accounted for by three main sources:

i) Photon short noise: this is the random arrival and absorption of photons during the

charge generation. The Signal to Noise Ration (SNR) for sensed images is a a maximum

when pixels are close to their full capacity of 10° electrons and is given as: Ns = JS where

S= short noise.

i) Dark current noise: this is generated at the exposure and read-out phases at a rate
proportional to the absolute temperature (K) of the sensor material. Therefore measuring

the dark current (Ip) the dark noise can be givenas: Np = /1, .

iii) Circuit noise: this accounts for the largest noise in the circuit (Nc) due to the onboard
circuit amplifier which is required to amplify each pixel to register a useful reading. After
each pixel isread-out, the amplifier must be reset to zero and therefore an uncertainty of the
recovered zero level exists. Thisis known as the rest noise.

The sum of all three enables an estimate of the total noise (N) in the CCD:

N=Ns+Np+Nc ... (egn3.2.1)

Furthermore, the SNR can be defined as: SNR = S/N. Which for practicality is measured
using alog scale: SNR = 10log(S/N)dB ... (egn 3.2.2)
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3.2.3) Complementary Metal Oxide Semiconductor (CMOYS):

Similar to CCD, CMOS functions on the same principle of capturing light in an array and
storing the information as an eectric charge. The main difference between the two
technologies lies in the fact that a CMOS circuit requires only one chip to perform the same
task that a CCD chip does with three (required to capture Red, Green and Blue
individually). Certain CMOS sensors have an amplifier for each pixel, termed Active Pixel
Sensors (APS). The basic design consists of the photodiode, which converts incident light
into an electric charge, a charge to voltage converter, a reset and select transistor and an
amplifier. Above the CMOS sensor is a grid of metal connectors which is used for timing
and signa read-out. Due to the fact that pixels in CMOS imaging arrays are read out in
paralel (row by row) thereis aread-out speed advantage over CCD.

3.2.4) Image File For mats:

A list of the most common image formats and their abbreviations follows:

BMP - Windows compatible bit-mapped graphicsimage

DIB - Device independent bit-map

EPS - Encapsulated post script

JPEG - Joint Photographic Experts Group, Discrete Cosine Transformation (DCT)
PICT - Mac supported image

TIFF - Tagged image file format

A Bit-mapped image: is composed of a series of dots (pixels) as opposed to lines. It consists
of agrid of discrete pixels of grey or colour values. Each pixel is stored as a binary number
with an (X, y) address which maps to a pixel located in the monitor display. Resizing a bit-
mapped image without distortion or aliasing is problematic as it requires large amounts of

computer memory.
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Object Orientated (vector) graphics: the image is defined mathematically rather than by a
set of dots which results in a more economical use of computer memory. Thus circles and
squares can be reproduced without any aliasing or distortion, requiring much less computer

manipulation. These images are mainly used for drawing and CAD.

3.2.5) Spatial filtering:

Digita image processing is facilitated by quantization of pixels into the binary scale
(usually to a capacity of 8-bits) image brightness levels (grey or colours) on ascale of 0 to
255. This is performed by analysing the Digital Number (DN) assigned to various pixels,
either by interpolation or filtering in the spatial domain. A number of re-sampling methods
can be used to assign appropriate output DN with three forms of convolution: Nearest
Neighbour, Bilinear and Bicubic. Spatial filters are employed mainly for improving edge

detection/definition thus increasing image sharpness and noise reduction.

3.2.6) Image compression:

The data contained within a digital image can often be very large depending on pixe
resolution for image quality, with typical high resolution values ranging between 18 to 25
Mb. The use of image compression reduces the number of image bits by a certain degree
while making sure that the image resolution remains acceptable. This is done by grouping
together large areas of common colour or tone. Compression ratios of 20 or 30 to 1 give
satisfactory results. The most common techniques include reducing: 1) Repetition of data,
2) Redundancy in coding of data, 3) Redundancy between adjacent pixels and 4) Psycho-
visually redundant information. The first three techniques are loss-less and the fourth
utilises lossy compression techniques such as JPEG — Joint Photographic Experts Group
(standard compression). JPEG is designed to discard information from the image not easily

seen by the naked human eye.
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4) Target identification:

In order to follow alead aircraft or perform in-flight refuelling a reliable method capabl e of
successfully identifying and distinguishing the target in front of the UAV isrequired. As
outlined in the literature review (chapter 2), the ability to perform this operation using MV
as an aternative to radio communication will enable the benefits of using low cost and light
weight cameras such as an Eyecam© (two of which are aready available within the
department) to be realised. Furthermore, the additional advantage of navigating a UAV
using vision provides a covert capability, useful for operating in hostile airspace since no
information relating to either the leader’s follower’s position needs to be broadcasted. In
order to achieve this, it is necessary to design and place suitable markers at known positions
on the leader or target which will then act as reference points to be used in determining the

pose of the follower.

4.1 Labdsand markers:

The use of passive markers is required since there is no interaction/data transfer between
the marker and the capturing device (e.g. camera). The choice available for such markers

can be divided into the following two categories:
> Non-emitting sources: Labels, coloured dots and specific aircraft geometry

> Emitting sources: Lights, LEDs, visible (different colours), infrared and

intermittent/pul sed

Initial research performed by the author focused on using non-emitting sources using
suitable patterns of red coloured dots for use as reference point markers (see appendix 2).
This study investigated the number of unique patterns/labels that could be made using 1, 3,
4 and 5 red dots. The individual patterns were printed, fixed to a cardboard backing and
then attached to reference points on the target (the Piper cub model) to determine their
suitability for use as markers. However, the difficulty of identifying the non-emitting labels

as a result of poor background lighting was highlighted following a trial using the
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Eyecam©. Subsequently, these patterns could be replicated using LEDs, thus enabling the

camerato better cope with poor lighting conditions.

Having established the need for using an emitting source the next step was to determine
which type of source was best suited for the project. Firstly, the choice between visual and
IR needed to be made. Examples using IR were found in both (Pollini et al., 2005) and
(Valasek et al., 2005). (Valasek et al., 2005) identified the need to also modulate the IR
light emitted to 40Hz in order to filter out any natural and artificial light sources for use in
their Vis-Nav system. On the other hand, (Pollini et a., 2005) used only the narrow
transmission band of the IR LED and opted to implement a narrow band filter for the
LED’s specific wavelengths. The drawback to using IR is that it requires modifications to
the camera, such as using a coloured glass optical-filter to block unwanted wavel engths.

In order to gain an initial insight and define a starting point for the machine vision
navigation problem the author decided to use a system based in the visual wavelength
spectrum to take advantage of readily available apparatus and components. The chosen
LED (the 5mm Superbright Red Kingbright LED L-53SRC-DW) has a narrow viewing
angle (30°) and gave the best light emission performance from the available resources. As
outlined in chapter 3 the use of a red LED in the visua spectrum will minimise the
susceptibility to atmospheric effects. The circuit diagram used can be found in appendix 4.
Finally, in order to keep the system as simple as possible for the initial concept proving
trialsit was decided not to pulsate the light source.
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4.2 Marker referenceframe;

Suitable reference frames are required in order to determine the follower aircraft’s pose

relative to the target. Figures 15 and 16 below illustrate their use.
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Figure 15™: Target position location ~ Figure 16": Reference axes for re-fuelling.

Referring to figure 15 the position vector, i’ of the camera relative to a sample target is

shown. Thisis auseful illustration and is applicable to the current pose estimation problem
for the UAV follower-leader situation. Replacing the target feature by an LED and adding
three more LED targets onto the leader creates the solution used in the project. Formulating

the problem for just one marker asin figure 15 above:
> i =lineof sight unit vector (from the optical camerato the target)

whichisgivenby [i,, i, i,] ...(ean 4.2.1)

[
> y = tanl(i—yJ +v, ...(eqn 4.2.2) azimuth angle measured from camerafocal plane.

X

> 6 =tan'(i,)+v, ...(eqn4.2.3) devation angle measured from the camera focal
plane.
> v = [Uw’ UG]T ... (eqn 4.2.4) optical camera noise vector.

For simplification the camerais assumed to be inline with the UAV X-axis.

™ Figure 3.8), (Woffinden and Geller, 2007)
"Figure5, (Tandale et al., 2005)
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The re-fuelling problem can be described using three axes systems (see figure 16 above):

> 1) [X,.Y,, Z.] ... (eqn 4.2.5) Earth axes.
> 2) [X,,Y,, Z,]" ... (eqn 4.2.6)UAV body axes (located at UAV centre of gravity)

> 3) [X,,Y,, Z,] ...(ean 4.2.7)the displacement between the drogue and the UAV'’s

refuelling probe
Using the above axes the distance between the probe and drogue can be compared enabling

pose a gorithms to be devel oped.

A fina example of using aircraft geometr
North A P o ? Y

i for range estimation is discussed in
target size b Leader g

(Settigeri et a., 2005) see figure 17.
Range, Risgiven by:

p ..-*“'p'rﬁhgc R > R:\/(XL _XF)2+(YL -Ye )2+(ZL —Z )2
2" Uit vector Uy, ... (eqn 4.2.8)
& >East| | here subscript L and F t lead
FD”DWQI" whnere Supscrip an represent leaaer

and follower.

Figure 17°: Leader follower formation

The solution selected by the author was to create a cross-shaped pattern using four LED’s,
attaching one LED to each wing tip and to the top and bottom of the fin. Each LED was
attached to a known reference point within the model’s NED axis system. This created an
outline of the model necessary for determining the follower’s pose. In addition, distances
between the models centre of gravity and each LED reference point along with the test
position for the Eyecam© were measured beforehand. Therefore, once the camera
calibration has been performed, the relationship of the separation distance between the
wing tip LED’s in pixels can be used as a means of estimating the range (R) between the

target and follower.

° Figure 2, (Sattigeri et a., 2005)
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4.3 For matting onto L eader/Tar get:

The machine vision problem has initially been approached from the standpoint where both
the follower and the target are already sufficiently close together so that individual markers
can be identified. This scenario is only made possible because of the prior step which
requires the follower to manoeuvre from its current location to a position aft of the target.
The use of “angles only” navigation has been proposed by (Woffinden and Geller, 2007),
whom point out that this technique has been used much earlier in Naval applications when
navigation was performed using a sextant. The principle behind the method lies in
measuring the Line of Sight (LOS) angles (i.e. azimuth and elevation) from the reference
point (taken to be the camera) to the target position and is based on an autonomous orbital

rendezvous.

The rendezvous (RDV) is divided into four distinct phases including the final docking:

1) RDV operation 3) Final approach
2) Close proximity 4) Pre-docking phases

N.B: D —diameter, p —relative range and 6pixe —angular size

Camera Focal Plane

Camera Focal Plane

|
L o

~— ol

Figure 18°: RDV operation Figure 19°: Close proximity

1) RDV operation (10- 1km): When the target is observable on the focal plane but the

apparent target angular diameter on the image is less than one pixel, Guxa (figure

18) b <0 g - (€0 4.3.1), the optical camera can track the centroid of the target relatively
Jo,

well in order to generate the azimuth and elevation angles.

P Figure 2, (Woffinden and Geller, 2007)
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2) Close proximity phase (1km to 100m): The camera is close enough to distinguish the
target angular size but the distance is still great enough for the target image to stay within
the camera sfield of view, Oroy (figure 19 above) therefore:

D
0 ixa < ; <Oroy --- (€N 4.3.2)

3) Final approach phase (100m —5m): When the target occupies the entire camerafield of

view, b >0y --- (6gn 4.3.3) (figure 20 below), the camera is no longer capable of
Jo,

determining the azimuth and elevation angles in relation to the target’s centroid. However,
the camera can identify three or more key features which can be used to measure their
relative azimuth and elevation to the drogue/leader. This situation now corresponds to that
of the follower-leader navigation problem using individual markers on the target as

proposed in the current project.

4) Pre-docking phase (5m — 5cm): Since the chaser approaches the target before initiating
pre-docking (such as with the fuel drogue in an air-to-air refuelling problem), the chaser
has been aligned as a result of the manoeuvres leading up to this point. Finally, using the
features of the docking port and key targets surrounding it the camera can measure the

azimuth and elevation angles to perform the final procedure (figure 21 below).

ca— S
1. Camers Focal Plane I. Camera Focal Plane
= =
: \ Pl N

| el
| 4 \ . . .

Figure 20°: Final approach Figure 21°: Pre-docking

The limiting factor for the starting distance is afunction of the camera’s ability to resolve

the target to the order of 1 miliradian.
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5) Pose estimation:

Leading on from the target identification process, the estimation of the states of the UAV’s
ownship (the position in 3-D, as well as the orientation in yaw (), pitch (6), and roll (¢))
can be determined. These states are required as they are the inputs into the flight
control/autopilot which will guide the UAV from its current location to the target/leader.
The navigation problem can be formulated with the axes systems described in chapter 4

then resolved using vectors and trigonometry.

5.1) Determining the UAV states:

To solve the navigation problem it is necessary to create a position vector, which describes
the location of thetarget relative to the follower. The following equations refer to the model
presented by (Oh and Johnson, 2007) and are formulated from the follower to the
target/leader in the Navigation Reference frame as illustrated in figure 22 below.

Target
(Leader)

Relative
position

rll

Ownship
F (Follower)

Fa
12 N — pn_ypn
1 '_lLI lL lf

Navigation

frame
East

Down

Figure 22% illustrates the follower—{ eader relative position, r"in the navigation frame.

The relative position 3-D vector, r'= [X Y Z[ ... (egn 5.1.1)
this corresponds to the first three displacement states [x, x, x| . Differentiating these
w.r.t x, will yield the relative velocity vector, r"=v" = [U vV W] ... (egn 5.1.2)

which corresponds to the three velocity states [x, X, x| . Differentiating again w.r.t x,

leads to the rel ative accel eration vector, "= v"=a"= [U \Y} W]T ... (egn 5.1.3)

9 Figure 3, (Oh and Johnson, 2007)
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T

and yields the three velocity rate states [x, %; %, -

Three additional states are included: firstly, x, =Db, the target/leader size, secondly,
Xs = a, the target/leader lateral acceleration and findly, x, = a,,,, the target/leader

longitudinal acceleration.
Therefore, the state variables can be represented in matrix form:

X= [X13 X4:6 X7 X8 XQ]T = [r " a'n b a‘Iat a‘Iong]T e (wn 514)

It should be noted that the following assumptions need to be made to create the model:

» the leader’s longitudinal acceleration is perpendicular to the leaders total velocity
and to lies in the vertical plane that is generated between the total velocity vector

and vertical direction vector (W, ).

> theleader’slateral acceleration is perpendicular to the leaderstotal velocity.

Thus, this enables the leader’s acceleration can now be expressed as a function of the

leader’ s velocity component:

U W

JUZ+V2+W?

ar 1 VW,

_VL

E™
= u 9} ... (egn5.1.5)
Juzave | Juzeview?r | A

A 0

JUZ+VE+ W2

where v =[U, V., W ] =v"+v! =[x, X X;] +VI ... (egn5.1.6)
with the above terms defined as:

a' = leader acceleration in navigation v{' = leader velocity vector in navigation
frame frame

ap = follower acceleration in vp =follower  velocity vector in
navigation frame (follower's navigation  frame  (follower's
navigation system) navigation system)

Following on from equations 5.1.5 and 5.1.6 the relative acceleration between the follower

and leader can be determined using the state variables:
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U W

JUZ+V2+W? i
a"=al-al = ! VW, U, a‘°“g}-a2 ... (egn 5.1.7)
JUZ+VE | JUZ+V2 W2 | A

A 0

JUZ+V2+ W2

Now that the followers states have been defined, the targets position with measurement

noise can be determined and expressed as a continuous time state-space mode!:

X(t) = f(x(t)) +w(t) ... (egn 5.1.8)
(where w(t) represents the noise vector)
which can be expressed using the known states is: v = [r' " V" b a, along]T
= [v” a® 00 O]T + [nV n, N, Ny nalong]T ... (egn 5.1.9)

(where n represents the noise for each of the state variables)
Thus by substituting egns 5.1.6 and 5.1.7 into egn 5.1.9 the state space model becomes:

X4
o X,
: xﬁ
2
%, U W, -V, i n, ]
%, JUZ+V2+W? i n,
Xs | = ! VW U, Xg}—ag +| n, |...(egn5.1.10)
s | [WUEHVE| U # V7 W [ % -
%, N A} 0 Niong
: JUZ+V2+ W2 C T
e L i
. 0
| %o | 0

0

N.B. th;:- follower’s velocity, v¢ and acceleration, ap a_re assumed to be readily available
from the followers navigation system (either an Inertial Navigation System or GPS).
Having now provided a model describing the displacement between the follower and
leader/target a pose angle model can be defined. Figure 23 below shows the reference

frame and pose angles used to define the follower’ s position relative to the leader/target.
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Figure 23": illustrates the target image on the camera image plane for pinhole camera

As aready mentioned the three pose angles are: w, Azimuth, 6, Elevation and ¢, Roll and,
referring to figure 23 above these angles can be determined from the reference frame

measurements as follows;

tan(y) = Yo Y= tan‘l( ;C ] (rads) ... (egn5.1.11)
4
tan(@) = 0 =tan X—° (rads) ... (egn5.1.12)
b b b
tan(p/2) = @ =2tan™ (rads) ... (egqn 5.1.13)
2r 2,/x +Y2+22 2X2+Y2 422

where subscript ¢, denotes the camera reference frame used in the pinhole camera model

and r, is the relative distance between the follower and the leader/target (1/ XZ+Y?+2Z2 )

" Figure 4, (Oh and Johnson, 2007)
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The above relationships are then modified for application in the follower to leader pose
estimation. The information obtained by the camera, relating to the position of the leader
aircrafts wing tips can now be utilised: left wing tip (y,,z ) and right wing tip (y,,z ) as

well as its centre poi nt(yc, z.). The distance X is replaced by the cameras focal length, f,

and hence the rel ative distance in the projected image frame, r becomes: (1/ f2+y?+ zj) :

Therefore, the projected target size is defined by: [\/(y, v, )V +(z -2 ) ) substituting

into the roll angle equation (egn 5.1.13):

tan(p/2) = \/(y. ) +a-z) _b b (rads) ... (eqn 5.1.14)

2./ f2+yi+2? 2r _2w/XC2+Y02+ZCz

bringing together all the pose measurementsinto matrix form yields:

B RN [ Cho  Ca A P
-t -t (1) ]

f
... (egn 5.1.15)
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5.2) Verification of ownship:

As outlined in section 5.1, above, a means of quantifying the velocity and acceleration of
the follower is essential. This will enable a comparison of the followers’ current position
with that determined by the pose algorithm. Therefore, a technique combining the two pose
results will add a degree of robustness to the unmanned navigation solution. Possible
navigation systems capable of providing the required information are: an Inertia
Navigation System/Inertial Measuring Unit (INSIMU), a Globa Positioning System,
angular rate gyros and accelerometers. Some of these systems have aready been
successfully used for navigation in unmanned open atmospheric flight (Ma et a., 2006).

The ability to determine the follower’s state will be of significant benefit in either the
manoeuvring formation flight or the in-flight refuelling scenarios. In these specific cases
the vision navigation system will have difficulty in distinguishing which of the two
(follower or leader/target) has moved. However, by using an INS device attached to the
follower, its states can be determined and fed into the pose estimation agorithm, thus
enabling a correct interpretation of the visua information captured by the camera to be
made.

5.3) Noisefiltering:

Inaccuracies relating to the measurements of the follower’s velocity and acceleration from
the additional navigation system (such as INS or GPS) will create unwanted noise. Having
formulated the pose problem in section 5.1 the follower’s states can be processed by
applying an Extended Kalman Filter (EKF). The EKF consists of two steps, the Prediction
step which is then followed by the Update step. This filter is an extension to the standard
Kaman Filter (KF) and can be applied to non-linear problems by linearising the system
about a predicted estimate for each time step. The following EKF equations were presented
in the model used by (Watanabe et al., 2007), and are reproduce overlesf.
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Starting with the state space model: x(t) = F(x(t)) + Ga, (t) ... (egn 5.3.1)
(where a, (t) represents the acceleration vector in inertial frame)

the linear discretised systemis: Xy = D X, +Gra, (1) ... (egn5.3.2)

sl 1 2
withe, = eF(ta-to :[(') (tisa I_tk)l }ande = | e ke ~ ) gt — [5 (teea —T)” |
fi (te —te) |

at this point the two steps (Prediction and Update) of the EKF can be established in order
to estimate the followers relative states at time step t,, X, from the vision based

measurements determined by equation 5.1.8.

Prediction: X =D X +Ga, ...(egn5.3.3)
P.,=®,PD/ ... (eqn 5.3.4)
Update: Keog = Xiq + K@ X, (zk+1 - h(X il )) ... (egn 5.3.5)

P = (I -Ky,H K+1)Pk_+1 ... (eqn 5.3.6)

Ky = BaH 1+1(H ks1PaaH L—l + Rk+1)_l ... (egn 5.3.7)
where:
%, and X, represent the predicted and updated estimates of the relative state x, at time step
t,.
P, and P, arethe error covariance matrices for the predicted and updated estimates.
K,.,isthe Kaman gain matrix
H,.,1sthe measurement matrix and is defined by:

o :% = [ % [_ h()”(cm) I]Lc(tk+l) O| ...(eqn5.3.8)
k+1 x(tk+1):)A(; 1 X ck+1
Where )2c7k+l = Lc (tk+1))2ck+1
2
and Rk+1 = fj—z |

ck+1
because of the camera's limited field of view the image processor may not aways be able

to capture the target, thus the corresponding vision-based measurements will not always be
available. When this occurs, only the EKF prediction is performed (equations 5.3.3 and
5.3.4).
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Without the vision-based measurement, a measurement of infinitely large noise

arises, R, = o and the Kalman gain becomes zero.
Thus: R, = whichresultsin: X,,, =%, and P, =P,

Following the application of the estimated relative position and velocity, an estimation of
the target’ s state can be calculated by adding the known vehicle's state.

X, () =X, + X,(t,),and V,(t,) =V, +V,(t,) ... (eqn 5.3.9)

These estimates can then be fed into the guidance system.

5.4) Pose estimation algorithms:

The following section summarises the principles behind four different pose algorithms

found during background research of the machine vision autonomous navigation topic.

1) A Gaussian Least-Squares Differential-Correction (GLSDC) agorithm developed by
(Valasek et al., 2005), is proposed for use in the air-to-air refuelling scenario. The
algorithm determines the states, attitude and position of the re-fuelling drogue once
iterations of the least-square method have converged. The pose estimation technique uses
data from a 6 degree of freedom position and attitude sensor. A rapid sensor update rate of
100Hz has been chosen in order to adequately track the re-fuelling drogue’'s movement.
This solution is then fed into the Proportional Integral Filter optimal Nonzero Setpoint with
Control Rate Weighting (PIF-NZSP-CRW) which is the autonomous navigation system
used to generate the navigation solution for the UAV to dock with the re-fuelling drogue.

2) An angles-only-rendezvous navigation filter is presented in (Woffinden and Geller,
2007). Thisis an EKF which generates attitude data by processing angular measurements of
three features located on the target using a navigation camera. A 35 state vector, including
13 target states, 13 follower states and 9 parameters is used to produce an orbital
rendezvous simulation model and thus the relative position and velocity between the two
vehicles can be estimated. This method has been developed specifically for the rendezvous

and docking scenario of two spacecraft in orbit.
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3) The Lu, Hager and Mjolsness (LHM) pose estimation algorithm is presented in (Pollini
et al., 2005). This algorithm was chosen by the authors for its execution speed and
capability to perform in “real-time” with disturbances present to the marker tracking
problem. In addition, the pose agorithm is based on collinearity in object space. Using the
known 3D locations of markers on the target, a transformation matrix between the 3D
marker locations and the 2D camera plane is computed which then enables the estimation

of the tranglation vector by minimising an error cost function, via an iterative process.

4) The Mfitvid program developed by (Hobbs, 2003), estimates both position and pose
from the image data (pixel row and column) of markers placed on a target object. The
camera’s intrinsic properties are also required and need to be determined in a calibration
performed beforehand. In order to generate the tangents of the markers inclination and
azimuth, the program requires the 3-D position of each of the target’s markers relative to
the camera in each captured image. The Leuvenburg-Marquardt algorithm is used by the
program to fit a non-linear model to the captured image data using a reference axis system
relative to the target object.

5.5) Proposed solution:

The first steps towards achieving a MV based autonomous navigation system have been
made using the Mfitvid program developed at Cranfield University by (Hobbs, 2003).
Initially, a pose estimation technique for the MV follower to leader/target problem was
developed and the experimental work that has been carried out towards accomplishing this
task can be found in chapter 6. Secondly, the requirements for the image processing and
pose estimation system have been discussed in chapter 4. Finally, using the system
proposed by (Sattigeri et al., 2005), as a guideline, a complete overview of the machine

vision and autonomous navigation solution can be shown (figure 24 below).
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Figure 24°% illustrates a machine vision guidance control scheme for afollower UAV.

The UAV Dynamics are in part captured by the Image Processing Computer Vision block
(this contains the current work that has been presented in this thesis) which outputs the
estimated pose and size of the target/leader relative to the follower UAV. Thus, the
Estimation block which consists of an Extended Kalman Filter, estimates the range and
range-rate, which are required by the Guidance block to compute the velocity and
acceleration commands necessary for the Controller block. A Navigation block, which
represents the Inertial Navigation System, provides a comparison between the pose and
position information determined by the Image Processing Computer Vision and Estimation
blocks. Finally, the resulting commands executed by the Controller block modify the UAV
Dynamics, hence completing the system and re-starting the closed-loop.

*Figure 1, (Sattigeri et al., 2005)
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6) Testing:

The following chapter includes the introduction, experimental results, discussion and
conclusion which have been taken from the reports of the 3 following practical experiments

performed by the author:

> Experiment 1: Camera Calibration
> Experiment 2: RGB estimation
> Experiment 3: Aircraft-LED position estimation

Each of these experiments has been written as a stand alone report and can be found at the
end of the appendix section. The reports are included in order to provide a documented
procedure for persons coming from a flight dynamics background, who would be
unfamiliar with machine vision techniques. Should further similar experimental work be
required or need to be reproduced, the procedures to repeat the same experiments are
explained. In addition, the reports and work performed contribute towards furthering the
machine vision techniques within the department, the complete reports are included at the

end of the Appendix section.

Furthermore, all the experimental data, including the images and results that were produced
as aresult of the experimental work has been saved onto an Appendix CD (see appendix 7
for the detailed contents list). This CD has been left with Dr A.K. Cooke and requests to
borrow it should be addressed to: a.cooke@cranfield.ac.uk
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6.1) Experiment 1-Camera Calibration: 05/07/08 — 08/07/08
6.1.1) Introduction experiment 1:

The purpose of this experiment was to provide an estimation of the amount of distortion
present for two Eyecam CMOS micro-cameras (ALM-2451G/4RX) to a 1% order degree.
Using readily available apparatus a simple experiment was devised and initia results for

thelens central distortion was determined.
6.1.2) Results experiment 1:

Using the squares closest to the centre of the image (see figure 25 below) the following
calculations were performed for both cameras. Note that the square lengths in pixels were
measured for the closest complete square nearest the centre of the lens. For example
referring to figure 25, taking the centre of the lens to be represented by the black dot, the

nearest complete squares are between the two white dotsin both the X and Y directions.

Y ellow dot camera:

Using the images named: Pierre_machine vision_test 5 july 0003 and

Pierre_machine vision_test 5 july 0002. Image 0002 and 0003 were taken at 1.15m
and 0.15m away from the camera centra lens respectively for the Yellow dot camera (this
denotes the principal camera used throughout the research It has an aRF of 2472MHz).

I mage 0002

In X: 0?56 1.15 = 2.2609 mrad

InY: 05226 1.15 = 1.8841 mrad

I mage 0003

InX: O';)826/0.15 = 2.3423 mrad

InY: 0'356/0.15 = 2.2222 mrad

Figure 25: A sample grid near image centre.
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Green dot camera:

Using the images named: green_dot_camera_calib_close up and
green_dot_camera calib_far_away. The Green dot camera is the spare/secondary
camera and has an RF of 2472MHz. The same procedure for calculating afirst order model

was used and the following values were established:

Far_away: Close_up:
In X: 0026/0 57 = 1.9006 mrad In X: 0026/0 16 = 2.1382 mrad
InY: 02526/0 57 = 1.8246 mrad InY: 0226/0 16 = 1.9345 mrad

Summarising the close up calibration results:
Where the test image fills the mgority of the field of view, the first order camera
calibration is determined to be:

Camera: X Y
Y ellow dot (principle) 2.3423 mrad 2.2222 mrad
Green dot (secondary) 2.1382 mrad 1.9345 mrad

Table 3: Camera calibration results

Uncertainty in measurements (For Y ellow dot camera):

The measured quantities have the following ranges of precision: Tape measure =

+ 0.002m, Ruler = £+ 0.0005m, Pixel in X =+ 2 pixel and Y = + 2 pixel

For the 15cm trial the following (1) Max error and (2) Min error are cal culated with:

(1) Measurements: L = 0.152m, X = Y, =0.0265m, X ; =76 pixelsandY ; = 80 pixels
(2) Measurements: L = 0.148m, X = Y,=0.0255m, X ; =72 pixelsandY; = 76 pixels

Therefore 1) Max error is determined to be:

Inx; 20205 /o 152 = 2.2940 rmrad Inv: 0?;65 0.152 = 2.1793 nrad
And the 2) Min error is determined to be:
InX: 0.0255 / 0.148 = 2.3930 mrad InY: 0.0255 / 0.148 = 2.2671 mrad
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These enable a percentage error to be calculated inthe X and Y axis:

Value X Y
Min 2.062 % 2.165%
Max 1.9305 % 2.021 %

Table 4: Percentage error valuesfor X and Y.

Following these results the camera calibration file, imagecal_spycam was created with the
calibration data (for the Yellow dot camera) as required for the pose position software used

in Experiment 3:

# imagecal_spycam.txt

# Containsimage calibration coefficients for the Spycam.

# File contains one data line summarising the contents (# of cameras, # of coefficients, etc.)

# then aline giving the image origin for each camera (origin_col, origin_row),

# and then the lines giving coefficients of the polynomials used to model distortions for

# each camera (inclination coefficients, then azimuth; excluding /0] which is assumed to be 0).
# All comment lines are at the head of the file and start with '#, data lines start with awhite

# space character.

#

# S.E. Hobbs, 11:06, 17 Jul 2008 Modified PDJ, 16:00, 05 Aug 2008

2 10

3835 287.5 3835 287.5
0.0 2.2E-3 -0.0 2.2E-3
2.3E-3 0.0 2.3E-3 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0

Insert 1. Cameracalibration results, as required for Experiment 3.

This file enables the first order distortion for the Y ellow dot camerato be accounted for, in
the correct format required for Experiment 3 (when the pose estimation program Mfitvid is

run).
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6.1.3) Discussion experiment 1:

The above experimental procedure describes the process to determine a basic first order
relationship for the cameras’ distortion. An important point to note during the image
capturing process is the choice of backing material for the calibration grid pattern. A flat
rigid backing material is required, such as sheet steel which isused in this experiment. This
is essential in order to ensure that the calibration grid remains flat and perpendicular to the

test camera

The first order camera calibration has been determined to be approximately 2mrad (table
3). These results have been written in the required form for the Mfitvid program (see insert
1). The estimated errors in X and Y for the camera calibration were determined to be
approximately 2% (table 4). However, due to the shape of the cameras lens these values
would be expected to be higher in accordance with the “fish-eye” / skew effect associated
with such a spherically shaped lens. The calibration would thus be expected to hold true for
the central region in each image. Therefore, care must be taken when capturing further

images in order to keep the object of interest within the centre of the cameras’ field of view.

A fina note regarding the experiment set-up should be mentioned. Before launching the
Capwizz© software al cables should be correctly connected and the power to each device
turned on, these should not be removed or turned off during the image capturing. Failure to
adhere to these precautions may cause problems when attempting to preview and capture

any image with the software, thus requiring a re-launch of the Capwizz© program.
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6.1.4) Conclusion experiment 1:

This simple experiment has enabled a first order calibration of the two Eyecams to be
performed. The values for the Yellow dot camera have been written in the necessary file
format (Imagecal_spycam) for the AVI1 converter. Thus the Mfitvid program can now
also be used to determine the position/pose of the camera relative to key points within an

image as required for Experiment 3.

6.2) Experiment 2-RGB estimation 07/07/08 — 11/07/08
6.2.1) Introduction experiment 2:

The am of this experiment was to determine the ability of the two different Eyecams
(Yellow dot and Green dot) to detect and isolate the three main colours in a given image.
In order to enable a better comparison of the results, an Olympus Digital Camera was also
used to capture images. Two LED’s similar to those that would be used in the main pose
estimation experiment provided the target image with a “passive’” (i.e. without an

information signal transfer, such as radio waves) colour source to be analysed.

Pierre-Daniel Jameson - 46- 26/08/2008



6.2.2) Results experiment 2:
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Figure 26: Eyecam®© image a 0.15m Figure 27: Eyecam®© in darkness

Figure 28: Olympus camera LED test. Figure 29: Eyecam® red folder test.
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6.2.3) Discussion experiment 2:

The results shown in tables 5 to 8 enable the RGB capture for al three cameras to be
compared. It can be observed for the 15cm case that the red LEDs for the Yellow dot and
Green dot camera are seen as white (similar values across the RGB channels), however the
Olympus camera has high Red saturation and marked lower saturation values for the
Green and Blue channels. Furthermore, the standard deviations for the Green dot camera
results are much larger than that of the Yellow dot. However, the difference between the

RGB valuesfor the top and bottom LEDs did not vary significantly for any of the cameras.

Referring to figures 26 to 29, the LEDs as seen by the Eyecam appear as a mixture of white
with pale red, with the LEDs being easier to distinguish in darkness as would be expected.
The image taken by the Olympus camera shows the top and bottom LEDs emitting their
bright Red colour which is clearly distinct against their respective background.

The fina figure 29 illustrates the captured Eyecam image for the passive non-emitting test
for the red folder. These results in table 8 have much smaller values for the Red channel
saturation in comparison to the LED tests and a slight reduction would be expected as the
folder is a non-emitting source of Red. In addition, there is a difference between the Close
up and Far away images for the Eyecams, with more Red colour being captured at the
greater distance. Again the Olympus camera registers higher Red colour saturation than
either of the Eyecams for this test. However, the difference between the results with
distance from the target for the Olympus camera differs, with the colour saturation reducing
very dlightly in the Red and Green channels. A possible explanation for this difference
between the Olympus and Eyecams could be the fact that the Eyecams are designed for

outdoor use at height above atarget.
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6.2.4) Conclusion experiment 2:

The Eyecam© cameras RGB capabilities have been tested and it has been shown that their
ability to distinguish the difference between Red targets and the background scenery is less
sengitive than that of a consumer Digital camera. However, the Eyecams provide an
adequate means of detecting the difference between the LEDs and their background, thus
enabling a basic colour filter process of the image to select the LEDs. Finally, it should be
highlighted that the cost, weight and size of the Eyecams against their image capturing
performance are key factors that need to be considered, should improved image sensitivity
be required.

6.3) Experiment 3: Aircraft-LED position estimation  14.07.08 — 17.07.08
6.3.1) Introduction experiment 3:

This experiment is a follow up from experiments 1 and 2 and aims to progress towards
establishing the machine vision pose estimation concept. A suitable set of images is
required in order to provide avariation in al three axes: X, Y and Z.

Using the knowledge gained in the previous experiments, the selected Yellow dot camera's
physical properties can be accounted for. The technique and agorithms used to determine
the pose estimation, is explained in detail in “ Target position and Trajectory Measurements
by Videogrammetry”, COA Report No. 208, S.E Hobbs, 2003 see reference (Hobbs, 2003).
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6.3.2) Results experiment 2:
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6.3.3) Discussion experiment 3:

Two experiments were performed in order to provide sufficient data for the analysis using
the Mfitvid program. In the first experiment (14" July) there were only two sets of images
taken varying the cameras position only in X and Z axes, thus, enabling the performance of
the pose estimation program to be determined. For the second experiment (17" July) an
additional test varying the camera position in the Y axes was included which enabled a

complete test of the pose software in al three axes to be performed.

Referring to tables 9 and 10 the row and column positions for each of the four LEDs are
listed for al of the images captured. A table of the location of each LED with respect to the
axes origin is included with both sets of results. The labelling of the LEDs was done in a
clockwise manner (see appendix experiment 3 diagram E3.2 for an image) starting at the 12
o’ clock position with position A (located at the top of the fin) followed by B (at the tip of
the starboard wing) then C (at the bottom of the fin) and finishing with D (at the port wing
tip), this information for each image was stored in a txt file for later use in the AVI1

program.

Using the Mfitvid program the pose estimation of the camera relative to the target object
(the Pipercub aircraft, identified by the rear mounted LEDs) was determined for each image
in turn, this process required considerable manual configuration and manipulation of the
AVI11 output data. The results are presented in tables 11 and 12 with the measured X, Y and
Z data compared to that predicted. In addition the angular pose of the camerain yaw, pitch
and roll has been included.

Comparing the measured and estimated results for the X, Y and Z values in the first
experiment, 14™ of July (table 11), the largest difference for the X readings is 0.45m. This
occurs for the first reading at the -6.23m distance (for an elevation value of -0.2m) and this
difference is the same for the last Z reading of -0.70m, again at the -6.23m value. The Y
values have fewer differences with the maximum difference of 0.08m occurring also for the
-6.23m readings (at an elevation of -0.2m). These differences may be due to the fact that
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during the vision trials the camera’s position was “off-centre” from the target in X and Z
(being above or below it) unlike in the Y, axis which was not varied from its initially
aligned position. In addition, the three pose angles estimated are small, as would be
expected for awings level position and a correctly aligned camera. The values are less than

10 degrees with small uncertainties of 1 degree or less.

Referring to the second set of experimental results (see table 12) taken on the 17" of July,
where an additional trial which included varying in the Y axis was performed. This
experiment highlighted the difficulty with estimating the pose position when the Field of
View is not perpendicular to the target object. In the X direction the largest difference
occurred for the maximum Y displacement of -2m with an overestimation of 1.332m in the
X axis predicted by the program. Again this same Y displacement produced the largest error
in the Y estimation with an underestimation of 1.944m by the agorithm. The largest
difference in the Z direction occurred for the -1m Y displacement with an underestimation
of 0.48m. Therefore, the ability to determine the pose of the camera relative to the object is
affected when observing a target from the side / “off-centre” position. This is further
highlighted when analysing the number of iterations required for a solution to be reached
between image 05 and image 13; the first required only 2 iterations while the latter required
28.

In addition, the in-built error estimation for the Mfitvid program did not compare well with
the “real” error differences determined by measuring. For the majority of the cases the error
was underestimated. Using the Correlation matrix for the image 13 result (see appendix 8)

the relationships between Y and the 5 variables can be seen:

e Y and X, -0.00743 e Y andd,-0.111084
e Y andZ,-0.00612 e Y andg, 0.30110
e Y andy, -0.96982
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The above results show that there is large negative correlation between Y and .
Furthermore, a very small negative correlation can be seen between X, Z, § and Y and
finally, the roll angle ¢, has a positive medium correlation with Y. From these rel ationships
it can be said that further changes to Y will result in poorer X, Z and 6 estimations by the
Mfitvid program. However, it should be highlighted that the camera calibration is only of
first order. Therefore, afirst step to understanding the error discrepancy would be to obtain

ahigher order camera calibration.

Comparing the pose angles determined for the X = -4.67m and X = -5.86m distances (see
table 12), the largest angles for yaw and pitch occur for X = -5.86m with Z = -0.1min the
order of 10 degrees. However, a larger than expected roll angle of 20 degrees is predicted
for the X = -4.67mand Z = -0.1m case. After calculating the trigonometry this last result
would require the camera to be located a Y = -1.59m which is clearly not the case,
therefore this result is anomaous. However, the other results are within acceptable values
of less than 10 degrees. Referring to the Y displacement results in table 12 for the pose
angles, it is interesting to observe the yaw angles as these angles agree well with those
calculated by trigonometry, using the X and Y displacement values. Findly, the pitch and
roll angles remain close to zero which is as expected.

Furthermore, an attempt to investigate the effect of changing the pixel coordinates for the
row and column position of each LED by two pixels was performed (see table 13). This
was done in order to determine the sensitivity of the program to mistakes in the actual
location of the LED’s centre in establishing the target object’s pose. Overall, there are no
major differences between the X, Y and Z distances with respect to the original values (table
12) greater than 0.02m. In this respect, it should be noted that the anomalous result
occurring at X =-5.86m, Y =-1Imand Z = -0.1mis excluded (which estimates a difference
of 0.2m). Finally, observing the comparison between the pose angles the differences are of
the order of 1 to 2 degrees with the original angles. Therefore, it can be seen that this
simple investigation indicates that the algorithm is suitably well mannered, that small errors
in pixel coordinates do not create large pose estimation.
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6.3.4) Conclusion:

Using the AVI1 and Mfitvid programs provided by (Hobbs, 2003) a technique enabling the
pose estimation of a camera relative to a target has been trailed. This method provides
reliable results in the X, Y and Z directions and yaw (y), pitch (0) and roll (¢) angles
provided the camerais perpendicular to and in-line with the centre of the object. However,
there are a number of problems with the pose estimation when the camera is displaced both
intheY direction and for low Z (elevation) values. The angular position of the camera has
also been estimated for the steady wing level condition at different —X distances and the
results for yaw, pitch and roll reflect this with their small estimated angles

An additional investigation into the effect of pixel errors on the final pose estimation has
also been performed. For errors of 2 pixels in both row and column coordinates Mfitvid is
still capable of estimating the pose of the camera correctly with minimal differences in
comparison with the zero error input data. Thus the position estimation exhibits good

robustness with respect to pixel errors.

000...000...000
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7) Overall Discussion:

During the literature review the author performed background research and was able to gain
a more in-depth understanding of the topics relating to machine vision and autonomous
navigation. Following the review several camera calibration articles were found which
proposed different calibration models and techniques. An initia investigation into the
model proposed by (Heikkila and Silven, 1997) was made, however, the author decided to
perform only a first order calibration in order to progress towards firstly proving the
concept. An extensive amount of research was also found relating to the pose position
problem of the follower to leader/target scenario. The proposed techniques used a
combination of machine vision and a means of measuring ownship movement (an Inertial
Navigation System or GPS) to generate the necessary guidance to navigate the follower
relative to the leader/target.

An important aspect of the machine vision for autonomous navigation concept was found to
have been overlooked in the literature that was found. This related to investigating the
effects of atmospheric interference on visua light transmission, which is necessary in order
to accurately navigate using machine vision. The author was able to find sources relating to
this topic, however no specific research was found to address the precise topic of visua
light transmission for aircraft/target tracking. Therefore, using the available information a
brief study into the atmospheric effects was made. The information gained enabled the
author to establish suitable properties for the leader/target marker lights.

The machine vision element enables the pose information of the leader/target’ s markers to
be extracted from the follower’s camera. In order to determine the 3-D position of the
follower a suitable navigation reference frame needed to be adopted to formulate the
displacement vectors between the follower and leader/target. Using the standard North,
East and Down (NED) reference frame, the origin was chosen to lie at the centre of gravity

of the leader/target. Furthermore, the case of formatting onto the leader/target from a
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distance was analysed, this highlighted the necessary ability of the camera to resolve the
line of sight angles between the follower and |eader/target.

Once the reference frame of the system had been defined the relative displacement vectors
could be defined and differentiated to yield the relative velocity and relative acceleration
respectively. Having done this the system was then represented in state variable form in
order to create a model for the pose problem. Using the reference axes the pose angles
could then in turn be defined. However, as previously outlined the use of an INS system
will be needed to verify the model and provide a means of comparing the visual input data

to that physically measured (see Further work section for more details).

The practicadl element to this thesis included performing 3 experiments, with each
experiment leading towards the final experiment which proved the machine vision
autonomous navigation concept. Discussions for each individual experiment can be found
in the discussion section of each report. However, the key outcomes were that a first order
model for the Eyecam© was established. The ability of the Eyecam®© to distinguish RGB
was evauated and found to have a deficiency in being able to clearly distinguish different
colours. Finally, the concept proving experiment to determine the pose of the Eyecam®©

relative to alead model aircraft provided promising results for the current trial system.

A list of five key points for further work has been included in the section under the same
heading.

000...000...000
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8) Thesis Outcome:

For the successful realisation of the project the following key tasks have been performed:

Theoretical:

Review of current research and present capabilities regarding the pose estimation
arising from the follower — leader formation and follower — drogue scenarios.
Understanding of camera calibration, machine vision algorithms and an introduction
to C-programming in order to use the pose estimation program.

Investigation of the properties of visual wavelengths in the atmosphere.

Examination of digital photography and image processing.

Practical:

First order calibration of the department's two CMOS micro-cameras (ALM-
2451G/4RX).

Investigation into the camera s Red Green Blue (RGB) capture of the LED colour,
as used on the leader/target under different lighting conditions.

Creation of a suitable data bank of photos acquired from the cameras.

Testing of the Mfitvid pose agorithm from (Hobbs, 2003) for the follower-leader

scenario.

Having synthesised the necessary information and completed the above tasks a sound

introduction has been made and a solid starting point established for further research by a

following M Sc student. Suggestions by the author for further work have been made and can

be seen overleaf in section 10.
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9) Overall Conclusion:

> An initia investigation into current literature relating to the Machine Vision and
Autonomous Navigation topic has been performed. Several articles concerning pose
estimation from target recognition were analysed. These papers were used to

formulate the pose estimation problem in a NED axis system.

> A brief study into the properties of atmospheric interference of visible light emitted
with altitude has been undertaken. The initial findings are, firstly, that at lower
dtitudes (0 - 5km) blue wavelength light has fewer attenuating factors, and
secondly, that for higher atitudes red wavelength light is the least affected by this
type of interference.

> A first order camera calibration has been successfully performed for the Eyecam®©.
This assumes a linear relationship for the lens distortion from the centre of each
captured image.

» The Eyecam’'s RGB colour channel capturing capability has been tested. The test
results have highlighted that the Eyecam®© has difficulty in clearly distinguishing
individual colours. Similar values on al three of the colour channels were recorded
for an LED emitting Red light, which in the captured images corresponded to a
Rose coloured LED.

» An attempt at developing a suitable system capable of providing ownship pose
estimation in a follower-eader/target scenario has been made. The initid
experimental system was configured and indoor trials of the Machine Vision
Autonomous Navigation System produced promising results, thus enabling the
validation of the systems concept. Furthermore, complete data sets of the images
used and data produced by the pose estimation program have been gathered.
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10) Futurework:

Asaresult of the research work that has been undertaken, the author can outline five key

points which any further work will need to address.

1) Improve the camera calibration: The current experimental work utilised a 1st order
calibration model in order to start the project. A higher order calibration will enable an
improved mapping of the target’s image to CCD. Increasing the order of calibration will
help to further reduce additional “skew” errors due to the lens distortion or aberrations.
Initial calibration work should be focused on obtaining a 3" order polynomia fit, as
preformed in the research of (Hobbs, 2003), who found that this lead to satisfactory results.
Subsequently, experiment 3 should be repeated and the errors analysed. Should the camera
not perform satisfactorily, a suitable substitute will need to be found with the same compact

and lightweight characteristics as the Eyecam©.

2) Integratetheimage processing: The author found that using both the AVI1 and
Mfitvid programs in sequence during the post image capture processing required a
considerable amount of data manipulation and substantial expenditure of time. This step
could benefit from the integration of both programs into one, therefore removing the need
to create and manage the intermediate files when transferring between the two programs. In
order to successfully complete this task a sound understanding of C programming will be

essential.

3) Active image scanning: In keeping with the autonomous navigation project
brief, a means of eliminating the current need to process the images offline following the
image capture will need to be established. Thus a suitable next step will be to progress
towards more real-time image processing. It will be essential to develop a pattern matching
algorithm that takes advantage of the LEDS colours and position within the target
reference frame. The capacity of the Eyecams RGB capture has aready been analysed but
this alone will not be able to provide a sufficiently robust means of capturing the target’s

pose information. A possible solution to this last point could be to pulsate the LEDS,
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however this will further complicate the image processing because of the additional images
needed to determine the LED pul ses.

4) Increase LED power: Currently, the pose estimation technique uses four
LEDs rated by the manufacturer capable providing a light intensity that ranges from 1600
to 2000mcd (approximately equal to 0.428 Lumens). Following, the outdoor trials
performed (see appendix 6) the performance of these LEDs was found to be inadequate
since they did not produce sufficient light intensity against a light coloured background
during daylight. This problem will need to be addressed before the in-flight trials of the
vision system begin. Ideally, a supplier capable of providing higher intensity LEDs will
need to be identified. However, the current LED lighting is sufficient for performing the

indoor trials which will be necessary for further developing the image processing software.

5) Incorporate an Inertial Navigation System: Current work on determining the
follower’s pose relative to the leader has only addressed the static pose problem. Thus, the
issue of identifying which out of the two (the follower or |eader/target) has moved when in-
flight will become a pertinent issue. During the literature review suitable solutions to this
problem were established. The most complete solution included integrating an Inertial
Navigation System (INS) into the follower. Once installed, the velocity and acceleration
measurements for the followers ownship become readily available. However, the
integration and co-ordination of the INS and vision information into the autonomous
navigation algorithm will require a substantial amount of work and should be undertaken

once the previous four steps have been completed.
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Appendix 1: Kingbright© L-53SRC-DW 5mm Superbright Red LED specifications.

lv {(mcd) Viewing
Part Na. Dice Lens Type @ 20 mA Angle
Min. Ma. 2012
L-535GC SUPER BRIGHT GREEN (GaP) WATER CLEAR 100 200
L-53SRC-A 300 400
L-53SRC-B 400 500
L-53SRC-C 500 1000 20
L-53SRC-DU o ~ ( W 1000 1200
L-531SRC-DY SUFER BRIGHT RED (GaAlAs) WATER CLEAR 1200 1800
L-53SRC-DW 1600 2000
L-53SRC-E 2000 3500
L-53SRC-F 3500 4500
Motes:
1. 81/2 is the angle from optical centerfne where the luminous intensity is 1/2 the optical centerline value
2. Luminous intensityl luminous Flux: +/-15%.

Table A1.1": Manufacturer’s specifications for LED Luminosity and viewing angle.

Electrical / Optical Characteristics at TA=25°C

Symbol Parameter Device Typ. e, Units Test Conditions
Apeak Peak Wavelength Super Bright Red Ga0 rm IF=20m&A
KD 1] Crominant Wavelength Super Bright Red 640 rm IF=20m&A
ANIZ Speciral Line Half-width Super Bright Red 20 nm IF=20maA
cC Capacitance Super Bright Red 45 oF V=0V f=1MHz
WVE[2] Forward Yoltage Super Bright Red 1.25 25 W IF=20m&A
] Reverse Current Super Bright Red 10 uA Wa =5V
Notes:
1 Wavelsngth: +-Tnm.
2. Forward Voliage: +/-0.1V.

Table A1.2: Manufacturer’s red LED light wavelength specifications.
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Graph A1.1%: Manufacturer’s specifications red LED light intensity with wavelength.

' Kingbright L-53SRC-E, www.kingbright.com
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Appendix 2: Initial target cut outs.
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Appendix 3: Eyecam technical specifications

Technical Specifications

PLEASE NOTE: EYECAM DOES NOT CURRENTLY INCLUDE AN AUDIO FEATURE

Evecam 24GHz Transmitter

One Chanmel:

RF output power:
Operating power:
Power consnmption:
Size:

Antenna:
Transmitting Range:
Weight:
Temiperamre:

2 4GHz Frequency band
EC R&TTE Compliant
DC4.8-72V, mepulated
100mA

152233 2mm
Omuni-directional

30004 (Line-of-sight)
15 prams

-10 to +30°C

Evecam CMOS Colour Camera

Pixels:
Resolution:
Anto Electronic Expocure:

IG3E (PAL), 250 (WTSC)

Homzontal 380 TV Lines
160 - 1715000 sec.

Antomatic Exposare / Gain / White balance.

Minirmm Ilnmination:
Signal to Noize Fatio:
Board Lens:

Field Angle:

Size:

<3 Luméw £1.2

»48d8

3 68mmiview anple: 92
82 deprees

15 x 15 mm, board lens

Execam Receiver

Frequency:

Video inpatoutpat:
Andio inpatiowtpat:
Antenna:

Andio Bandwidth:
Orperating Power:
Power Consumption:
Size:

2 4GHz frequency band
I .
0.8V /600 ohm

60 degree directional
50 - 17000 Hz

DiC 12V, regulated
150mA

130 x 88 x 40 mm

=+

Figure A3.1: Manufacturer’s specifications for the Eyecam.
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Appendix 4: LED circuit

In keeping with the mission statement of using “solely Machine Vision” in order to
determine the pose estimation of the camera relative to the model aircraft, four Red LEDs
were required to create suitable targets on the model. These targets were located at known
points and were described by their 3D position relative to the model aircrafts centre of
gravity. The targets were required to be easily captured by the Eyecam®© from a distance
and therefore needed to stand out from the background environment. The four target LEDsS
(see appendix 1 for full specifications) were chosen as they emitted an intense Red
wavelength of 660nm.

A suitable solution for the LEDs would have been to purchase a constant current LED.
Such an LED is able to be connected to any power source ranging between 4V to 30V,
however, this option was unavailable. Therefore, the author decided to create a simple
circuit with four LEDs divided into two pardle circuits forming a 2x2 array (see figure
A4.1 below). Such a circuit also optimised the number of components required, more
importantly this allowed the option of easily connecting another parallel loop of two LEDs
should they be required for later work.

Mo

Mo

Figure A4.1: Circuit diagram used for LEDs

The components used were: 1xPP3 9V battery, 1xBattery connector, 2x150Q Resistors
(Brown, Green, Black, Black), 4x5mm Superbright Red Kingbright LEDs L-53SRC-DW
and 6x Lengths of low ohmic electrical wire (measured in order to adequately position the
LEDs to the required location on the model aircraft).
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Appendix 5: Piper cub model A/C dimensions

The model aircraft used in the Machine Vision trials is a scale model of the Piper cub J3
aircraft. Measurements of the major aircraft parts were taken for later use in the pose

software. A summary of these are presented below, with additional diagrams of the model.

Wing (m) - — - - -
Dy, Wing span 1520 Distance Wing - tail plane & fin (m )
R : ':_ dist. LE wing to LE tail plane 0.540
e, WIIE i ; ; ; -
Si‘m= 1“11_1“ S span g 332 dist. TE wing to LE tail plane 0.300
chord wing 235 - S
dist. centreline to aileron 0.295 dist. TE wing to LE fin 0.250
aileron length 0370
dist.aileron to outboard wing tip 0.105 . -
Additonal mesurements (1 )
Nose to LE wing 0.250
o - 495
Tail plane (Horizontal tail surface) (m) Nose to TE w g . 0485
Dy, span tail plane 0.430 Nose to LE horizontal tail 0.740
sr;lm' span tail plane D.’-lq Nose to TE horizontal tail 0.900
b ] L {4 - - a - -j
chord tail plane 0.150 Nose to Fin 0920
chord elevator 0.085

Fin (Vertical tail surface) (m)

height above tail plane 0.180
height below tail plane 0.020
dist. aft of TE of tail plane 0.035

Tables A5.1to A5.5: As measured by the author.

Figure A5.1": Plan view of Piper cub
model A/C.

Y p47, http://manual s.hobbico.com/gpm/gpma0158-manual .pdf
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Figures A5.3 and A5.4: lllustrating the models’ wingtips and fin

Distance CG to LEDs (in, in NED axis)
LED X Y Z
A top of fin -0.67 0.00 -0.13
B, Stbd wing tip -0.12 0.76 0.00
C. bottom of fin -0.67 0.00 0.07
D, port wing tip -0.12 -0.76 0.00

nb. CG taken to lie ontop of wing centre spar on a'c centre line.

Table A5.6: Positions of the LEDS, relating to Piper cub model’s c.g.

The locations of the LEDs for the pose estimation were restricted by the model’s size.
Therefore, in order to facilitate identifying the individual LEDs their locations were chosen
to lie on the extreme parts on the model. This point was important in being able to perform

accurate pose estimations using the image processing software.

¥ p47, http://manual s.hobbico.com/gpm/gpma0158-manual .pdf
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Appendix 6: Future work

The following images were captured by the Eyecam© outdoors:

Figure A6.1: Pierre_machine vision_test pipercub_06 august 0009

T

Figure A6.2: Pierre_machine vision_test pipercub_06_august 0019
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Appendix 7: Appendix CD

The following text acts as a contents page for the data included on the Machine vision
appendix CD.

khkkhkkhkhhkkhkkhkhkhhhkkhkhhkhhhhkhkhhkhhkhkhhkhhkhhkhkhhhhkhkhhkhhhhkhkhhhhkhkhkhkhhkkhkkhkhkhkhkkhkkkkkxx*%

MSc Thesis: Machine vision and autonomous navigation (Thesistitle)
Submission: September 2008

This CD contains 13 folders of supporting information relating to
the practical element of the thesis.

khkkhkkhkhhkkhkhkhkhhkhkkhkhhkhhhhkhkhhkhhkhkhhkhhkhhkhkhhhhkhkhhkhhhhkhkhhhhkhkhkhkhhkkhkkhkhkkhkkhkkkkkxx*%

Thefollowing folders are listed in chronological order

* k%

These folders contain the images from experiment 1, used to calibrate the Eyecams:

1) 5 Jduly Calib Test1 Yellow dot (Hobbs calib)
2) 8 July Calib Test1 Green dot (Hobbs calib)

khkkhkkkhkhkkhkkkhkhkhkhkhkkhkhhkhhkhkhkhhhhkhkhhkhhhhkhkhhhhhkhhkhhdhhkhkhhhhdhkhhkhhkdhhhkkdkdddkkdxkdkdkx*%

These folders contain the images used for experiment 2, used to determine the RGB
capability of the Eyecams:

3) July 5 Calib - Test 2 Yellow dot (LEDS)

4) July 8 Calib - Test 2 Green dot (LEDS)

5) July 8 Photos - Test 2 OLYMPUS Camera (LEDS)
6) July 8 Yellow dot camera (Principle) red folders
7) July 8 Green dot camerared folders

khkkhkkhkhkhkkhkkhkhkhhhkkhkhhkhhkhkhkhkhhhkkhkhhkhkhkhkhhkhhhhhkhhhkhkhkhhkhhhkhhkhhhkhkhkhkkhkkhkhkkhkk,kkkx%

These folders contain the images used for experiment 3, used to determine the Eyecam
cameras pose relative to the piper cub model plane:

8) July 14 Aircraft test Yellow Dot pics (Principle)

9) July 14 Aircraft test Yellow Dot pics (Principle)
10) July 17 Aircraft test Yellow Dot pics (Principle)

khkkhkkkhkhkkhkkkhkhkhkhkkhkkhkhhkhhkkhkhkhhhhkhkhhkhhhhkhkhhkhhhkhhkhhkdhhkhkhhhhdhhhkhhkdhhhdkdhdkkdxkdkkkx*%

This folder contains the data following post processing of experiments 1 and 2:

11) Image data from post processing (Exel spreadsheets)
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khkkhkkkhkhkkhkkkhkhkhkhkhkkhkhhkhhhkhkhhhhkhkhhkhhhhkhkhhhhhkhhkhhkdhhkhkhhdhhdhkhhkkhhkdhhhkdkdddkkdxkhkdkkx*

These folders are required for the AV11 and Mfitvid programs to work (these should
be saved on the C:\ drive) see appendix E3.3 in the thesis for guidlines on operating:

12) videowork
13) video

N.B. folder 12) contains all the filesfor the AVI11 program:
XX July Cal data => folders contain the data of each image for AVI1 to run
XX July Mfitvid data => folders contain the data output from the AVI1 program
(require only dat files to run Mfitvid)

folder 13) contains al the files required for the Mfitvid program:

XX July Dat files => folders contain the necessary filesto run Mfitvid

XX July Results => folders contain the pose output files from Mfitvid

17 July covariance results => contains the covariance results for selected images

Finally all requests for the AVI1 and Mfitvid .exe files should be addressed to:

Dr S.E Hobbs: S.E.Hobbs@cranfield.ac.uk

* k%

khkkhkkhkhhkkhkkhkhkhhhkkhkhhkhhkhkhkhhhhkhkhhkhkhhkhhkhhhhhkhhkhkhhkhhkhhhkhkhkhhkhkhkhkhkkhkkhkhkkhkkhkk*x%

Pierre-Daniel Jameson Msc Aerospace Dynamics August 2008

khkkhkkhkhhkkhkhkhkhhhkkhkhhkhhkhhkhkhhkhhkhkhhkhhkhhkhkhhhhkhkhkhkhhhhkhkhhhhkhkhhkhhkkhkhkhkkhkhkkhkkhkkkkx%%x
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Appendix 8: Example curvature, covariance and correlation matrices for:
Pierre_machine vision_test pipercub_17 july 0013

# Curvature and covariance matrices from modelfit, v 1.10

# Calculated on Tue Aug 05 18:38:26 2008

# Source file is spycamimagel7JLY 13dat.txt

# SVD routines have deleted O (fit), O (error bounds) eigenvectors

# Curvature matrix (alpha):

6 6
1.077940e+002 -1.273632e+002 -6.078913e+002 -9.153774e+002 -4.009583e+003 -1.719997e+003
-1.273632e+002 6.989261e+003 3.295221e+001 4.972047e+004 2.302065e+003 -6.400314e+002
-6.078913e+002 3.295221e+001 5.793128e+003 2.700548e+002 3.796974e+004 1.654776e+004
-9.153774e+002 4.972047e+004 2.700548e+002 3.552301e+005 1.645991e+004 -3.960487e+003
-4.009583e+003 2.302065e+003 3.796974e+004 1.645991e+004 2.507400e+005 1.080350e+005
-1.719997e+003 -6.400314e+002 1.654776e+004 -3.960487e+003 1.080350e+005 4.903418e+004

# Covariance matrix (covar):

6 6
2.400387e-002 -2.230673e-004 4.315779e-003 9.923819e-005 -2.290034e-004 -1.048099e-004
-2.230673e-004 3.750062e-002 -2.502999e-004 -5.204025e-003 -6.146947e-004 1.500134e-003
4.315779e-003 -2.502999e-004 4.458571e-002 2.461953e-004 -5.639154e-003 -2.453998e-003
9.923819e-005 -5.204025e-003 2.461953e-004 7.265499e-004 5.267563e-005 -2.049050e-004
-2.290034e-004 -6.146947e-004 -5.639154e-003 5.267563e-005 8.200835e-004 8.441056e-005
-1.048099e-004 1.500134e-003 -2.453998e-003 -2.049050e-004 8.441056e-005 6.619306e-004

vector of covariance eigenvalues
0.046283 0.023172 0.038283 0.000555 0.000003 0.000003

# Correlation matrix (corr):
6 6

1.000000e+000 -7.434915¢-003 1.319231e-001 2.376323e-002 -5.161456e-002 -2.629393¢-002
-7.434915e-003 1.000000e+000 -6.121298e-003 -9.969822e-001 -1.108437e-001 3.010958e-001
1.319231e-001 -6.121298e-003 1.000000e+000 4.325628e-002 -9.325822e-001 -4.517209e-001
2.376323e-002 -9.969822e-001 4.325628¢-002 9.999999¢-001 6.824141e-002 -2.954701e-001
-5.161456e-002 -1.108437e-001 -9.325822¢-001 6.824141e-002 1.000000e+000 1.145675e-001
-2.629393e-002 3.010958e-001 -4.517209e-001 -2.954701e-001 1.145675e-001 1.000000e+000

Insert Al: Example curvature, covariance and correlation matrices for image 13, taken on
17" of July
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Appendix Experiment 1: Camera Calibration: 05/07/08 — 08/07/08

1.1) Introduction:

The purpose of this experiment is to provide an estimation of the amount of distortion
present for two Eyecam© CMOS micro-cameras (ALM-2451G/4RX) to a 1% order degree.
Using readily available apparatus a simple experiment was devised and initial results for
thelens central distortion was determined.

1.2) Theory:

Animageis captured by the following process:

1) thelight reflected by the image enters the camera’s aperture.
2) thelensthen enablesthislight to be focused onto the CMOS chip.
3) the CMOS chip registers the image in numerical format.

The lensisthe key component as it permits an image mapping from the 3D-world to the 2D
pixel array output of the CMOS chip. Therefore, any manufacturing imperfections or
surface aberrations will lead to inaccurate results.

In order to quantify the trueness of the “real” image to pixel mapping the discrepancies
between known points such as on a calibration grid pattern can be measured. Using a
chequered board (see appendix T1) with known square size (26mmx26mm) the camera’s

image mapping can be evaluated as follows:

let, X, = Square length x (m), Y, = Square length y (m), X ; = Square length x (pixels)

Y,ix= Square length y (pixels) and L = Length camerato caibration pattern (m).

. X _ Y,
inX: X—Sq L (mrads) ... (egn E1.1) iny: Yi L (mrads) ... (egqn E2.1)

pix pix
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1.3) Apparatus:

1xRuler (+0.0005m), 1x Tape measure (+0.002m), 1xretort stand with vice and clamp,
1xChequered cdibration pattern, 1xEyecam©, 1xreceiver, lxanalogue to digita

converter and 1x Laptop with image capture and processing software installed.

1.4) Method:
The machine vision configuration is shown in diagrams E1.1 to E4.1 below, the camera
transfers the video images via a Radio Frequency (RF) link with the receiver box, see

antennain diagram E1.1.

— — — — # | Eeceiver

Analeg to Dizital

converter

Laptop -—

Diagram E2.1: Camera and receiver Diagram E3.1: A/D converter to laptop

Connections between the camera receiver and the Analogue to Digital (A/D) converter are
made then the digital link to the laptop is completed via a USB connection (diagram E3.1).
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It isimportant to ensure that the correct voltage power adapters are connected to the camera

(4.5V) and receiver (12V) respectively, in order to prevent any damage to the camera. Once

the machine vision apparatus has
been correctly connected the
calibration image can be set up.
Using the vice and clamp the
calibration  chequerboard  (see
appendix T1.1) is held up on the
retort stand at a measured distance
from the camera lens as in diagram
E4.1.

Having set up the apparatus the
video data is captured using the
Capwizz© software which s
supplied with the A/D converter.

Diagram E4.1: Calibration pattern set up (as seen with Eyecam®).

Following the GUI prompts (see appendix T1.2) from the Capwizz© program the video

imagery can be recorded on the
computer. Once the desired
video has been captured a still
image can be taken using the
Windows Movie Maker© (see
Appendix T1.3) software to
extract an image from the
video. A suitable image for the
1% order calibration is shown
beside (diagram E5.1).

Pierre-Daniel Jameson

Diagram Eb5.1: Calibration Image (taken from Eyecam©)
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From the above image the necessary pixel lengths can be determined using suitable image
processing software such as GIMP and first order estimations for camera distortion can be
calculated.

1.5) Results:

Using the squares closest to the centre of the image (see diagram E6.1 below) the following
calculations were performed for both cameras. Note that the square lengths in pixels were
measured for the closest complete square nearest the centre of the lens. For example
referring to diagram E6.1, taking the centre of the lens to be represented by the black dot,
the nearest compl ete squares are between the two white dots in both the X and Y directions.

Y ellow dot camer a;

Using the images named: Pierre_machine vision_test 5 july 0003 and
Pierre_machine vision_test 5 july _0002. Image 0002 and 0003 were taken at 1.15m
and 0.15m away from the camera centra lens respectively for the Y ellow dot camera (this
denotes the principal camera used throughout the research It has an a RF of 2472MHZz).

I mage 0002

InX: O'026/1.15 = 2.2609 mrad

10

InY: 0'556/1.15 = 1.8841 mrad

I mage 0003

InX: 0'326/0.15 = 2.3423 mrad

InY: 0';)56/0.15 = 2.2222 mrad

Diagram E6.1: Sample grid near image centre.

Pierre-Daniel Jameson -4- 26/08/2008



Green dot camera:

Using the images named: green_dot_camera_calib_close up and
green_dot_camera calib_far_away. The Green dot camera is the spare/secondary
camera and has an RF of 2472MHz. The same procedure for calculating afirst order model

was used and the following values were established:

Far_away: Close_up:
In X: 0026/0 57 = 1.9006 mrad In X: 0026/0 16 = 2.1382 mrad
InY: 02526/0 57 = 1.8246 mrad InY: 0226/0 16 = 1.9345 mrad

Summarising the close up calibration results:
Where the test image fills the mgority of the field of view, the first order camera
calibration is determined to be:

Camera: X Y
Y ellow dot (principle) 2.3423 mrad 2.2222 mrad
Green dot (secondary) 2.1382 mrad 1.9345 mrad

Table E1.1: Cameracdibration results

Uncertainty in measur ements (For Yellow dot camera):

The measured quantities have the following ranges of precision: Tape measure =

+ 0.002m, Ruler = £+ 0.0005m, Pixel in X =+ 2 pixel and Y = + 2 pixel

For the 15cm trial the following (1) Max error and (2) Min error are calculated with:

(1) Measurements: L = 0.152m, X = Y, =0.0265m, X ; =76 pixelsandY ; = 80 pixels
(2) Measurements: L = 0.148m, X = Y,=0.0255m, X ; =72 pixelsandY; = 76 pixels

Therefore 1) Max error is determined to be:

Inx; 20205 /o 152 = 2.2940 rmrad Inv: 0?;65 0.152 = 2.1793 nrad
And the 2) Min error is determined to be:
InX: 0.0255 / 0.148 = 2.3930 mrad InY: 0.0255 / 0.148 = 2.2671 mrad
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These enable a percentage error to be calculated inthe X and Y axis:

Value X Y
Min 2.062 % 2.165%
Max 1.9305 % 2.021 %

Table E1.2: Percentage error valuesfor X and Y.

Following these results the camera calibration file, imagecal_spycam was created with the
calibration data (for the Yellow dot camera) as required for the pose position software used

in Experiment 3:

# imagecal_spycam.txt

# Containsimage calibration coefficients for the Spycam.

# File contains one data line summarising the contents (# of cameras, # of coefficients, etc.)

# then aline giving the image origin for each camera (origin_col, origin_row),

# and then the lines giving coefficients of the polynomials used to model distortions for

# each camera (inclination coefficients, then azimuth; excluding /0] which is assumed to be 0).
# All comment lines are at the head of the file and start with '#, data lines start with awhite

# space character.

#

# S.E. Hobbs, 11:06, 17 Jul 2008 Modified PDJ, 16:00, 05 Aug 2008

2 10

3835 287.5 3835 287.5
0.0 2.2E-3 -0.0 2.2E-3
2.3E-3 0.0 2.3E-3 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0

Insert E1.1: Cameracalibration results, as required for Experiment 3.

This file enables the first order distortion for the Y ellow dot camerato be accounted for, in
the correct format required for Experiment 3 (when the pose estimation program Mfitvid is

run).
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1.6) Discussion:

The above experimental procedure describes the process to determine a basic first order
relationship for the cameras distortion. An important point to note during the image
capturing process is the choice of backing material for the calibration grid pattern. A flat
rigid backing material is required, such as sheet steel which isused in this experiment. This
is essential in order to ensure that the calibration grid remains flat and perpendicular to the

test camera

The first order camera calibration has been determined to be approximately 2mrad (table
E1.1). These results have been written in the required form for the Mfitvid program (see
insert 1). The estimated errorsin X and Y for the camera calibration were determined to be
approximately 2% (table E1.2). However, due to the shape of the cameras lens these values
would be expected to be higher in accordance with the “fish-eye” / skew effect associated
with such a spherically shaped lens. The calibration would thus be expected to hold true for
the central region in each image. Therefore, care must be taken when capturing further

images in order to keep the object of interest within the centre of the cameras’ field of view.

A fina note regarding the experiment set-up should be mentioned. Before launching the
Capwizz© software al cables should be correctly connected and the power to each device
turned on, these should not be removed or turned off during the image capturing. Failure to
adhere to these precautions may cause problems when attempting to preview and capture

any image with the software, thus requiring are-launch of the Capwizz© program.

1.7) Conclusion:

This simple experiment has enabled a first order calibration of the two Eyecams to be
performed. The values for the Yellow dot camera have been written in the necessary file
format (Imagecal_spycam) for the AVI1 converter. Thus the Mfitvid program can now
also be used to determine the position/pose of the camera relative to key points within an

image as required for Experiment 3.
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Appendix: T1.1 Chequerboard
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Appendix T1.2: Guidelinesfor using Capwizz© program
1) Having set up the apparatus as illustrated in diagram E1.1 ensuring that all connection
leads are plugged in the computer can be switched on.

2) Double-click on the Capwizz© icon on the desktop to open up the analogue to digita
converter configuration panel.

3) When prompted to select avideo system select: United Kingdom, PAL.
This will enable the correct colour format to be used for the video images received from the
Eyecam. Then click on Next.

4) The following box enables the user to specify the connections used on the analogue to
digital converter. Using the leads provided with the Eyecam and analogue to digital
converter select: RCA, both timesfor 1. video capture/record and 2. send back.

5) The next box enables the user to specify a name for the video file. A suitable file name
should be chosen with necessary information in mind for later referral, such as:

username_MACHINE_VISION_testhumber_camera_month_date replacing the italics as
appropriate (N.B. use Yellow_dot or Green _dot to specify the camera used). The files

location can be specified using the save files address bar or by clicking on Browse.

6) The final box requires the user to specify which video format the captured files should be
recorded in. Selecting the DVD/M PEG-2 format provides the best quality image available
for the post video capture processing. Following this, click-on Next, followed by Finish

and thiswill start the camera plug in enabling video capture.

7) Following the final configuration box, a preview window should open, click-on Preview

and the real time video images from the camera should be displayed within the window.

8) To capture a video file use the video controls located on the bottom left of the preview
window. Click on the Red Dot to record and click again on the Black Square to stop
recording. N.B each time a video is captured (due to a Red Dot - Black Dot sequence) the
file name is used and a four digit number assigned to the end in sequential order starting
from 0000.

i.,eusername MACHINE_VISION_testhumber_camera _month_date-X XXX
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Appendix T1.3: Guideinesfor using Windows Movie Maker ©
In order to capture a still image from the video files created with Capwizz ©.

1) Open the Windows Movie Maker © program by clicking on the Windows Start bar and
then by selecting Windows Movie Maker © from the All programs menu.

2) Once the program window is opened select the movie file for image capture by clicking
on File, followed by Import into Collections. Specify the folder containing the file in the
address bar and select the required file name:

i.e. Pierre_machine vision_testnumber__camera_month_date-XXXX

and click Import, making sure to select all media files from the File of type drop down

menu.

3) The chosen file should be imported into the Collection Window. It can be selected for
previewing in the Viewing Window by clicking on it. Adjust the Viewing Window to a
suitable size in order to preview using the mouse curser. Then by operating the play-back
buttons in the viewing window, clicking on the Play arrow and then Pause the movie at
the desired frame by clicking on the Play arrow again, which pauses the on screen video
playback.

4) Subsequently, a still image is captured from the Viewing Window by either clicking on
Tools, followed by Take Picture from Preview or clicking on the Camera icon on the
video play-back window controls.

5) When the Save Picture As window opens, specify the folder to save the image to using
the Save in: address bar. It is useful to specify the image file name from that automatically
generated to:

Pierre_machine vision_testhumber_camera_month_date XXXX (with the italics
replaced accordingly) finally specify the file type to be saved as .Jpg in the Save as type
address bar and then click on Save. This process should be repeated for the required
number of images.
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Appendix Experiment 2: RGB estimation 07/07/08 — 11/07/08
2.1) Introduction:

The am of this experiment was to determine the ability of the two different Eyecams
(Yellow dot and Green dot) to detect and isolate the three main colours in a given image.
In order to enable a better comparison of the results, an Olympus Digital Camera was aso
used to capture images. Two LED’s similar to those that would be used in the main pose
estimation experiment provided the target image with a “passive’” (i.e. without an

information signal transfer, such as radio waves) colour source to be analysed.

2.2) Theory:

Using illuminated LEDS on a target enables a passive beam of light to be projected. This
stands out from the ambient background and can be easily captured by a digital camera’'s
CCD which captures the image and breaks down the colour into three colour channels
consisting of Red, Green and Blue (RGB). Thus by selecting an area in the image and
using a post image capture processing tool, such as GIMP 20, a colour histogram showing

the quantity of colour saturation for each channel can be obtained.

The saturation values for each channel enable a specific shade of colour to be defined. This
is an important point in being able to clearly identify the coloured target in a scene. It
should be noted that the values for each of the three channels are free to vary between 0 and
225, with 225 (the saturation/maximum value) on all three channels corresponding to pure
white light.

2.3) Apparatus:

1xTape measure (+0.002m), 1xretort stand with vice and clamp, 1xA4 red folder,
2x LEDs (see appendix T2.2) with power source, 1x Olympus camera (c-180), 2 x Eyecams,
1xreceiver, 1xanaogue to digital converter and 1xLaptop with image capture and

processing software installed.
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2.4) Method:

The RGB test is performed using the above
-i apparatus. The LEDs were 0.1m apart (see
diagram E2.1) and can be positioned at varying
distances away from the camera by moving the
stand.

The camera set up is as per Experiment 1, with
the Yellow dot camera used to capture the

images.

The camera image is transferred via RF to the

receiver which outputsitssigna to the analogue

Diagram E2.1: The LED set up. to digital converter whichinturnis

connected to the laptop via USB cable (see Diagram E1.1 in Experiment 1).

Images from each of the Eyecams, (Y ellow Dot and Green Dot) were recorded for both the
top and bottom LEDs. Images of the LEDS at distances of 0.15m, 0.50m, 1.15m and 2.30m
were taken together with a sample image for each camera taken in darkness for a

comparison purposes.

The same LED experiments above were repeated with the Olympus camera to provide an
additional comparison. Finaly, in order to evaluate the cameras’ sensitivity to a non-
emitting source of red, an additional experiment, capturing an image of a Red Folder, was

performed for al three cameras.

Once al the images for the 4 experiments had been collected the RGB colour captured for
both LEDs could be determined for the complete set of images. A detailed description of
this procedure can be found in appendix T2.1.
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2.2) Results experiment 2:
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Diagram E2.3: Eyecam© in darkness

Diagram E2.4: Olympus camera LED test. Diagram E2.5: Eyecam®© red folder test.
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2.6) Discussion:

The results shown in tables E2.1 to E2.4 enable the RGB capture for al three camerasto be
compared. It can be observed for the 15cm case that the red LEDs for the Yellow dot and
Green dot camera are seen as white (similar values across the RGB channels), however the
Olympus camera has high Red saturation and marked lower saturation values for the

Green and Blue channels.

Furthermore, the standard deviations for the Green dot cameraresults are much larger than
that of the Yellow dot. However, the difference between the RGB values for the top and

bottom LEDs did not vary significantly for any of the cameras.

Referring to diagrams E2.2 to E2.4, the LEDs as seen by the Eyecam®© appear as a mixture
of white with pale red, with the LEDs being easier to distinguish in darkness as would be
expected. The image taken by the Olympus camera shows the top and bottom LEDs
emitting their bright Red colour which is clearly distinct against their respective

background.

The fina diagram E2.5 illustrates the captured Eyecam© image for the passive non-
emitting test for the red folder. These results in table E2.4 have much smaller values for the
Red channd saturation in comparison to the LED tests and a slight reduction would be
expected as the folder is a non-emitting source of Red. In addition, there is a difference
between the Close up and Far away images for the Eyecams, with more Red colour being
captured at the greater distance. Again the Olympus camera registers higher Red colour
saturation than either of the Eyecams for this test. However, the difference between the
results with distance from the target for the Olympus camera differs, with the colour
saturation reducing very dlightly in the Red and Green channels. A possible explanation for
this difference between the Olympus and Eyecams could be the fact that the Eyecams are
designed for outdoor use at height above atarget.
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2.7) Conclusion:

The Eyecam© cameras RGB capabilities have been tested and it has been shown that their
ability to distinguish the difference between Red targets and the background scenery is less
sengitive than that of a consumer Digital camera. However, the Eyecams provide an
adequate means of detecting the difference between the LEDs and their background, thus
enabling a basic colour filter process of the image to select the LEDs. Finaly, it should be
highlighted that the cost, weight and size of the Eyecams against their image capturing
performance are key factors that need to be considered should an improved image
sensitivity be required.
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Appendix T2.1:
Directionsfor using GIMP 2: in order to determine the RGB values in the test images.

1) Double-click on the GIMP 2© desktop icon to launch the program to open up GIMP.

% *Pierre_machine_vision_test2_5_july_0000.jpe-2.0 (RGB, 1 layer) 76Bx576,
File Edit Select Image Layer Colours Tools Dislogues Filters

_::H e

Diagram T2.1: Screen shot of the GIMP 2© image processing tool.

2) Select the image to be analysed by clicking on File, Open, which opens the Open
I mage window. Using the Places box select the image file location. Clicking on the desired
file will enable athumbnail of the image to be displayed in the Preview box. In the bottom
right corner of the window select All Images option from the drop down menu and then
click Open.

3) Once Open has been clicked a stand alone window with the selected image will appear
in the desktop area. In order to analyse the areas in the image with the LEDs colour select
the Rectangle Select Tool (top left icon, see diagram T2.1) in the GIMP main window.
Then bringing the mouse curser over into the image window, click and drag to form a
sguare over the region with similar colour for either the top or bottom LED (making sure to
make a note of which).
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4) Having selected arectangular areain the image click on the Colour s tab in the image
window, followed by I nfo then Histogram to open the RGB colour histogram. Enlarge the
histogram and select Red, Green and Blue in turn from the drop down menu situated in the
top left of the window. From the Histogram information (diagram T2.3) the M ean,

Standard Deviation and M edian values for the colour saturation can be obtained.

S
w0 o s

Diagram T2.3: Colour histogram.
Repeat step 3 for the other LED and return to step 2 to process further images as required.
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Appendix T2.2:

Kingbright© : L-53SRC-DW 5mm Superbright Red LED specifications.

lv {(mcd) Viewing
Part No. Dice Lens Type @ 20mA Angle
Min. Maix. 281/2
L-535GC SUPER BRIGHT GREEN (GaP) WATER CLEAR 100 300
L-538RC-A 300 400
L-63SRC-B 400 500
L-53SRC-C 500 1000 20
L-53SRC-DU o ~ ( ™ 1000 1300
L-531SRC-DY SUPER BRIGHT RED (GaAlAs) WATER CLEAR 1200 1800
L-53SRC-DW 1600 2000
L-538RC-E 2000 3500
L-638RC-F 3500 4500
Motes:
1. 8112 is the angle from optical centerfne where the luminous intensity is 1/2 the cotical centerline value
2. Luminous intensity! luminous Flue: +-15%.

Table T1.1%: Manufacturer’s specifications for LED Luminosity and viewing angle.

Electrical / Optical Characteristics at TA=25°C
Symbol Parameter Device Typ. Max. Units Test Conditions
Apeak Peak Wavelengih Super Bright Red Ga0 nm IF=20maA
AD 1] Dominant Wavelength Super Bright Red 640 nm IF=20maA
ANI2 Spectral Line Half-width Super Bright Red 20 rm IF=20m&A
C Capacitance Super Bright Red 45 oF V=0V F=1MHz
WVE [2] Forward Voliage Super Bright Red 185 25 ' IF=20mA,
I= Reverse Current Super Bright Red 10 uA VR=50V
Motes:
1. Wavelength: +-1nm.
2. Forward Voliage: +/-0.1V.

Table T1.2": Manufacturer's red LED light wavelength specifications.
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Graph T1.1% Manufacturer’s specifications red LED light intensity with wavelength.

! Kingbright L-53SRC-E, www.kingbright.com
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Appendix Experiment 3:Aircraft-LED position estimation 14.07.08 — 17.07.08
3.1) Introduction:

This experiment is a follow up from experiments 1 and 2 and aims to progress towards
establishing the machine vision pose estimation concept. A suitable set of images is

required in order to provide avariation in al three axes: X, Y and Z.

Using the knowledge gained in the previous experiments, the selected Yellow dot camera's
physical properties can be accounted for. The technique and agorithms used to determine
the pose estimation, is explained in detail in “ Target position and Trajectory Measurements
by Videogrammetry”, COA Report No. 208, S.E Hobbs, 2003 see reference (Hobbs, 2003).

3.2) Apparatus:

1x Tape measure (+0.002m), 1xretort stand with vice and clamp, 2x Tables, 1x Pipercub
model aircraft, 1xcardboard stand, 4xKingbright L-53SRC-DW LEDSs in paralé circuit
with power source (PP3 battery), 1x extension lead, 1x Eyecam®©, 1 xreceiver, 1xanaog to

digital converter and 1 x Laptop with image capture and processing software installed.

3.3) Method:

The machine vision set up remains unchanged from that used previously in experiments 1
and 2. Care was taken to select a suitable test area with a neutral / white background (see
diagram E3.1 below) in order to aid the camera in distinguishing the contrast between the

Piper cub moddl, the LEDs and any background colours.

The four LEDs in a paralé circuit were attached to the rear of both wing tips and the top
and bottom of the fin, making sure that any lose wires were fastened to the model. This
enabled a cross pattern of the LEDs to be observed from the rear of the aircraft model, for a
forward looking observer. It is necessary to point out that the choice of wire and tape was

black and yellow in order to prevent the production of any additional red in the image other
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than from the LEDs. This was done so that in future work a colour filter could be

implemented on the images to automatically determine each LEDs |ocation.

The next step was to choose two tables of the same height to act as suitable work benches.
Then once the Piper cub model was ready, a piece of cardboard was used to support the
model in awings level position (n.b. the Piper cub is atail dragger aircraft) on the table in

front of the white backdrop.

Diagram E3.1: Indoor experient set up, showing cameraalign with model aircraft

It should be noted that the axis system used in the experiment takes displacements about
and in the North, East and Down directions to be positive, in accordance with standard

aircraft axes.

On the second table the machine vision apparatus was set up and the camera rig aigned
with the centre-line of the model aircraft (setting the Y reading to zero). The model’ s centre
of gravity (located on the wings centre spar) was chosen as the origin for the NED axes and
using the measuring tape, the distance between the origin and the camera was then
measured (the —X reading).
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Setting the camera to the correct height (the —Z reading) an image was captured on the
laptop using the Capwizz© software. For each set of readings at a constant value of —X, the
—Z reading was varied 5 times between 0.1m and 0.7m before displacing the table back by
approximately 1m and repeating the —Z readings. A final set of readings at a constant value
of —X and —Z were taken, varying in =Y between -1.0, -1.5 and -2.0m. Following the image
capturing (see appendix T1.2 and 1.3 from Experiment 1), the image processing using
GIMP was performed (see appendix T3.1). This enabled the row and column vales for each
individual LED in each of the images taken to be determined.

For each image (diagram E3.2) an individua txt file was created (see appendix T3.2) with
the distances of the camera relative to each LED (in the Pipercub reference frame) and the
corresponding row and column value for that LED. This information was then converted
into the necessary format using the AVI1 converter program for the MFITvid program,
both of which were developed according to (Hobbs, 2003). A summary of the procedure
can be found in appendix T3.3). This process required the imagecal_spycam file,

determined from experiment 1.

Diagram E3.2: Test image captured from Eyecam®©, illustrating the location of the LEDs.
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3.4) Results:
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3.6) Discussion:

Two experiments were performed in order to provide sufficient data for the analysis using
the Mfitvid program. In the first experiment (14" July) there were only two sets of images
taken varying the cameras position only in X and Z axes, thus, enabling the performance of
the pose estimation program to be determined. For the second experiment (17" July) an
additional test varying the camera position in the Y axes was included which enabled a

complete test of the pose software in al three axes to be performed.

Referring to tables E3.1 and E3.2 the row and column positions for each of the four LEDs
are listed for all of the images captured. A table of the location of each LED with respect to
the axes origin isincluded with both sets of results. Referring to diagram E3.2 the labelling
of the LEDs was done in a clockwise manner starting at the 12 o’clock position with A
followed by B then C and finishing with D at the port wing tip, this information for each
image was stored in a txt file (see appendix T3.2 for an example) for later use in the AVI1

program.

Using the Mfitvid program the pose estimation of the camera relative to the target object
(the Piper cub aircraft, identified by the rear mounted LEDS) was determined for each
image in turn, this process required considerable manual configuration and manipulation of
the AVI1 output data. The results are presented in tables E3.3 and E3.4 with the measured
X, Y and Z data compared to that predicted. In addition the angular pose of the camerain

yaw, pitch and roll has been included.

Comparing the measured and estimated results for the X, Y and Z values in the first
experiment, 14" of July (table E3.3), the largest difference for the X readingsis 0.45m. This
occurs for the first reading at the -6.23m distance (for an elevation value of -0.2m) and this
difference is the same for the last Z reading of -0.70m, again at the -6.23m value. The Y
values have fewer differences with the maximum difference of 0.08m occurring also for the
-6.23m readings (at an elevation of -0.2m). These differences may be due to the fact that

during the vision trias the camera’s position is “off-centre” from the target in X and Z
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(being above or below it) unlike in the Y, axis which is not varied from its initially aligned
position. In addition, the three pose angles estimated are small, as would be expected for a
wings level position and a correctly aligned camera. The values are less than 10 degrees

with small uncertainties of 1 degree or less.

Referring to the second set of experimental results (see table E3.4) taken on the 17" of July,
where an additional trial which included varying in the Y axis was performed. This
experiment highlighted the difficulty with estimating the pose position when the Field of
View is not perpendicular to the target object. In the X direction the largest difference
occurred for the maximum Y displacement of -2m with an overestimation of 1.332m
predicted by the program. Again this same Y displacement produced the largest error in Y
estimation with an underestimation of 1.944m by the algorithm. The largest difference in
the Z direction occurred for the -1m Y displacement with an underestimation of 0.48m.
Therefore, the ability to determine the pose of the camera relative to the object is affected
when observing a target from the side / “off-centre” position. This is further highlighted
when analysing the number of iterations required to achieve a solution for image 05 and

image 13, the first required only 2 iterations while the latter required 28.

In addition, the in-built error estimation for the Mfitvid program did not compare well with
the “real” error differences determined by measuring. For the majority of the cases the error
was underestimated. Using the Correlation matrix for the image 13 result (see appendix
T3.4) the relationships between Y and the 5 variabl es can be seen:

e Y andX,-0.00743 e Y and#,-0.111084
e Y andZ,-0.00612 e Y and g, 0.30110
e Y andy, -0.96982
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The above results show that there is large negative correlation between Y and .
Furthermore, a very small negative correlation can be seen between X, Z, § and Y and
finally, the roll angle ¢, has a positive medium correlation with Y. From these rel ationships
it can be said that further changes to Y will result in poorer X, Z and 6 estimations by the
Mfitvid program. However, it should be highlighted that the camera calibration is only of
first order. Therefore, afirst step to understanding the error discrepancy would be to obtain

ahigher order camera calibration.

Comparing the pose angles determined for the X = -4.67m and X = -5.86m distances (see
table E3.4), the largest angles for yaw and pitch occur for X = -5.86m with Z = -0.1min the
order of 10 degrees. However a larger than expected roll angle of 20 degrees is predicted
for the X = -4.67/m and Z = -0.1m case. After calculating the trigonometry this last result
would require the camera to be located a Y = -1.59m which is clearly not the case,
therefore this result is anomaous. However, the other results are within acceptable values
of less than 10 degrees. Referring to the Y displacement results in table E3.4 for the pose
angles it is interesting to observe the yaw angles as these angles agree well with those
calculated by trigonometry, using the X and Y displacement values. Findly, the pitch and
roll angles remain close to zero which is as expected.
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Furthermore, an attempt to investigate the effect of changing the pixel coordinates for the
row and column position of each LED by two pixels was performed (see table E3.5). This
was done in order to determine the sengitivity of the program to mistakes in the actual
location of the LED’s centre in establishing the target object’s pose. Overall, there are no
major differences between the X, Y and Z distances with respect to the original values (table
E3.4) greater than 0.02m. In this respect, it should be noted that the anomalous result
occurring at X =-5.86m, Y =-1Imand Z = -0.1mis excluded (which estimates a difference
of 0.2m). Finally, observing the comparison between the pose angles the differences are of
the order of 1 to 2 degrees with the original angles. Therefore, it can be seen that this
simple investigation indicates that the algorithm is suitably well mannered, that small errors

in pixel coordinates do not create large pose estimation.

3.7) Conclusion:

Using the AVI1 and Mfitvid programs provided by (Hobbs, 2003)a technique enabling the
pose estimation of a camera relative to a target has been trailed. This method provides
reliable results in the X, Y and Z directions and yaw (), pitch (0) and roll (¢) angles
provided the camerais perpendicular to and in-line with the centre of the object. However,
there are number of problems with the pose estimation when the camera is displaced both
intheY direction and for low Z (elevation) values. The angular position of the camera has
also been estimated for the steady wing level condition at different —X distances and the

results for yaw, pitch and roll reflect this with their small estimated angles

An additional investigation into the effect of pixel errors on the final pose estimation has
also been performed. For errors of 2 pixels in both row and column coordinates Mfitvid is
still capable of estimating the pose of the camera correctly with minimal differences in
comparison with the zero error input data. Thus the position estimation exhibits good

robustness with respect to pixel errors.
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Appendix T3.1:

Directionsfor using GIMP 2: in order to determine the pixel row and column values from
the test images.

1) Double-click on the GIMP 2© desktop icon to launch the program to open up GIMP.
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Diagram T3.1: Screen shot of the GIMP 2© image processing tool.

2) Select the image to be analysed by clicking on File, Open, which opens the Open
I mage window. Using the Places box select the image file location. Clicking on the desired
file will enable athumbnail of the image to be displayed in the Preview box. In the bottom
right corner of the window select All I mages option from the drop down menu and then

click Open.

3) Once Open has been clicked a stand alone window with the selected image will appear
in the desktop area. In order to anayse the position in the image for the LEDs select the
Rectangle Select Tool (top left icon, see diagram T3.1) in the GIMP main window.

4) Then bringing the mouse curser over into the image window, place the curser above each
LED in turn, noting the row and column values which are displayed in the bottom left of
the image window. The labelling of the four LEDs is in a clockwise manner starting from
the top LED at the 12 o’ clock position.
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Appendix T3.2:

A sample text file for the LED positions as required by the AVI11 program is shown below
(this file should be saved at the following address c:\videowor k). Each image should have

asimilar file with a suitable filename for easy recognition during the image processing:

% Camera position calibration datafile.

Pierre_machine vision_test_pipercub_17 july 0000

% For spycam, Piper Cub expt 17 Jul 2008; measurements in m rather than cm.

%

% Exactly 9 comment lines (ignored, % prefix optional), then line with number of points
% followed by 1 dataline for each point giving label (string <= 19 char, no white space),
% x y z values of point in user units and then col and row values for that point in the

% image, values separated only by spaces.

%

% S.E. Hobbs, 17 Jul 2008, PDJ 04 Aug 2008 01:48

-0.67 0.0 -0.13 416 210
-0.12 0.76 -0.02 498 230
-0.67 0.0 0.07 416 236
-0.12 -0.76 -0.02 332 288

oOOw>br

Insert T3.1: This file is required along with the imagecal _spycam file (determined in
experiment 1) to produce the required data input for the AVI1 program which in produces

the correct input files for the Mfitvid program to determine the target objects pose.
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Appendix T3.3: basic guides to using the AVI1 and Mfitvid programs, for further
information refer to (Hobbs, 2003) Appendix B.

AVI1:

1) Launch the AVI1 .exe program, from the top level menu select option 2 by inputting 2

followed by return.

2) Following the top level menu choice a Target tracking submenu will be open, again

typing 2 followed by enter, selects the necessary option to create the Mfitvid files.

3) Specify the work directory for the input data, by typing c:\videowork at the directory
prompt, followed by return, confirm this selection by, y followed by return.

4) The IMAGE CALIBRATION file should be saved at the above address with the
following filename: Imagecal_spycam.txt. At the screen prompt type in the filename,

press enter, confirm the file name with, y and again press enter.

5) The POSITION CALIBRATION DATA file (such asininsert E3.1) is next specified by
typing in the necessary filename e.g. spycamposcaldata**.txt followed by enter, y and

enter again (with ** replaced with the image number).

6) The OUTPUT filename is then specified, e.g. cubtest** followed by return, y and
return to confirm. Following this the camera used for the conversion needs to be specified.
At the prompt enter 1, followed by enter. Then specify the direction in which the column
and row increase. When using GIMP 20, the required inputs are: 1, return

-1, return. Finaly specify the measurement uncertainty as: 0.004 followed by enter. This
will then display the position calibration data on screen, pressing enter will return to the

Target tracking sub menu, with the necessary files for Mfitvid saved in the work directory.

7) Finally, select al the dat.txt files created in the previous step and place them at the

following address: c:\video\refO
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Mfitvid:

1) Launch the Mfitvid program, from the Main menu select option 1 to load the AVI11 data
by typing 1 followed by return at the screen prompt.

2) At the file directory entry prompt press enter (i.e. select the address c:\video\refQ)
followed by, y and enter again.

3) Next, input the filename containing the position data, cubtest**dat.txt , followed by
enter. A prompt for the number of data records to be skipped will open automatically, enter
0. Thiswill then open the MODEL fit menu.

4) Select option 3 by entering, 3.For the first record prompt enter O followed by enter then
for the last record enter 7 followed by return. Then the option for varying the parametersis
printed on the screen. At each of the six screen prompts enter 1, followed by enter thus

enabling all 6 parameters to be varied.

5) Using the measurement data collected during the imaging trials, these values can then be
inputted as initial guesses into the program. The first three prompts relate to -X, -Y and -Z
(remember to keep in mind the axes being used). The next three prompts relate to the
position angles yaw, pitch and roll. For the steady level flight, input O for both yaw and
pitch (a[4] and &5]) followed by return each time, for a[6] enter 3.14. This is required to

perform the necessary axes transformation.

6) The program then calculates iterations using the inputted data as starting values before
returning a Results analysis submenu. The determined values can be displayed on screen by
entering 1. These details can also be saved to a txt file using option 4, which allows the save
to location and file name to be specified. Finally, option 7 enables the covariance matrices

to be saved to filefor later analysis.
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Appendix T3.4:
Example curvature, covariance and correlation matrices for:
Pierre_machine vision_test pipercub_17 july 0013

# Curvature and covariance matrices from modelfit, v 1.10

# Calculated on Tue Aug 05 18:38:26 2008

# Source file is spycamimagel7JLY 13dat.txt

# SVD routines have deleted O (fit), O (error bounds) eigenvectors

# Curvature matrix (alpha):

6 6
1.077940e+002 -1.273632e+002 -6.078913e+002 -9.153774e+002 -4.009583e+003 -1.719997e+003
-1.273632e+002 6.989261e+003 3.295221e+001 4.972047e+004 2.302065e+003 -6.400314e+002
-6.078913e+002 3.295221e+001 5.793128e+003 2.700548e+002 3.796974e+004 1.654776e+004
-9.153774e+002 4.972047e+004 2.700548e+002 3.552301e+005 1.645991e+004 -3.960487e+003
-4.009583e+003 2.302065e+003 3.796974e+004 1.645991e+004 2.507400e+005 1.080350e+005
-1.719997e+003 -6.400314e+002 1.654776e+004 -3.960487e+003 1.080350e+005 4.903418e+004

# Covariance matrix (covar):

6 6
2.400387e-002 -2.230673e-004 4.315779e-003 9.923819e-005 -2.290034e-004 -1.048099e-004
-2.230673e-004 3.750062e-002 -2.502999e-004 -5.204025e-003 -6.146947e-004 1.500134e-003
4.315779e-003 -2.502999e-004 4.458571e-002 2.461953e-004 -5.639154e-003 -2.453998e-003
9.923819e-005 -5.204025e-003 2.461953e-004 7.265499e-004 5.267563e-005 -2.049050e-004
-2.290034e-004 -6.146947e-004 -5.639154e-003 5.267563e-005 8.200835e-004 8.441056e-005
-1.048099e-004 1.500134e-003 -2.453998e-003 -2.049050e-004 8.441056e-005 6.619306e-004

vector of covariance eigenvalues
0.046283 0.023172 0.038283 0.000555 0.000003  0.000003

# Correlation matrix (corr):

6 6
1.000000e+000 -7.434915e-003 1.319231e-001 2.376323e-002 -5.161456e-002 -2.629393e-002
-7.434915e-003 1.000000e+000 -6.121298e-003 -9.969822e-001 -1.108437e-001 3.010958e-001
1.319231e-001 -6.121298e-003 1.000000e+000 4.325628e-002 -9.325822e-001 -4.517209e-001
2.376323e-002 -9.969822e-001 4.325628e-002 9.999999e-001 6.824141e-002 -2.954701e-001
-5.161456e-002 -1.108437e-001 -9.325822e-001 6.824141e-002 1.000000e+000 1.145675e-001
-2.629393e-002 3.010958e-001 -4.517209e-001 -2.954701e-001 1.145675e-001 1.000000e+000
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