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Abstract

The limited experience of practising monetary and macroprudential policies at the same
time raises a question about the extent to which a macroprudential instrument — as a
complement to monetary policy — affects the macroeconomic stabilisation in emerging
markets, particularly in the presence of external shocks. By performing a systematic re-
view of 125 articles, this thesis provides novel and insightful evidence on the interaction
between monetary and macroprudential policies in emerging markets by refining what
we already know on the extant relationship. It also provides a comprehensive synthesis
of the theoretical arguments on the interaction between the two policy expedients. For
the first time, we incorporate in our analysis the impact of policies embodied in the pay-
ment system — such as the limitation of the value that can be settled through large-value
payment systems — hence making new inroads in the respective empirical literature. Fur-
ther, it makes evident that a shift from currency- to electronic-based payments supports
financial intermediation. In addition to that, the study draws insights from the benefits
of FX intervention as an instrument in an emerging market that implements an inflation-
targeting framework. Not only do we model the risk appetite of investors as a shock to
the economy but we also take into account households with limited financial access. As a
result, it is demonstrated that FX intervention can be employed by policymakers to sta-
bilise an economy during a period of capital flow shocks. Finally, this thesis advances our
knowledge by developing a framework — in the emerging market context — to analyse the
impact of using reserve requirements combined with FX intervention as key instruments
in an inflation-targeting framework. It suggests that reserve requirement can be utilised
by policymakers to complement interest rate policy and FX intervention in stabilising
the economy during a period of external shocks, particularly a risk appetite shock.

Keywords: Monetary policy; macroprudential policy; FX intervention; payment system;
DSGE models; open economy;
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CHAPTER

Introduction

1.1 Research Background and Rationale

The prolonged effect of the recent global financial crisis has taught many policymakers a
valuable lesson, particularly central bankers around the world to find a way to stabilise
the economy and prevent the crisis from reoccurring. A newly-bourgeoning view that
has been adopted is to implement both monetary policy and macroprudential policies to

stabilise the economy (International Monetary Fund, 2013).

The adoption of macroprudential policies by central banks highlights the importance
of modelling the connection between the real economy, the financial system and mone-
tary policy, in order to provide a framework of how the monetary and macroprudential
policies are implemented (International Monetary Fund, 2013). The fact that macropru-
dential policies appear to be invoked only after a major financial crisis has taken place
is indicative of the limited experience policymakers have (Galati and Moessner, 2013).
Nevertheless, a specific effort has been made in the literature to see how macroprudential
policy has been implemented in an economy, which was mainly conducted in the context
of advanced economies. A substantial range of macroprudential instruments has been

discussed, although without recognising the primary instrument (Galati and Moessner,

1



Chapter 1. Introduction

2013).

The payment system also needs to be incorporated into the discussion of monetary
and macroprudential policies framework. Providing a sound and efficient payment system
to the financial system enhances the efficiency of financial markets and the financial
system as a whole, boost consumer confidence and enable economic interaction and trade
in both goods and services (Hasan et al., 2013). Innovation in the payment system also
helps to stimulate the overall economy and growth. Engaging in the payment system
services may expose a bank to a liquidity shock coming from the payment instructions
from customers (Piazzesi and Schneider, 2018). Different liquidity management methods
are required to manage the different types of payment systems, such as the Real-Time

Gross Settlement System (RTGS) and clearing system.

Apart from the challenges that come from domestic pressures, a massive volatility of
capital flows following unconventional monetary policy in advanced countries poses other
challenges for policymakers to restrain capital flows from aggravating the overheating
pressures and consequent inflation, as well as to mitigate the risks that protracted periods
of easy financing conditions that will threaten the financial stability (Unsal, 2013). A
massive capital flows volatility creates turmoil in the domestic financial market due to
the shallow characteristics of the market to absorb shocks. One of the emerging market
experiences from which a lesson can be taken is Indonesia, the financial system and
macroeconomic stabilities of Indonesia of which are affected by the capital flow volatility
(Warjiyo, 2014). A change in risk perception of market participants — a shock in the
international capital market — also contributes to capital flow movement, by driving

variation in the cost of capital to the economy (Alla et al., 2017).

Increasing volatility in capital flows has put pressure on the exchange rate, particu-
larly in emerging markets (Agénor and Pereira da Silva, 2014; Korinek and Sandri, 2016;
Svensson, 2000). Large volatility in the exchange rate distorts the exchange rate expecta-
tion and drives a reversal in the capital flows. A sudden reversal in the capital flows then
causes volatility in domestic capital and debt market. Large volatility also impairs the
domestic borrowers who hold large foreign currency liabilities with domestic currency in-
come. These borrowers may find the availability of foreign funding deteriorating because

the risk perception is worsening.



1.2. Research Aims and Objectives

To deal with the pressure on the exchange rate, many emerging markets perform a
foreign exchange (FX) intervention in order to stabilise the exchange rate (Calvo and
Reinhart, 2002). Many of these operations were conducted on a discretionary basis
(Chutasripanich and Yetman, 2015; Jun, 2008). Conducting the FX intervention relaxes
the constraint on the degree of the exchange rate in responding to inflation and alleviates
problems of indeterminacy and expected instability (Llosa and Tuesta, 2008). Further,
the use of foreign exchange rate intervention helps achieve price stability by reducing the
exchange rate pressures and can be used as a part of the inflation targeting framework

central bank’s instruments to stabilise the macroeconomy.

However, FX intervention does not come without no effect. Studies, such as that
of Reinhart and Reinhart (1999), show that the selling or buying of FX reserves to
influence the exchange rate will absorb or expand the money supply in the economy. To
mitigate such impact, macroprudential policies can be applied one of them being the
reserve requirement instrument. By regulating on reserve requirement, banks will be
compelled to adjust their deposit and lending rates given that reserve requirements act
as a tax on financial intermediation. Reserve requirement also facilitates the financial
stability by restraining credit growth in the upswing of the business cycle and providing
the reserve back to the banking sector in the downturn of the business cycle (Montoro

and Moreno, 2011).

1.2 Research Aims and Objectives

In view of the above, this thesis aims to provide novel evidence on the interaction between
monetary and macroprudential policies. The overarching research question can be stated
as follows:

To what extent does a macroprudential instrument as a complement to monetary policy
affect the macroeconomic stabilisation in emerging markets, particularly in the presence

of external shocks?

In line with this overarching question, this study then set four research objectives.
(1) provide a systematic literature review on how monetary and macroprudential poli-

cies interact; (2) to investigate the impact of payment system innovations on financial

3



Chapter 1. Introduction

intermediation; (3) to assess the impact of FX Intervention on the framework of mon-
etary and macroprudential policies in the emerging market context; (4) to examine the
impact of FX Intervention and reserve requirement on the framework of monetary and

macroprudential policies in the emerging market context.

In order to respond to the overarching question, we explore the respective literature
by focusing on the transmission mechanism of monetary and macroprudential policies.
The channels through which monetary and macroprudential policies interact are also
identified. By conducting research on how payment system innovation affects financial
intermediation, this study identifies factors in the payment system that potentially affect
the transmission of monetary and macroprudential policies. In addition, it explores the
channels through which policies in the payment system affects financial intermediation.
By understanding the effect of FX intervention in stabilising the macroeconomy, we gain
further insights into the interaction between monetary policy and the FX intervention
instruments. Finally, this thesis also sheds some light on the interaction between reserve

requirement, FX intervention and interest rate policy.

1.3 Summary of Contribution

In addressing the four research objectives identified above, this thesis makes an important

contribution to monetary and macroprudential policy studies.

Firstly, this thesis refines our knowledge of the interaction between monetary policy
and macroprudential policy. By performing a systematic review of 125 articles, this re-
view provides a comprehensive analysis of the theoretical foundation on the interaction
between monetary and macroprudential policies. This study classifies the mechanisms in
which monetary and macroprudential interact with borrowers’ net worth mechanism and
collateral constraint mechanisms in the borrowers’ side; and balance sheet, risk appetite
and payment system on the financial intermediaries’ side. To the best of our knowledge,
this is the first systematic literature review on the interaction between monetary and
macroprudential policies. The comprehensive analysis of how monetary and macropru-
dential policies have been implemented helps identify the current policy discussion to

support the policy design and implementation of monetary and macroprudential policies.

4



1.4. Thesis Structure

Secondly, this thesis advances our understanding by incorporating for the first time
policies embodied in the payment system, such as the limitation of the value that can be
settled through the large-value payment systems. It also develops a framework to analyse
through excess reserves and currency holding channels the effect of payments systems to
the financial intermediation. This thesis demonstrates that a shift from currency-based

to electronic-based payments supports financial intermediation.

Thirdly, this thesis draws insights from the benefits of FX intervention as an in-
strument in an emerging market that implements an inflation-targeting framework. This
is done by building a Dynamic Stochastic General Equilibrium (DSGE) model with a
sticky price & la Calvo (1983) We also add to the model the risk appetite of investors as
a shock to the economy, as well as taking into account households with limited financial
access. Upon an estimation using this model, we demonstrate that FX intervention can
be employed by policymakers to stabilise an economy during a period of capital flow

shocks.

Finally, this thesis advances our knowledge by developing a framework — in the
emerging market context — to analyse the impact of using the combination of reserve
requirements and FX intervention as a key instrument in an inflation-targeting framework.
This study uses a new DSGE model with a similar approach to the aforementioned above
and adding a sticky wage and a banking sector with an imperfect substitution into it.
Through this model, we find that reserve requirement can be utilised by policymakers to
complement interest rate policy and FX intervention in stabilising the economy during a

period of external shocks, particularly a risk appetite shock.

1.4 Thesis Structure

This thesis is organised in a ‘paper format’. It is structured to deliver its intellectual
contribution through a series of distinct chapters in the format of journal articles. Each
paper contains related literature, methodology, results and discussion of key findings.
Each paper can be considered independent, in the sense that it assesses the interaction
between monetary and macroprudential policies and try to respond to the research ob-

jectives as stipulated in section 1.2. Altogether, the chapters display a single programme



Chapter 1. Introduction
of research and contribute towards the overall aim of the thesis.

In Chapter 2, this study presents a systematic literature review of the implemen-
tation of monetary and macroprudential policies as related to the first objective. The
objective of this chapter is to provide an assessment of the literature about how a central
bank promotes stability in the macroeconomy, specifically, on how monetary and macro-
prudential policies interact. In addition, it seeks a comprehensive understanding of how
payment systems relate to monetary and macroprudential policies, and the impact of

capital flows on monetary and macroprudential policies.

Going further, Chapter 3 is connected to the second objective. This chapter provides
an assessment of the effect of payment system innovations on financial intermediation.
This chapter aims to shed light on how improvement in the payment systems can affect
the financial intermediation through the lens of excess reserves and currency demand.
It also includes the impact of customer limitation in the large value payment system on
the relationship, assessing it against the relationship between the innovation in payment

systems and loan supply.

Linking to the third objective of this thesis, Chapter 4 presents the analysis of FX
intervention and monetary policy in an Inflation Targeting Framework. This chapter
intends to extend our understanding of using FX intervention to stabilise an economy
during a period of capital flow shocks. The chapter also demonstrates the impact of risk

appetite shock to the economy.

Finally, we present an analysis of the interaction between reserve requirement, FX
intervention and interest rate in Chapter 5 as related to the fourth objective of this
thesis. The purpose of this chapter is to draw insight on how the interaction of reserve
requirement, FX intervention, and interest policy stabilise the economy, particularly in

the presence of external shocks.

As previously discussed, this thesis is formed by journal articles. One of the ad-
vantages of this format is the dissemination of the thesis can be performed right away
without the complication of reformatting. Further, each chapter can be taken away in-
dependently, and hence, easier to communicate the thesis without waiting for the whole
thesis to be completed. Table 1.1 below presents the whole thesis structure along with

its dissemination channels.



Table 1.1: Thesis Structure

1.4. Thesis Structure

Paper Title Intended Contribution Dissemination
— Presented in 31st Business
and Economics Society
International Conference,
What Can We Learn from the To provide a critical systematic 2017, Crete, Greece, 6-9
1 Implementation of Monetary and review of the literature on the July 2017.
Macroprudential Policies: A interaction of monetary and
Systematic Literature Review macroprudential policies — Published in Journal of
Economic Surveys, 2019,
Vol. 33, Iss. 4, pp. pp.
1123-1150
— Presented in Conference
on Fintech, Social
Finance, and Financial
Stability Asian
Development Bank
Institute, Shenzhen, 11-12
Gauging the Tmpact of Payment To plfovide empirica.ul evidence on December 2018.
: . . how improvements in payment
9 System Innovations on Financial svstems affects financial 3 . . .
Intermediation: Novel Empirical >y . Published in Asian
Fvidence from Tndonesia intermediation through exc.ess Develppment Bank.
reserves and currency hOldlI’lg Worklng Paper Series No.
984 July 2019
— Published in Journal of
Emerging Market
Finance, early views
online.
— Presented in XX
Conference on
International Conference,
Granada, Spain, 27-28
June 2019
. . To provide empirical estimations R
Monetary Policy and Foreign . . -
Exchangz Inter\}/]ention in ai of FX mterver}tlon based on the IF’I;EZS:;I;&?)JSI 184 trtyll AOI;EI;I
3 Emerging Market: The Case of DSGE mOd.d 1 an emerging on Economic T}}le;)r
Indonesia m.arke.t, Whlch featl.lres households Policv & Applicati ¥
with limited financial access olcy pplications,
Athens, Greece, 1-4 July
2019
— Under reviewed in
International Journal of
Finance & Economics
To provide empirical estimations
External Shock and the of the DSGE model for emerging
4 Implementation of Monetary and markets of the interaction of Ready for submission

Macroprudential Policies in an
Emerging Market

reserve requirement, FX
intervention and interest rate
policy.
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CHAPTER

What Can We Learn from the
Implementation of Monetary and
Macroprudential Policies: A Systematic
Literature Review

Abstract

The emergence of macroprudential policies, implemented by central banks as a means of
promoting financial stability, has raised many questions regarding the interaction between
monetary and macroprudential policies. Given the limited number of studies available,
this paper sheds light on this issue by providing a critical and systematic review of the
literature. To this end, we divide the theoretical and empirical studies into two broad
channels of borrowers — consisting of the cost of funds and the collateral constraint —
and financial intermediaries — consisting of risk-taking and payment systems. In spite
of the existing ambiguity surrounding coordination issues between monetary and macro-
prudential policies, it is argued that monetary policy alone is not sufficient to maintain
macroeconomic and financial stability. Hence, macroprudential policies are needed to
supplement monetary. Additionally, we find that the role of the exchange rate is critical
in the implementation of monetary and macroprudential policies in emerging markets,
whilst volatile capital flows pose another challenge. In so far as how the arrangement of
monetary and macroprudential policies varies across countries, key theoretical and policy
implications have been identified.

Keywords: monetary policy, macroprudential policy, capital flows, payment system,
capital flows, systematic literature review
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Chapter 2. Paper I

2.1 Introduction

The prolonged effect of the recent global financial crisis has taught policymakers a valu-
able lesson, particularly central banks around the world, in their efforts to find a way
to stabilise the economy and prevent the crisis from reoccurring. The emerging eco-
nomic environment is believed to be subject to surges of financial imbalances that can
potentially lead to economic stagnation and disinflation. A relatively new approach has
been adopted, which is to implement both monetary and macroprudential policies to
stabilise the economy. In this context, monetary policy is used as a means of achiev-
ing price stability; macroprudential policies predominantly focus on financial stability,
whereas microprudential policy targets the safety and soundness of individual financial
institutions.

The introduction of the new stabilisation policies raises a number of questions relat-
ing to their effectiveness when interacting with monetary policy. For instance, it would
be interesting to examine how macroprudential and monetary policies respond to tech-
nological /financial shocks, or to identify the transmission channels through which these
policies interact to withstand such shocks. It would also be interesting to establish the
extent to which monetary and macroprudential policies need to be coordinated.

In spite of the growing number of studies in this area, there is very little support
for the macroprudential policy framework. In a broader sense, we lack a conceptual
mechanism relating the implementation of monetary and macroprudential policies to
the real economy, and to the financial system (International Monetary Fund, 2013). A
comprehensive framework of monetary and macroprudential policy is required in order
to provide some guidance to policymakers as to how they might achieve their objectives
and enhance the transparency and accountability of the central bank.

Moreover, in this context, it is argued that the payment system plays a significant
role in promoting financial stability. The importance of payment system to the financial
stability can be observed from how the central banks define the financial stability. Taking
the definition of financial stability from the Bank of England as an example, which states
financial stability is “the consistent supply of the vital services that the real economy
demands from the financial system (which comprises financial institutions, markets and
market infrastructures). Those services are: providing the main mechanism for paying;

for goods, services and financial assets; intermediating between savers and borrowers,
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and channelling savings into investment, via debt and equity instruments; and insuring
against and dispersing risk” (Bank of England, 2017, p. 32). In other words, the payment
system is part of the financial system that needs to be preserved in order to enhance the
efficiency of the financial markets and the financial system as a whole, hence boosting
consumer confidence as well as enhancing economic interaction and trade in goods and
services (Hasan et al., 2013). It is therefore important that we incorporate into our
discussion on monetary and macroprudential policies the payment system as well.

The right policy mix between monetary and macroprudential policies varies across
countries. In the case of emerging markets, any external shocks — coupled with domestic
shocks — affecting the financial system may disrupt the monetary transmission mechanism.
In this context, capital flow volatility, which may be transmitted to the credit or exchange
rate markets or both, needs to be taken into account.

These premises raise fundamental questions about how a central bank promotes
stability in the macroeconomy, specifically, how monetary and macroprudential policies
interact, how the payment system relates to monetary and macroprudential policies, and
what the impact of capital flows on monetary and macroprudential policies is. Consistent
with the overall purpose of our intended study, our overarching question can be stated
as follows: how the interaction of monetary and macroprudential policies achieves price
stability and financial stability?

To address the aforementioned questions, this paper provides a critical systematic
review of the literature on the interaction of monetary and macroprudential policies. Our
objective is to identify the current policy debate in order to assist researchers as well as
policymakers in identifying the relevant research questions to support policy design and
implementation for the interaction of monetary and macroprudential policies.

Based on the results of the systematic search, 125 articles are assessed to tackle the
initial review question. After obtaining the relevant data and identifying the emergent
themes and sub-themes, the articles reviewed in this section are classified into three
broad categories. The first category discusses the mechanisms in which monetary and
macroprudential interact. The second category includes papers which discuss the open-
economy setting, which incorporates the role of the exchange rate and the impact of
capital flows. The final category includes papers which discuss a framework of capital

control measure following the current experience of the emerging markets. Although
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Chapter 2. Paper I

some aspects of these categories may not be distinct but partially overlap, each represents
the conceptual framework of how monetary policy connects to macroprudential policies,
where financial intermediation has been identified as one of the critical elements in this
framework of the policy mix (Bernanke et al., 1999; Goodfriend and McCallum, 2007).

This review makes three specific contributions. First, to the best of our knowledge,
this is the first paper that utilises a systematic literature review approach in this area;
secondly, it provides a comprehensive analysis of the theoretical foundations of the inter-
action of monetary and macroprudential policies; and thirdly it offers a comprehensive
analysis of how monetary and macroprudential policies have been implemented in both
advanced economies and emerging markets.

The rest of the paper is organised as follows: section 2.2 discusses the methodology
utilised in the paper and specifies the main steps followed while planning and accomplish-
ing the review. Section 2.3 touches on the elements linking monetary and macroprudential
policies. Section 2.4 highlights the role of the exchange rate in the framework of monetary
and macroprudential policies whilst section 2.5 assesses the implications of capital flow.

Finally, section 2.6 provides some concluding remarks and ideas for future research.

2.2 Methodology

To assess the interaction of monetary and macroprudential policy, the Systematic Litera-
ture Review (SLR) approach was adopted. SLR is a methodology that pinpoints current
studies, chooses and assesses analyses, contributions and synthesises data and reaches
clear conclusions about what is known and unknown (Denyer and Tranfield, 2009). Un-
like narrative reviews, the SLR offers a more rigorous and clear review process by follow-
ing procedures that incorporate comprehensive searches for all possible significant studies
(Thomé et al., 2016) and an audit trail of all research stages in a scientific and transparent
manner (Tranfield et al., 2003).

SLR has been used in psychology, medical and social science to deliver in-depth
answers to specific research questions in supporting policy-making and implementation
(Thomeé et al., 2016). Given the complexity of the assessment area and the need to deliver
a comprehensive result to scholars, practitioners and policymakers, it is believed that the

SLR approach is a suitable approach to respond to these challenges.
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2.2. Methodology

2.2.1 Review Strategy

Following the preceding positioning study, this paper focuses on tackling the review ques-
tion of how do monetary and macroprudential policies interact to achieve price stability
and financial stability in the economy. In line with the general principle supporting the
SLR methodology, the above assessments were formulated into a review protocol (Tran-
field et al., 2003).

This protocol covers information relating to our steps to conduct our reviews; which
were performed in two stages. First, inclusion and exclusion criteria of the literature
intended for survey were developed. Pursuing the review question and sub-questions, the
literature needed to have an assessment of both monetary and macroprudential policies.
However, we anticipated a limited size of this literature as this strand of literature is still
developing (Galati and Moessner, 2013). Therefore, we also considered other forms of
monetary policy or macroprudential literature that develop our knowledge of the inter-
action of monetary and macroprudential policies.

In order to provide a robust examination, sources were limited to English peer-
reviewed journals as they generated high impact validated knowledge (Podsakoff et al.,
2005). Moreover, an approach was followed which was somewhat similar to Meier (2011)
and Savino et al. (2017) and considering only publications in scholarly journals with
an Impact Factor greater than or equal to the Median Impact Factor for the related
category (in this case: Economics, Business, Finance and Management) in the 2015
Journal Citation Reports (Thomson Reuters, 2015)'. There was no restriction regarding
the definition of monetary regime in order to acquire a comprehensive understanding
around this subject. Similarly, the search was not limited to a particular country or
research method.

Second, keywords were designed which are consistent with the selection criteria. The
search objective was to be as comprehensive as possible to prevent overlooking poten-
tially important studies. In order to formulate the list of keywords, the author carefully
scrutinised the keywords for the positioning study review. This process resulted in a list
of 70 keywords which were divided into several groups that represent the exploratory

areas: monetary policy, macroprudential policy, capital flows, inflation, unemployment

!See Appendix A.1 for the detailed inclusion and exclusion criteria.
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and payment system?. Each group was combined with Boolean operator “AND” to per-
form the search strings according to the review question and sub-questions intended to

be explored, as described in Figure 2.1.

Figure 2.1: Search Strings

how do monetary and

2 4 R ; - =
macroprudential policies h,\ Monetary Macroprudential )
ierad Policy AND Policy AND Inflation AND | B ulils

How does the payment system N
relate to monetary and H Monetary AND Macroprudential AND Payme
macroprudential policies? Policy Policy

what is the impact of capital

flows on monetary and N " "
Monet M dential Capital
macroprudential policies? W ﬁg;c;ry AND acng:;:.:cyen 1a AND Flf:ws

2.2.2 Data Collection

After defining a clear review strategy, the following step in the SLR process involved the
selection of pertinent studies. A selection of keywords were applied to selected databases;
consisting of ABI/INFORM Complete, EBSCO Business Source Complete and Web of
Science. This initial search resulted in a total of 16,414 hits. This process resulted
in 12,542 citations being excluded because of duplication and failure to meet the set
criteria. The final sample comprised 3,872 references to be assessed on title and abstract.
By examining the title and abstract based on the inclusion and exclusion criteria, 3,404
references had to be omitted.

The following step in our review was to perform a full-text analysis for the remaining
group of 468 articles. After performing a careful assessment on the basis of the inclusion
and exclusion criteria, we classified the references into A (highly relevant), B (moderately

relevant) and C (non-relevant list). This resulted in 105 articles were classified as highly

2See Appendix A.2 for the detailed list of keywords.
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relevant. To extend our search, given the aforementioned constraint, where there is a
limited number of studies, an examination was performed of the reference section of all
the included articles, to find relevant studies that were not obtained through our keyword
search. This procedure added 20 more articles to our sample. Figure 2.2 presents a

summary of our selection process.

Figure 2.2: Summary of the selection process

References identified through database searching: n = 16,414
- EBSCO Business Source Complete: n = 9,314

- Web of Science: n = 2,498

- ABI/INFORM Proquest: n = 4,602

References reviewed on title and abstract: n = 3,872 } ----------------------------------- :

References removed after the scrutiny of title and
abstract: n = 3,404

| References examined for full text analysis: n = 468 } ----------------------------------- :
__________________ Wi s ey
1
Additional references ! References removed after the full text analysis:
included for further :_'2_=_395_‘ _____________________________
assessment: n =20
References considered for the quality assessment: n = 163
-Reference included after full text analysissn=105 | :
-Additional references: n = 20
__________________ . 4 S

| References removed after the full text analysis:
1

1 n=58

1

References included in
the review: n = 125

The distribution of the 125 articles in the final sample based on their source title
is presented in Table 2.1. The Journal of International Money and Finance, the In-
ternational Journal of Central Banking and The Economic Modelling are the dominant
channels to discuss the research topic, accounting for 10%, 10% and 9% of the overall
number of sample studies, respectively. Figure 2.3 portrays the number of articles in the
samples by year of publication, ranging from 1997 to 2016. It can be argued that this
review topic is a relatively new area and the increasing number of studies reflecting a
growing interest in this topic indicates the importance of the attempt to shed light on

the key issues surrounding this area.
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Table 2.1: Articles according to their source title

Source Title

(1)

No. of Articles
(2)

% of total Sample

3)

Journal of International Money and Finance
International Journal of Central Banking
Economic Modelling

Journal of Financial Stability

Journal of Monetary Economics

Journal of Money Credit and Banking
Journal of Economic Dynamics € Control
International Review of Economics & Finance
Journal of Banking € Finance

Journal of International Economics

IMF Economic Review

Scandinavian Journal of Economics
Economic Policy

American Economic Review

Journal of Development Economics

Journal of Policy Modeling

FEuropean Economic Review

Journal of Political Economy; Economic Theory;
Quarterly Journal of Economics;

Review of Economic Studies;

Journal of Financial Intermediation;

Review of Financial Studies;

Ozford Bulletin of Economics and Statistics;
Annual Review of Economics; Economic Inquiry;
Journal of Corporate Finance;

Annual Review of Financial Economics;
Journal of International Financial Markets
Institutions € Money;

Journal of Economic Surveys

11
11
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10%
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Figure 2.3: Number of articles per year of publication
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2.3. Interlink between Monetary and Macroprudential Policies

2.3 Interlink between Monetary and Macropruden-
tial Policies

Broadly speaking, all the reviewed studies build their explanation of the interaction of
monetary and macroprudential policies through the role of the financial sector in amplify-
ing shocks to the economy. Previously, the financial sector was abandoned by mainstream
business cycle models (see Christiano et al. (2005) and Smets and Wouters (2007) for ex-
ample). However, the recent global financial crisis has delivered a very blunt message
regarding how financial shocks may have implications for the economy. What we observe
from all the reviewed studies is that the financial shocks affect the borrowers’ side by
limiting their credit eligibility, which in turn reduces credit demand. At the same time,
financial shocks also affect the financial intermediaries, particularly through their balance
sheet, which in turn affects their credit supply.

These two entities (borrowers, lenders/financial intermediaries) form the conduit
through which the interlinking mechanism between monetary and macroprudential is
explored. By virtue of the latter, we classify the studies we have reviewed accordingly,
i.e. borrowers’ cost of funds and collateral constraint mechanism on the borrowers’ side,
and balance sheet, risk appetite and payment system on the financial intermediaries’ side.
Figure 2.4 depicts the interaction channels of monetary and macroprudential policies
whilst Tables 2.2 and 2.3 summarise selected theoretical and empirical studies in the

area.
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2.3.1 Borrower Channel

Within the borrower channel, we identify from the surveyed literature two main mecha-
nisms by which monetary policy interacts with macroprudential: the borrowers’ cost of

funds mechanism and the collateral constraint mechanism.

2.3.1.1 Cost of Fund Mechanism

Bernanke et al. (1999) offer an insight into how endogenous development in the credit
market escalates and proliferates shocks to the macroeconomy — termed as the financial
accelerator. This amplifying effect of credit markets can be explained by the relationship
between the external finance premium (the difference between the cost of funds acquired
externally and the opportunity cost of funds internally) and the net worth of potential
borrowers (the difference between borrowers’ liquid assets and the collateral value of
illiquid asset excluding outstanding obligations). This financial accelerator may explain
the output contraction in 2008 in the U.S., as well as the broadening in the spread
between the central bank’s policy rate and the cost of funds faced by entrepreneurs, and
why financial conditions have amplified the U.S. business cycle and the intensity of the
recession (Merola, 2015).

Using Bernanke et al. (1999) approach, Bailliu et al. (2015) examine the interaction
of monetary and macroprudential policy. They assume that the financial shock affects the
firms’ cost of funds. Asymmetric information between the borrower and the lender causes
the development of a financial market imperfection due to the inability of the lender to
spot the idiosyncratic shock for the entrepreneur. Both monetary and macroprudential
policy are activated by signs of developing financial imbalances, for which deviations
of credit growth from its steady-state value are used as a proxy. Monetary policy uses
Taylor’s rule, which lets the policy interest rate also respond to deviations of credit growth
from its steady-state value. The macroprudential policy is modelled as the exogenous
component of the external finance premium and assumed to have a direct influence on
the funding costs of firms (via the external finance premium).

Bailliu et al. (2015) report that the interaction between monetary and macropruden-
tial policies improve welfare gains. Furthermore, macroprudential policy is a better tool
with which to stabilise the macroeconomy than monetary policy in the presence of finan-

cial shocks. However, macroprudential policy neutralises the effect of monetary policy in
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episodes of technology shocks. Therefore, monetary policy needs to respond more than
it would without the presence of macroprudential policy.

In addition, De Paoli and Paustian (2013) argue that the insertion of macroprudential
policy into the policy toolkit to manage the macroeconomy enhances the outcome regard-
less of shocks. However, they suggest that policymakers need to be cautious in selecting
their monetary and macroprudential instruments. Choosing monetary and macropruden-
tial tools that work in a similar way may lead to a significant welfare loss. They argue
that the loan-to-value ratio is analogous with a time-varying tax on borrowing, which
in turn increases/decreases the cost of funds. This characteristic works in a similar way
to the interest rate, which can lead to a conflict between monetary and macroprudential

policies and contribute to significant welfare losses.

2.3.1.2 Collateral Constraint Mechanism

Another strand of the non-financial borrowers channel literature focuses on the collateral
restraint that borrowers have to face (Kiyotaki and Moore, 1997). In this model, fixed
assets — such as land — act not only as input for production, but also as collateral. Lenders
require collateral to reduce the risk of non-payment. Borrowers receive loans equal to
the present value of their collateral. Thus, borrowers have to deal with the collateral
constraint if they want to expand their project since their asset may be limited. Changes
in borrowers’ collateral values amplify the impact of monetary shocks on prices and the
supply side. An increase in the lending rate increases the monitoring effort and increases
the collateral-loan ratio. Chang and Dasgupta (2007) present empirical evidence of this
collateral constraint channel. They find that a decrease in the collateral value exacerbates
financial constraints faced by firms and reduces investment.

This constraint may cause an alteration in the composition of investment from long-
term to short-term, while, in turn, decreasing the growth and amplifying the shock
(Aghion et al., 2010). In addition, financial innovation®. allows the value of the col-
lateral to increase while at the same time exposing the risk arising from volatility of
collateral requirements or the loan-to-value ratio (Bianchi et al., 2012). A negative shock
to asset liquidity or firms’ collateral constraint can cause aggregate investment, employ-

ment and consumption to collapse with output (Shi, 2015). In addition, Abo-Zaid (2015)

3Bianchi et al. (2012) define financial innovation as "the introduction of a truly new financial regime"
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concludes, using U.S. data in a New Keynesian model with collateral constraint, that
long-run inflation is around 1.5% when the economy faces a total factor productivity
(TFP) shock and about 2.5% when the economy is hit by mark-up shocks.

In the presence of a collateral constraint in the Euro Area, Quint and Rabanal (2014)
demonstrate that macroprudential measures enhance welfare by reducing macroeconomic
volatility; macroprudential measures help to reduce the leverage of both borrowers and
banks. As a result, the real variables, such as output and consumption, are less volatile
and generate cheaper lending rates and increased welfare.

Tacoviello (2005) connects the collateral constraint to the housing market, by using
real estate as collateral for loans. He argues that, under a positive demand shock, the
upswing in housing prices increases the borrowers’ capacity to ask for higher loans so as to
spend and invest more. However, Tacoviello (2005) only observes monetary policy, without
the presence of macroprudential policy. He argues that monetary policy that responds to
asset, prices does not result in any significant advantages in terms of output or inflation
stabilisation. Rubio and Carrasco-Gallego (2014) then take the Iacoviello (2005) approach
further by combining monetary and macroprudential policy. They include the loan to
values requirement, as a macroprudential instrument, in the context of the conventional
Taylor rule of monetary policy. The loan-to-value requirement is a constraint on the
value of a loan relative to the underlying collateral, which in this case is residential
property. This macroprudential instrument acts as a rule that reduces the loan-to-value
ratios, thereby discouraging credit expansion. Iacoviello (2005) find that the interaction
of monetary and macroprudential policy enhances welfare.

The collateral constraint is assumed by Brzoza-Brzezina et al. (2015) to be occasion-
ally binding, which means that it does not play a significant role near to the steady state,
but becomes binding in the presence of large negative shocks in the economy. Brzoza-
Brzezina et al. (2015) demonstrate asymmetric effects of financial frictions and find that
significant tightening of the loan-to-value ratio can have a much stronger impact on the
economy than a loosening of the same size. In contrast, small policy innovations, whether
expansionary or contractionary, have effects of almost equal magnitude. The introduc-
tion of loan-to-value ratios along with monetary policy mildly decreases the volatilities
of most variables, including house prices, while at the same time substantially reducing

fluctuations in household debt.
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2.3.2 Financial Intermediaries Channel

In this strand of the literature, the banking sector is found to play a major role in amplify-
ing shocks to the macroeconomy. We identify two mechanisms in our surveyed literature
through which financial intermediaries (such as banks) play a role in the interaction of
monetary and macroprudential policy: banks’ risk-taking (balance sheet) and payment

systems.

2.3.2.1 Banks’ Risk-Taking (Balance Sheet) Mechanism

The surveyed papers focus on how monetary and macroprudential policy affect the risk-
taking behaviour of financial intermediaries which operate under restrained liability and
asymmetric information. According to Borio and Zhu (2012), banks’ risk perception and
tolerance are influenced by changes in the policy rates. An easing of monetary policy
leads banks to increase their leverage and lower their monitoring (Cecchetti et al., 2017;
Dell’Ariccia et al., 2014).

Borio and Zhu (2012) argue that the capital position is the nexus of the banks’ risk-
taking attitude in terms of their lending and their leverage position. Given the capital
position of the bank, a capital requirement influences bank behaviour through the capital
threshold effect and the capital framework effect (Borio and Zhu, 2012)*. The capital
threshold effect occurs due to the high cost banks have to pay, including the costs of
restraining supervisory action, damage to reputation and negative market reaction, when
a bank breaks the minimum capital requirement. The capital framework effect works on
the basis that banks have to adjust their portfolios in response to changes in the capital
requirement, given their attitude towards risk and their assessment of risks.

In order to provide further insights into the interaction between capital requirements
and monetary policy, Angeloni and Faia (2013) point out that the risk-based capital
requirement — a microprudential-based approach® — augments the cycle and causes an
attenuation of welfare in its interplay with monetary policy during an economic downturn.
Under a low-interest-rate environment, where risk-taking behaviour by banks can be
excessive, a capital requirement constraint also works better than a loan-to-value ratio

constraint (Valencia, 2014). The loan-to-value ratio regulates the leverage of borrowers,

4Borio and Zhu (2012) provide an extensive survey of the interaction of monetary policy and the
capital requirement.
5The risk-based capital adequacy ratio as suggested in the Basel II accord.
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while a capital requirement regulates the banks’ leverage. Forcing banks to use their
internal funding to finance the borrowers may restrain the excessive risk-taking behaviour
of banks.

In the case of banks facing monopolistic competition, Gerali et al. (2010) argue
that loan margins are determined by the banks’ capital-to-asset ratios and by the degree
of interest rate stickiness. Banks receive funding in return for issuing deposits, provide
collateralised loans to both households and firms, and build up their capital from retained
earnings. FExcess liquidity may also convey greater stickiness on the deposit rate in
response to a monetary contraction, and generate an easing of collateral requirements for
borrowers — which in turn may transform into a lower risk premium and lower lending
rates (Agénor and Aynaoui, 2010).

Banks may support a stable business cycle because their monopolistic position pro-
motes the ability of financial intermediation to shield economic agents from fluctuations
in market rates by moderating the impact of non-financial shocks. However, a bank may
also introduce additional volatility into the business cycle due to the shocks that come
from the credit market vis-d-vis collateral constraints and the relationship between the
loan margin and capital-to-asset ratios (Gerali et al., 2010). In addition, Mimir (2016)
finds that financial shocks to the banking sector contribute significantly, not only to fi-
nancial variables such as bank credit and deposits, but also to the observed dynamics
of macroeconomic variables such as output and consumption. In order to moderate the
banks’ tendency to amplify the cycle, a countercyclical capital requirement should be
considered, and coordinated with the monetary policy (Agénor et al., 2013). Agénor
et al. (2013) argue that a standard Taylor’s rule interest rate policy, enhanced with credit
growth and countercyclical capital requirements, may be an optimal option for achieving
macroeconomic stability.

In more detail, the central bank is confronted with a policy trade-off when it uses
either the policy interest rate or the capital requirements, but not both, in order to
diminish the effect of the shock — either a shock to expected inflation or financial stability.
The effectiveness of the monetary transmission mechanism from the policy rate to the
bank lending and deposit rates is influenced by financial stability policy tools, such as
reserve requirements and capital ratio requirements (Barnea et al., 2015). During the

'normal’ period — when the dynamics of the economy are dominated by supply-side shocks
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—the active use of capital requirements has an insignificant impact on the output volatility
and inflation, despite generating a smaller loan-to-output ratio fluctuation (Angelini et al.,
2014). During a period of financial shocks, countercyclical capital requirements provide
beneficial support to monetary policy. Therefore, countercyclical capital requirements
reduce the volatility of the policy rate (Benes and Kumbhof, 2015).

A different view is taken, however, by Cao and Chollete (2017). More specifically,
using the game-theory approach, they observe a reduction in the central bank’s welfare
due to the trade-off between maintaining price stability and financial stability. This
approach links the bank’s leverage to the financial and real shock. A positive real economy
shock increases marginal productivity and moves the production function upward. The
increasing marginal productivity drives the marginal return on capital and makes banks
increase their credit supply. In a similar vein, a negative financial shock cuts the credit
supply. Monetary policy contraction may reduce the financial imbalance, but monetary
policy expansion may lower the probability of insolvency. Therefore, Cao and Chollete
(2017) argue that the larger the correlation between real and financial shocks, the more
likely it is that the central bank has to face the trade-off between maintaining price and

financial stability.

2.3.2.2 Payment System

An alternative approach to analysing the role of the financial sector is offered by Good-
friend and McCallum (2007), an approach labelled as the banking accelerator. In contrast
to the financial accelerator, the banking accelerator integrates the liabilities side of the
banking sector to amplify shocks to the macroeconomy. The credit mechanism in this
model is connected to the deposit side of the banking system. Given a negative shock in
the macroeconomy which increases the external finance premium, a customer may have
to liquidate his deposits in the banking sector. This reduction in the deposit side may
cause the banking sector to increase the external finance premium even further.
Furthermore, this deposit side of banking liabilities is used as a payment medium
(inside money) for customers, along with cash (outside money). Piazzesi and Schneider
(2018) argue that banks will face a liquidity management problem due to their inability
to protect themselves against liquidity shocks caused by payment instructions from the

customer. Different types of payment systems, such as real-time gross settlement (RTGS)
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or net settlement, may require different types of liquidity management. Banks’ issuance
of inside money determines the value of collateral held by banks, and the nominal price
level required to cover the liquidity shocks. A loosening monetary policy may increase the
asset, price, which is the collateral the banking sector requires to engage in the payment
system. Paying an interest rate on banks’ reserves in the central bank offsets this effect,
and increases welfare, but only when transaction costs are small (Bencivenga and Camera,
2011).

Merrouche and Nier (2012) argue that the efficiency of interbank payment systems
relates to credit creation. Such efficiency may affect the creation of credit through at least
one of the following two channels. First, innovations in the interbank payments technology
enhance the reliability of inside money (holdings of deposits) as a payment medium for
customers, and deposits are intermediated by the banking system. An increase in the
supply of deposits to the banking system can, in turn, lead to a shift in the supply of
credit to the economy. Second, innovations in interbank payment systems help to establish
well-functioning interbank markets for end-of-day funds by reducing unsettled payments
(Williamson, 2003). In addition, Hasan et al. (2013) find that moving to electronic retail
payments has stimulated consumption and trade across the European Union.

Concerns about the risk associated with payment systems are increasing in tandem
with the increased fragility of the banking industry following the recent global financial
crisis. Freixas and Parigi (1998) demonstrate that the capital requirements of banks will
provide a buffer in both RT'GS and net settlement in terms of the necessary reserves and
contagion risk®. To tackle the liquidity problem and avoid systemic risk, many central
banks provide intraday overdrafts as collateral. Allowing banks to take out free intraday
loans from the central bank relieves the credit constraints in the payment system. In
combination with monetary policy, a central bank can explore the trade-off effects of
liquidity constraints against the increases in priority afforded by collateralisation (KKahn
and Roberds, 2001; Lacker, 1997). In addition, a surge in the implicit intraday interest
rate suggests an increased opportunity cost of pledging collateral intraday, and can be
used as an indicator to measure the pressure in the payment system (Jurgilas and Zikes,

2014).

6Gross settlement means all payments are settled directly (real time) according to incoming/outgoing
transactions, whereas net settlement means all payments are settled at the end of the day by deducting
the outgoing from the incoming payments.
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2.3.3 Policy Coordination between Monetary and Macropru-

dential Policy

One crucial factor that needs to be considered is the coordination between monetary
policy and macroprudential policy. There is an increasing amount of discussion explor-
ing this coordination (Smets, 2014). The current institutional arrangement of these two
policies varies across countries. In advanced countries, such as the UK, the central bank
is in charge of macroprudential policy. Meanwhile, the Financial Supervisory Authority
takes this role in Sweden and Australia. Concern over the introduction of macropru-
dential policy may lead to a coordination problem, not only in countries where different
institutions would be responsible for setting up monetary and macroprudential policy,
but also in those with a single institution responsible for both. In addition, Tinbergen
dogma states that only one policy is needed for one objective.

However, the abandonment of this Tinbergen rule has been called for by the Com-
mittee on International Economic Policy and Reform (2011). Close coordination between
monetary and macroprudential policies needs to be ensure to enhance macroeconomic
stability. During the presence of a cost-push shock, close coordination between them is
needed to enhance welfare (De Paoli and Paustian, 2013). Even when these policies are
set by two different institutions, there is a need for the leaders of these institutions to
enhance welfare. A lack of coordination between macroprudential and monetary policy
may generate unnecessary volatility of the policy instruments (Angelini et al., 2014). This
unnecessary volatility occurs because these policy instruments work on the same channel
with different objectives, and try to influence targeted variables such as bank rates and
credit in conflicting directions. Therefore, the effect of one policy may cancel out the
other’s action.

This view is supported empirically by Greenwood-Nimmo and Tarassow (2016), who
call for coordination between monetary and macroprudential policy. They argue that, in
the absence of monetary policy, macroprudential policy may only be able to reduce one
component of financial fragility in the short run. However, when used alongside monetary
policy, macroprudential policy may diminish financial fragility.

However, this view is challenged by Rubio and Carrasco-Gallego (2014). They ar-
gue that monetary and macroprudential policy operated in a non-coordinated fashion

improve welfare more than if they are coordinated. Moreover, allowing each policymaker
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to concentrate on their own objective leads to more effective results in terms of achieving
stability. In addition, Aiyar et al. (2016) do not find any complex relationship between

monetary and macroprudential policy.

2.4 The Role of the Exchange Rate in a Monetary
and Macroprudential Framework

One of the distinct characteristics of emerging markets is exchange rate volatility, espe-
cially for those countries that have substantial debt in foreign currency. Exchange rate
volatility is less relevant for financial stability in advanced economies, but asset price
volatility remains a threat (Korinek and Sandri, 2016). The exchange rate amplifies the
shocks through both its volatility and level. The volatility of exchange rates poses a
challenge to financial stability through three main channels (Agénor et al., 2014). First,
large currency movements can disrupt exchange rate expectations which, in turn, lead to
sudden changes in capital flows and generate high fluctuations in local-currency debt and
equity markets. Second, currency depreciation can aggravate the currency mismatches
of domestic borrowers with large foreign-currency debt exposures, which may undermine
their creditworthiness. Third, large depreciation can be related to deterioration in ex-
ternal funding conditions during a crisis. The level of the exchange rate can amplify the
shocks because it influences how much foreign lenders value domestic collateral (Korinek
and Sandri, 2016).

A depreciation of the exchange rate reduces the value of collateral and initiates a
feedback loop of tightening constraints and further exchange rate depreciation. This

feedback loop is pictured in Figure 2.5.
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Figure 2.5: Feedback loop of financial crises with exchange rate depreciation
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Source: Korinek and Sandri (2016)

In order to respond to the question of whether a country should abandon a floating
exchange rate regime in the case of large capital reversals, Fornaro (2015) introduces a
theoretical framework that demonstrates that domestic agents borrow from the interna-
tional markets using fixed assets as collateral. In the case of a sudden stop — significant
capital outflows from the country — the value of this collateral shrinks. As a collateral
constraint takes place, the economy falls into recession. Fornaro (2015) finds that mon-
etary policy that responds to development in the financial system and spreads between
domestic and foreign bonds delivers a better result for welfare compared to strict inflation
targeting. In addition, there is a tendency for a central bank to deviate from its strict
framework, allowing free exchange rate movement and engineering exchange rate depre-
ciation, to maintain the value of collateral used to gain access to credit. Furthermore, a
fixed exchange rate regime leads to substantially higher welfare losses during a financial
crisis episode (Gertler et al., 2007).

Foreign exchange intervention has been actively used as a policy tool in many
economies in Asia and elsewhere. Nevertheless, countries that employ foreign exchange
intervention may still implement an inflation-targeting framework. The intervention itself
can be communicated as restraining the exchange rate volatility or even targeting a cer-
tain level. However, it is found that intervention tends to be a discretionary action rather
than a policy rule (Jun, 2008). A managed exchange rate regime relaxes the constraint
on the degree of response to inflation, and alleviates problems of indeterminacy and ex-
pected instability (Llosa and Tuesta, 2008). Cavoli and Rajan (2015) state that, while

sterilisation weakens the capital inflow effect on interest rates, it may even strengthen the
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foreign interest rate effect. Small open economies that implement either a fixed exchange
rate regime or strict inflation targeting manage to stabilize the real exchange rate and
inflation at the expense of significant instability in the real economy (Alba et al., 2011).

Turning to the empirical evidence, on the basis of Norwegian data Akram and
Eitrheim (2008) suggest that output stability and financial stability can be improved
simultaneously. However, monetary policy faces a trade-off between inflation and output
stability. Consistent with the theoretical approach, an interest rate response to excessive
inflation of house prices, equity prices and credit will also increase stability in consumer
price inflation and output. However, when interest rates react to a misalignment in the
nominal exchange rate, the stabilising effect of the exchange rate on inflation and output

is counteracted by the destabilising impact of increased interest rate volatility.

2.5 Capital Flows Volatility — A Challenge for Mon-

etary and Macroprudential Policies

2.5.1 The Use of Macroprudential Instruments to Tackle Cap-
ital Flows Volatility

The massive volatility of capital flows, following the unconventional monetary policy
applied in advanced countries, has provided challenges for policymakers, in terms of re-
straining capital flows from aggravating overheating pressures and consequent inflation,
and mitigating the risk that protracted periods of easy financing conditions will threaten
financial stability (Unsal, 2013). Under a restriction in foreign banking operations, inter-
national banking flows to the foreign non-bank private sector fall when the bank entry
barriers increase, and interbank lending rises. After the liberalisation of capital inflows,
domestic banks have to face fierce competition from foreign funds. Agents have to take
on excessively risky forms of finance, and expose the economy to extreme systemic risk
(Korinek, 2010). Domestic banks reallocate their lending to non-financial business, or
they may take on riskier projects, and a few unlucky banks may become insolvent due to
asymmetric information. If investors fail to appreciate the quality of bank assets, banks
may accumulate losses even if investors expect a banking crisis. A few banks accumu-

lating losses may, therefore, disrupt the credit market and even disrupt solvent projects.
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This disruption is likely to lead to an output loss, even if there are no illiquidity prob-
lems (Giannetti, 2007). This capital inflow is subject to a ’sudden stop’, which can be
portrayed as reversals of international capital flows reflected in sudden increases in net
exports and the current account. The reversal of capital inflows may precipitate a decline
in production and absorption, and lead to corrections in asset prices (Mendoza, 2010).

In the case of volatile capital flows, monetary and macroprudential policies can
supplement each other, and these policies are not perfect substitutes (Unsal, 2013). Broad
macroprudential measures — such as the loan-to-value ratio -— are more effective than
macroprudential measures that target capital flow. In addition, financial shocks have a
more significant impact on inflation and output under a fixed exchange rate regime wvis-
d-vis a flexible exchange rate where appreciation of the nominal exchange rate facilitates
a restraint on the overheating and inflationary pressures. In addition, macroprudential
measures in the form of capital flow management contribute to a reduction in the elements
that make up financial vulnerability, such as bank leverage, inflation expectations, bank
credit growth, and exposure to portfolio liabilities (Forbes et al., 2015).

In seeking further insights into the international transmission of asymmetric shocks,
Dedola and Lombardo (2012) build a two-country model with financial frictions along the
same lines as Bernanke et al. (1999). They highlight that foreign exposure in intercon-
nected balance sheets can, indeed, act as a powerful mechanism propagating asymmetric
shocks across countries. Integration of asset markets will magnify the financial and real
interdependence, even with minimal balance sheet exposure to illiquid foreign assets for
financially constrained agents, provided that asset markets are integrated. A high degree
of integration in the relevant asset classes stimulates a tendency towards the cross-border
equalisation of external finance premia faced by financially constrained investors due to
the no-arbitrage conditions it imposes, thus exposing a tight connection between leverage
and macroeconomic dynamics across countries.

A somewhat different perspective is taken by Medina and Roldos (2014). In addition
to the banking accelerator, they address a shock stemming from an extended period of
zero-bound interest rates by introducing a simulation model. The simulation illustrates
a long period of inflows — representing low interest rates — succeeded by capital outflows
which reflect the normalisation of unconventional monetary policy in advanced economies.

They argue that a countercyclical reserve requirement enhances the effectiveness of mon-
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etary policy in reducing asset price volatility and, hence, improves welfare.

Looking at a different transmission channel, Agénor et al. (2014) develop a dynamic
stochastic model of a small open economy. This model describes firms that are allowed to
borrow from a domestic bank, while the bank borrows from the rest of the world, with a
two-level banking intermediation structure, a risk-sensitive regulatory capital regime, and
imperfect capital mobility. Countercyclical capital regulation is effective at promoting
macro stability and financial stability. However, a countercyclical regulatory capital
rule may need to be complemented by other, more targeted macroprudential instruments
when shocks are large and persistent, because the advantage in terms of reduced economic
volatility displays diminishing returns.

Glocker and Towbin (2012) advocate the use of a reserve requirement as an important
policy instrument in many emerging economies. The interest rate complemented by the
reserve requirement can be useful in stabilising economic activity in the context of a
small open economy which is subject to sticky prices. The use of a reserve requirement
becomes more effective when the banking sector is subject to legal reserve requirements
— more specifically, when financial frictions, foreign currency debt and an objective of
the authority to stabilise credit are all present. However, the presence of capital controls
reduces the effectiveness of reserve requirements. This finding differs from those reported
in earlier studies by De Gregorio et al. (2000), who argue that the effect of reserve
requirements in terms of restraining capital inflows is limited, although they may alter
the composition of capital inflows, from short-term to long-term.

Turning to the exchange rate variable, the exchange rate contributes in amplifying
the shocks through both its volatility and level. The volatility of exchange rates poses a
challenge to financial stability through three main channels (Agénor et al., 2014). First,
large currency movements could disrupt the exchange rate expectations which, in turn,
lead to sudden changes in capital flows and generate high fluctuation in local currency
debt and equity markets (Evans, 2014). Second, currency depreciation could aggravate
the currency mismatches of domestic borrowers with large foreign-currency debt expo-
sures which lead to undermine their creditworthiness. Third, large depreciations could
be related to a deterioration in external funding conditions during a crisis (Chu, 2015).
The level of the exchange rate could amplify the shocks because it influences how much

foreign lenders value domestic collateral (Blanchard et al., 2010; Kolasa and Lombardo,

42



2.5. Capital Flows Volatility

2014; Korinek and Sandri, 2016). A depreciation of the exchange rate cuts the value of
collateral and initiates a feedback loop of tightening constraints and further exchange
rate depreciations. This feedback loop is pictured in Figure 2.5.

In order to respond to the question of whether a country should abandon their
floating exchange rate in the case of large capital reversal, Fornaro (2015) introduces a
theoretical framework that demonstrates that domestic agents borrow from the interna-
tional market using fixed assets as collateral. In the case of a sudden stop — capital flows
fly outside of the country — the value of the collateral shrinks. As collateral constraint
takes place, the economy falls into a recession (In’t Veld et al., 2014; Korinek and Men-
doza, 2014). Fornaro (2015) found that monetary policy that responds to development
in the financial system and spreads between domestic and foreign bonds delivers a better
result for welfare compared to strict inflation targeting. In addition, there is a tendency
for a central bank to deviate from its strict framework allowing free exchange rate move-
ment and engineering an exchange rate depreciation to maintain the value of collateral
in gaining access to credit (Alba et al., 2011). Furthermore, a fixed exchange rate regime
leads to substantially higher welfare losses during a financial crisis episode (Gertler et al.,
2007).

Foreign exchange intervention has been actively used as a policy tool in many
economies in Asia and elsewhere (Canales-Kriljenko, 2003; Neely, 2008). Regardless,
these countries that employed foreign exchange intervention may implement an inflation
targeting framework (Mishkin, 2008). The intervention itself can be communicated as
restraining the exchange rate volatility or even target a certain level. However, it is found
that intervention tends to be a discretionary rather than a policy rule (Chutasripanich
and Yetman, 2015; Jun, 2008). A managed exchange rate regime relaxes the constraint on
the degree of response to inflation and alleviates problems of indeterminacy and expected
instability (Llosa and Tuesta, 2008). Cavoli and Rajan (2015) stated sterilisation weakens
the capital inflow effect on interest rates, but may even strengthen the foreign interest
rate effect. Small open economies that implement either a fixed exchange rate regime or
strict inflation targeting manage to stabilizes the real exchange rate and inflation at the

expense of significant instability in the real economy (Alba et al., 2011).
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2.5.2 Capital Flows Management vs Capital Control

Samarina and Bezemer (2016) argue that capital flow controls can be implemented to
tame massive capital inflows. However, such measures need to consider the effect of capital
inflows on growth and financial system stability, and the importance of sectoral destina-
tion in determining the effects of capital flows. Foreign capital flows into economies with
few investment opportunities may substitute for domestic bank lending to non-financial
businesses, so that bank balance sheets become more dominated by household lending. In
particular, greater dependence on domestic investment before crisis exacerbates the credit
crunch that occurs during crisis, while exposure to foreign direct investment alleviates
the liquidity constraint (Tong and Wei, 2011).

As noted above, Forbes et al. (2015) argue that macroprudential measures in the
form of capital flow management may reduce financial vulnerabilities stemming from bank
leverage, inflation expectations, bank credit growth, and exposure to portfolio liabilities.
However, they also report that this reduction only lasts for six months and then reverses.
In addition, such capital flow management measures have a limited effect on most other
macroeconomic variables and financial market volatilities over the short and medium
term, including equity indices, inflation, interest-rate differentials, and the volatility of
exchange rates and portfolio flows. Based on data from India, Patnaik and Shah (2012)
argue that the introduction of capital controls can reduce debt flows when price, quanti-
tative and administrative controls are imposed, in the framework of a financial regulatory
regime where all financial transactions are illegal unless explicitly permitted. There is a
trade-off between lower unhedged foreign currency borrowing by households and firms,
and a lower regulatory burden on financial markets.

Korinek and Sandri (2016) focus on the difference in impact between capital control
and macroprudential policies. Capital controls are applied exclusively to financial trans-
actions between residents and non-residents, whereas macroprudential regulation limits
domestic agents to borrowing from either domestic or foreign lenders. The difference is
shown in Figure 2.6.Korinek and Sandri (2016) argue that utilising both capital controls
and macroprudential policies to complement monetary policy may moderate contrac-
tionary exchange rate depreciation. The macroprudential regulation aims to reduce the
amount and riskiness of all financial liabilities, and capital controls aim to increase the

aggregate net worth of the economy by restraining net inflows. These measures gener-
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ate an interest differential between the domestic and international credit markets, and

encourage domestic saving.

Figure 2.6: Capital Control versus Macroprudential Regulation
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Empirical testing of the impact of capital controls has yielded mixed results for
different periods of observation. On the one hand, Edison and Reinhart (2001) observe
that capital controls in Brazil and the Philippines, during the 1999 crisis and 1997-1998
Asian financial crisis respectively, did not succeed in restricting capital flow volatility.
Furthermore, countries with capital controls have a high probability of experiencing a
financial crisis (Glick and Hutchison, 2005). On the other hand, Chamon and Garcia
(2016) find that capital controls in Brazil may have helped to tame a bubble in the
economy. Restricting the access to foreign financing, however, may have contributed to
the low investment and growth performance during that period, given the low domestic
saving rate of the Brazilian economy. One of the characteristics of capital controls is
that they tend to be kept in place for an extended period. Authorities seldom use this
instrument to tackle short-term fluctuations in output, the terms of trade, or financial-
stability considerations.

One of the small open economy frameworks is provided by Christiano et al. (2011)
who argue that the financial shock to entrepreneurial wealth is essential for explaining
business cycle fluctuations. From the output side, the unemployment affected by a sud-
den and temporary decrease in export demand or an increase in corporate interest rate
spreads. Also, the relationship between the cost of increasing employment and the re-
strictions of the labour market in a way implied by search-matching models of the labour

market. From the input side, the price of imported inputs and non-tradable sector pro-
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ductivity play a significant role in driving investment and import fluctuations (Tiryaki,
2014).

In the presence of a monopolistic bank market and interest rate paid on excess re-
serves, collateral-constrained households’ housing consumption moves procyclically with
housing prices, domestic borrowing and lending rates. The availability of foreign borrow-
ing amplifies the effect of declining housing prices (Chu, 2013). The financial integration
intensifies the effect of temporary monetary shocks on output, consumption, investment,
labour demand and loans. However, the impact of financial integration during the pres-
ence of a temporary technology shock is insignificant (Cakici, 2011). In addition, Pou-
tineau and Vermandel (2015) argue that under banking globalisation, investment and
current account imbalances are more sensitive to financial shocks while most national
variables and the central bank interest rate are less sensitive to financial shocks. How-
ever, Hwang (2012) argues that financial openness may accommodate capital outflow
without a greater volatility of the exchange rate in the case of domestic financial shocks.

Given that the context of external shocks are important in leading current account
deficits that are followed by run-ups in house prices and household debt, Mendicino and
Punzi (2014) conclude that the optimal policy is an interest-rate response to credit and a
Loan-to-Value (LTV) ratio that countercyclically responds to house price dynamics. They
argue that the monetary policy authority improves social welfare by allowing an interest-
rate response to changes in financial variables due to the large welfare gains accrued to
savers; the additional use of a counter-cyclical LTV ratio reacts to house prices.

Turning to the empirical evidence, Akram and Eitrheim (2008) suggest that output
stability and financial stability can be improved simultaneously from the Norwegian data.
However, monetary policy faces a trade-off between inflation and output stability. Con-
sistent with the theoretical approach, interest rate response to excess growth in house
prices, equity prices and credit also increases stability in inflation and output. However,
when interest rates react to a misalignment in the nominal exchange rate, the stabilising
effect of the exchange rate on inflation and output are compensated by the destabilising
impact of increased interest rates volatility.

Capital flows also become a challenge to emerging markets in particular. Capital
inflows are considered as a positive change in the perception of lenders when they become

‘overoptimistic’ about the domestic economy; hence, financing conditions become easier
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(Unsal, 2013). Massive capital flows volatility creates turbulence in the domestic financial
market due to the shallow characteristics of the market to absorb the shocks. Under a
restriction in foreign banking operations, international banking flows to the foreign non-
bank private sector fall when the bank entry barriers increase, and interbank lending
rises (Gu and Huang, 2011; Kerl and Niepmann, 2015). After the liberalisation of capital
inflows, domestic banks have to face fierce competition where they have to compete with
the foreign fund. Agents have to take on excessively risky forms of finance and expose
the economy to extreme systemic risk (Korinek, 2010). Domestic banks reallocate their
lending to non-financial business or they may take on a riskier project and a few unlucky
banks may become insolvent due to asymmetric information (Samarina and Bezemer,
2016). If investors do not observe the quality of bank assets, banks may accumulate losses
even if investors expect a banking crisis. A few banks which accumulate losses may, thus,
disrupt the credit market and cause an interruption for solvent projects. This involves an
output loss even if there are no illiquidity problems (Giannetti, 2007). This capital inflow
is subject to ’sudden stop’ which can be portrayed as reversals of international capital
flows that are reflected in sudden increases in net exports and the current account (Evans,
2014). The reversal of capital inflows drives declines in production and absorption, which
lead to corrections in asset prices (Mendoza, 2010).

In the case of the capital flows volatility episode, monetary and macroprudential
policies can supplement each other and these policies are not perfect substitutes (Unsal,
2013). Broad macroprudential measures — such as loan-to-value ratio — are more effective
than capital low macroprudential measures. In addition, financial shocks have a greater
impact on inflation and output under the fixed exchange rate regime in contrast with
the flexible exchange rate regimes where the nominal exchange rate appreciation facili-
tates a restraint to the overheating and inflation pressures. In addition, macroprudential
measures in the form of capital flow management contribute to a reduction in financial
vulnerabilities components, such as bank leverage, inflation expectations, bank credit
growth, and exposure to portfolio liabilities.

Ostry et al. (2012) investigate whether macroprudential policies and capital controls
can enhance financial stability in the face of the risks typically associated with large
capital inflows. In order to analyse this, they compose new indices of foreign-currency-

related prudential measures, domestic prudential measures, and financial-sector-specific
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capital controls for 51 emerging market economies over the period 1995-2008. They
point out that both capital controls and foreign-currency-related prudential measures are
related to a decline in the proportion of foreign exchange lending within total domestic
bank credit and in the proportion of portfolio debt within total external liabilities. Other
prudential policies provide support in terms of limiting the intensity of aggregate credit
booms.

The increasing number of central banks that employ capital flow management mea-
sures — in the form of either macroprudential measures or capital controls — need to take
into account the adequacy of their international reserves (Jeanne, 2016). Massive capital
inflows into emerging market countries are subject to reversal. Thus, the authorities must
preserve the possibility of fire-sales, which can be caused by the Value-at-Risk constraint
in the global banking system. Sudden stops in capital inflows are typically related to
large contractions in real activity. Jeanne (2016) argues that the best policy for tackling
this problem is to manage international reserves by absorbing the capital inflows and

supplying the market during the outflow episode

2.6 Conclusions and Future Research Directions

In view of the preceding discussion, it becomes apparent that the extant body of literature
on monetary and macroprudential policies is still in its infancy. An extensive debate
between scholars is still ongoing as to whether financial friction affects the macroeconomy,
and also how to factor financial stability into a framework of macroeconomic stability.
The studies reviewed in this paper suggest that monetary policy alone is not sufficient to
maintain the stability of the macroeconomy, given the complexity of the current economic
environment.

As demonstrated above, financial intermediation appears to be playing a significant
role in the achievement of financial system stability as well as macroeconomic stability.
Despite the fact that macroprudential policies have, in many countries, played a major
role since the global financial crisis, there is as yet limited experience of the practice
of such policies (Galati and Moessner, 2013). A substantial range of macroprudential
instruments has been discussed without a primary instrument having been recognised.

Macroprudential instruments tend to be customised according to the challenges a partic-
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2.6. Conclusion

ular country has to face (Claessens, 2015).

The systematic review of the literature performed in this study points to several
empirical questions for future research: (a) How the inclusion of several macroprudential
instruments, such as the loan-to-value ratio and the multiple versions of reserve require-
ments which are implemented in several countries, will affect the framework of monetary
and macroprudential policies? (b) As the systematic literature review highlights the im-
portance of maintaining the exchange rate — both its level and volatility — along with the
stability of the economy, How the foreign exchange intervention is incorporated in the
framework of monetary and macroprudential policies? As the review findings point out,
such intervention is mainly performed on a discretionary basis. Central banks, particu-
larly in emerging markets, need to factor foreign exchange operation into the framework
of monetary and macroprudential policies. (¢) Given the importance of the payment sys-
tem in providing the foundation for settlement and credit supply, there is little evidence
on the role of the payment system in the context of a monetary and macroprudential
framework of analysis hence leading to the following question: would a policy regarding
the payment system — such as electronic transfer fees or limitations on the nominal value
to be settled in the large payment system in the central bank — have an impact on either
macroeconomic or financial stability, or both?

Finally, it is also envisaged that a review paper on the implementation of monetary
and macroprudential policies in an open-economy setting and the international aspect of

macroprudential policy would be of great interest to both academics and policymakers..
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CHAPTER

Gauging the Impact of Payment System
Innovations on Financial Intermediation:
Novel Empirical Evidence from Indonesia

Abstract

A question of the role of payment systems in the economy is raised due to increasing in-
novations in this methodology. This paper presents an analytical framework and provides
empirical evidence of how these innovations may affect the financial intermediation in In-
donesia. The study elaborates the relationship by introducing a transmission mechanism
where there are two channels: excess reserves and currency demand. This paper employs
Generalised Method of Moments (GMM) and Vector Error Correction Model (VECM)
techniques and finds that the financial intermediation is affected by the currency demand.
In contrast, this study observes a limited role of excess reserves in affecting the financial
intermediation. Credit card payments are found to have a statistically significant result
in affecting currency demand, whereas debit card payments only influence the financial
intermediation in the short-run. In addition, the Real Time Gross Settlement (RTGS)
demonstrates an upward pressure on the excess reserves.

Keywords: payment systems, credit growth, monetary policy, financial intermediation
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Chapter 3. Paper II

3.1 Introduction

The definition of a payment system has been identified as facilitating a settlement between
economic agents to complete their transactions. Payment systems serve as the plumbing
to the economy (Kahn and Roberds, 2009). Their production is subject to economies
of scale due to the significant investment in infrastructure needed to start the operation
(large fixed costs) and the relatively small marginal cost of services provided using the
existing infrastructure (Hasan et al., 2013). A massive improvement in technology with
the introduction of the credit card, debit card, automatic teller machines (ATM) and the
recent introduction of the Internet has reshaped how people pay.

The development of the payment system itself is seen by the authorities as an op-
portunity to overcome the income inequality by providing the payment infrastructure
to remote places, particularly in the emerging market countries (Martowardojo, 2015).
However, as mentioned previously, the cost of these services and more importantly a per-
ception that these payment services may not be sufficiently profitable for the business.

Innovations in the large value payment systems enhance excess reserves of the bank-
ing system as well as provide liquidity to the lending side. Furthermore, improvements
in the retail payment systems can reduce the use of cash in transactions which enables
banks to utilise the deposit side to the lending side. Given the validity of these premises,
a set of research questions regarding the impact of payment systems innovation can be
formulated in the following manner: First, how does improvement in payment systems
affect currency holdings?, and secondly, what is the impact of customer limitation in the
large value payment system on the relationship between the innovation of the payment
system and loan supply?

Despite its relative importance and recent developments in the field of payment
markets, the empirical literature on payments is rather sparse (Kahn and Roberds, 2009).
This paper attempts to fill this gap. To tackle this question empirically, Indonesia is taken
as the sample as it provides an interesting insight. As the biggest economy in South-Fast
Asia, Indonesia needs to improve the involvement of the financial sector to the economy.
Compared to other countries, Indonesia is relatively new to payment system innovations.
The Automatic Teller Machine (ATM) card was firstly introduced in 1995 and Real Time
Gross Settlement (RTGS) was launched in 2000. As recorded by the World Bank in the
World Development Index, only 35.9% of the total population above 15 years old in the
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3.1. Introduction

country had bank accounts in 2014, increased from only 19.6%' in 2011. In addition,
the loan to GDP, which suffered at the lowest value after the 1997-1998 Asian Crisis
at 17.34% in Q1-2000, increases to 34.75% in Q2-20172. Hence, Indonesia provides an
interesting insight regarding the role of payment system innovations to the economy.

A novel element of this paper is that that for the first time we consider policies
embodied in the payment system such as the limitation of the value that can be settled
through the large value payment systems. It would have been interesting to incorporate
the Internet banking data or other forms of telecommunication-based money such as
’Applepay’, 'Googlepay’ or 'GoPay’ (Indonesia) to complement the analysis but due to
the lack of availability of such data, only card-based transactions such as ATM /debit and
credit cards were used. In this context, it can be argued that telecommunication-based
money can be representative of a bank’s deposit accounts since these services usually
require a bank account or a debit card.

This paper makes several contributions. Firstly, it provides empirical evidence on
how improvements in payment systems affects financial intermediation through excess re-
serves and currency holding; secondly, it gauges the impact of limitations in the amount
of transaction value in payment systems as means of reducing uncertainty over the pay-
ment flows as well as bank’s excess reserves; and thirdly, we demonstrate that a reduced
currency holding may increase the loan supply whilst the increasing use of payment
technology, such as debit cards and credit cards, contributes to the decreasing currency
holding. Finally, this paper also tests the impact of innovation in the payment system on
the interaction of monetary and macroprudential policies by linking the improvement in
the payment system to the financial intermediation with both interest rate — the monetary
policy instrument — and reserve requirement — the macroprudential policy instrument.

The remainder of the paper is organised as follows: Section 2 highlights the literature
that has discussed the role of payment systems in financial intermediation. The third
section presents a simple model that is used to examine the role of the payment system
in financial intermediation. The fourth section provides an empirical estimation and a
discussion of the results. The final section provides a conclusion to the work and policy

recommendation.

ldata available online at http://databank.worldbank.org/data/reports.aspx?source—2& country—IDN
2data from Indonesian Financial Statistics, Bank Indonesia

65



Chapter 3. Paper II

3.2 The Role of Payment Systems in Financial In-
termediation

A payment is a transfer of monetary value which intends to free any liabilities that occur in
exchanging goods and services (Kahn and Roberds, 2009). In a market economy, economic
agents are independent to choose any forms of payment to settle a transaction. A payment
system comprises the instruments, organisations, operating procedures, and information
and communication systems used to initiate and transmit payment information from
payer to payee and to settle payments (Bank for International Settlement, 2001). This
payment system ensures the circulation of money, therefore, central banks as authorities
in the issuing of money, are always interested in the smooth running of payment systems.

The payment system can be categorised into two types in terms of their end-customers;
the wholesale payment systems and the retail payment systems (Kahn and Roberds,
2009). Wholesale payment systems deal with the intermediary institutions such as banks
and/or other financial institutions in the form of a large-value payment system (LVPS).
There are two types of LVPS based on their settlement process; i) gross settlement which
is settled simultaneously in real time by using a platform called RTGS, and ii) the clear-
ing system which operates on the net settlement basis where the settlement is performed
after netting all the incoming and outgoing payments at the end of the day. Second is the
retail payment system which serves the end customers such as households and firms. This
retail payment system contains many forms of payment instruments including card-based
systems such as ATM and debit and credit cards and digital payment such as Internet
banking.

The role of the central bank depends on each mandate in the law of the relevant
country®. This can range from issuing banknotes and currency, providing the settlement
operations, the management of collateral and domestic currency reserves accounts.

The importance of the payment system to the economy has been documented by
Hasan et al. (2013) who argue that innovation in the retail payment system helps to
stimulate the overall economy and growth. This proposition is derived from their test of
various retail payment instruments which include card payments and cheques. They find

that card payments have the largest impact on the economy.

3Bank for International Settlement (BIS) provides a detailed survey of the payment systems in various
countries in their website www.bis.org
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Merrouche and Nier (2009) argue that improvement in payment systems technology
encourages the use of banking deposits (inside money) as a payment medium for customers
and thus influences the proportion between holding cash (outside money) and holding
deposits (inside money). Furthermore, a well-functioning interbank market will be built
to provide end-of-day funds. Therefore, this decreases the urgency of banks to maintain
a large amount of excess reserves (outside money).

Banks play a major role in providing both financial intermediation and payment
services. Hasan et al. (2012) point out that innovations in retail payment systems have
a positive impact on the bank’s performance through both fee-based income and inter-
est income. The efficiency of payment systems may affect all banks in their ability to
provide financial services to customers. It may, in turn, affect the ability of the banks
to accumulate liquidity. By doing so, interest rates which are being paid by the bank
to the customers may be affected (Merrouche and Nier, 2012). However, vast amounts
of literature in banking and monetary policies rule out the interplay between these two
activities. These studies, such as Fuerst (1992), focus on the role of the supply of money
(outside money) from the central bank to the banking sector to ensure the financial
intermediation.

The banking industry is dealing with the nature of liquidity mismatch. On the
one hand, banks cannot easily liquidate their lending before maturity. On the other
hand, they face liquidity shocks from the deposit withdrawals. An influential study from
Diamond and Dybvig (1983) presents a discussion of the role of the banking system in
creating liquidity by taking in short-term deposits and producing long-term investments.

However, the role of outside money is not being taken into account in this framework.
The disturbance is only identified in the behaviour of the deposits in the banking system
(inside money). The framework of how the conversion from inside money to outside
money may influence the supply of loan is given by Bernanke and Blinder (1988). In a
monetary contraction environment, banks will find that their deposits are deteriorating;
hence the banks will also face decreasing reserves. With given reserve requirements, banks
may also decrease their loan supply. If the loan supply decreases and banks are the main
sources of financing then this will affect economic activity.

In the same vein, Diamond and Rajan (2006) highlight that a pressure in deposits

withdrawal with a shift into the currency without any increase in money supply from
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the central bank will diminish the credit supply. By ensuring that the claim of deposit
withdrawal is inside the banking system, the bank can continue to ensure the supply of
loan to the economy without facing a liquidity shock. When banks deal with a liquidity
shock, they are generating a disintermediation effect by reducing their activities in the
system. Moreover, they shift their portfolio of investments towards more liquid and less
productive assets (Ennis and Keister, 2003).

By providing payment services to the customer in the large value settlement system,
such as the RTGS, a bank can decrease its balance in the central bank reserves by
investing in cash and liquidity management. With continuous and individual payment
instructions, banks need to have sophisticated liquidity management. Banks depend on
two sources in fulfilling their payment obligations: reserve balances and/or loan from the
central bank and incoming funds acquired from other banks during the day (Galbiati
and Soramiiki, 2011). Using the reserve balance or taking loans from the central bank
involves a cost which prompts economic incentives. Relying on incoming funds may not
have a cost, yet it is beyond the bank’s control. Therefore, it is very important to have
sophisticated liquidity management in place. The more involvement a bank has in the
payment system, the more investment in liquidity management pay-offs. This requires an
active participation in the money market — by both borrowing and lending — to determine
the balance in the central banks; therefore, it enhances the money market liquidity.

Nguyen and Boateng (2013) find that increasing excess reserves in China is a signal
that banks are preparing for the increased risk which, in turn, reduces their loan supply.
A contraction of the deposit division of the bank can be seen as an increased risk to
reduce the loan supply. An uncertainty in payment flows in the large value payment
system influences the transmission of the monetary policy by increasing the pressure
for interbank market rates and the banks’ reserves balance in the central bank for a
precautionary reason (Kamhi, 2006). Another interesting result is also reported by studies
that employed the U.S. data. Giintner (2015) points out that the excess reserves level
in the U.S. data is not related to the loan supply. The level of excess reserves only
crowds out the money market. The pivotal role of the money market to facilitate the
continuation of payment flows and the level of excess reserves and lending to the economy
became evident in the 2007-2009 financial crises.

On the retail payment systems level, Wang and Wolman (2016) take the U.S. data
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from various locations in the country. They impose a nominal threshold whereby cus-
tomers may use debit cards above that threshold and use cash below that threshold.
They conclude that the use of debit cards reduces the demand for cash. This result is
also supported by David et al. (2016) who use French data. They highlight the fact that
the debit card provides two services for consumers — cash withdrawal and payment —
that have contrasting effects on cash holdings and cash usage. They find that payment
services through the card exceed the use of the ATM for cash withdrawals and have a
negative impact on the currency demand. The same conclusion is also drawn by Lippi
and Secchi (2009) by estimating from the Italian market.

Turning to the investigation on credit card holding and the household demands
for currency, Duca and Whitesell (1991) argue that credit card ownership affects a lower
demand for currency and demand deposits with no effect on small time deposits. However,
Yang and King (2011) have a different view regarding the ability of credit cards to reduce
currency demand. The presence of ATMs, online banking and electronic funds transfer
reduce the cost of having to visit banks. Therefore, the credit card holding may not have

an impact on the currency demand in aggregate.

3.3 Conceptual Framework and Data

3.3.1 Loan Supply, Reserves and Deposits

In order to gauge a comprehensive impact of payment system innovation on financial
intermediation, we need to consider the role of bank deposit as a medium of payment.
The framework proposed in the seminal work of Diamond and Dybvig (1983) is rather
constrained in that it offers only an analysis of how credit creation is affected by the
deposit withdrawal from the banking system and switched into the currency. Given the
current innovation of the payment system, however, a payment can be performed by an
economic agent not only through withdrawal from a bank deposit that was converted in
the form of currency demand but also through using the bank deposit directly via the
large value payment system, the retail payment system or both.

More recently, Rockoff (1993) and Merrouche and Nier (2009) offer a framework that
takes into account both currency demand and bank deposit. Both of these approaches

consider the impact of deposit withdrawal through currency conversion and through pay-
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ment system on credit creation by linking the level of reserves that a bank needs to
maintain in line with the loan supply. Thereby, any withdrawal in the bank deposit, ei-
ther through conversion to currency or in the form of payment system services will affect
the reserves of a bank.

In view of the above, in this study, we follow Rockoff (1993) and Merrouche and Nier
(2009) which provide the basis on which we develop the conceptual framework of analysis
in order to gauge the impact of payment system on credit. Unlike other approaches that
focus on inside money to evaluate the credit creation, the two aforementioned approaches
that constitute the building block in our research effort, are effectively utilised to ex-
plore the relationship between the efficiency of payment system services and financial
intermediation by incorporating both the role of inside money and outside money.

This paper assumes that economic agents want to maintain a fraction of their nominal
income in the form of liquid assets. These assets are represented by two assets, Deposit
(D) and Cash (C) according to a constant elasticity of substitution production function.

Hence, a modified quantity theory can be presented as:
_1
(6D~ ) 4+ C™ ] @ = kY (3.1)

where § is an index of the quality of deposits that affect payments and Y is the nominal

income and o = m is the elasticity of substitution. This paper assumes that economic

agents try to maximise utility from holding monetary assets by setting the marginal

¢

7 may be expressed as a linear function

product of deposits, the currency deposits ratio
of the quality deposits 9.

These two types of assets are lent out in two different channels. Currency is being
lent directly without any financial intermediation and deposits are intermediated by the
banking system. Previous literature such as Bernanke and Blinder (1988) is followed
which assumes that loan cannot be perfectly substituted by bonds. This paper views that
this assumption is practical in the context of the emerging market conditions, particularly

Indonesia. The local bond market needs to be developed. As monitored by the Asia
Development Bank, the corporate bond market in Indonesia is only 2.56% of total GDP*.

4Data available online at https://asianbondsonline.adb.org, accessed on 18 Sep 2017

70



3.3. Conceptual Framework and Data

A representative bank’s balance sheet is:

R+L,=D (3.2)

where R is the total bank’s reserves, L, is the supply of loans and D is the level of bank
deposits. The bank is required to retain their reserves in the central bank in proportion to
its deposit base based on certain reserve requirements, therefore total reserves R include
required reserves and excess reserves E'R so let p represent the reserve requirement rate
thus:

ER=R-pD (3.3)

Following the aforementioned discussion, the bank maintains excess reserves to prepare
for the customer payments flows which may create a liquidity risk to the bank. The
bank would require borrowing from the central bank at a high penalty rate to cover
the payment obligations. This liquidity management can be performed in the interbank
market to optimise the cost. Therefore, the interbank market becomes more liquid.

This study combined the equations 3.2 and 3.3 to get the loan supply function:

Ly=(1—-p)D—ER (3.4)

The introduction of smooth and efficient payment systems can be considered as a
permanent positive shock to p and D and a permanent negative shock to the banks’
desired level of excess reserves EF'R. Furthermore, there is a positive feedback mechanism
that is associated with a higher equilibrium output and loan, if the output is a function of
the available supply of credit. Another channel of the payment system which affects credit
in this framework is the reserves channel subject to the central bank not accommodating

the commercial bank’s demand or in the absence of massive quantitative easing policies.

3.3.2 Empirical Measure

Following the preceding conceptual framework, the first step of this paper’s approach is to
assess whether the presence of innovation in large-value payment systems, such as RTGS
and the Clearing System, reduces excess reserves. Specifically, as explained previously,

this paper uses a modified demand equation for excess reserves developed by Agénor
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et al. (2004). We, therefore, purport to examine the level of excess reserves demand in
the banking sector by capturing the impact of payment flows directly. It should also be
emphasized that our approach takes into account the liquidity shock and macroeconomic
condition to capture the dynamics of these factors to affect the excess reserves.

Other approaches such as Beaupain and Durré (2013) focuses on the price level of
the interbank market to capture shocks to the reserves. According to Warjiyo (2014),
however, this approach may not represent the interbank condition encountered in In-
donesia i.e. shallow and concentration in several banks. In this sense, the interbank
price level may represent the price premium that one bank charges another. Therefore,
an empirical framework of analysis that is based on solely price information may not
be adequate to provide a comprehensive answer to our research questions. Potentially,
alternative approaches, such as the one by Giintner (2015) who employs the Dynamic
Stochastic General Equilibrium (DSGE) model to assess the excess reserves, could have
also been used. It should be stressed however, that this approach may not incorporate
the payment flows and the payment system regulations that restrict the value of customer
transactions in the large value payment systems that we want to investigate.

Our empirical approach is expressed as follows:

ED; =ag+ a; DRTGS; + as RR; + a3 [ By + a4 Y shocky + as RTGSREG 01+ (35)
3.5

ag RTGSREG_02 + ay HOLIDAY + asg EDt_l + €

EDt =ag + Q19 DCLEARt +an RRt + a2 ]Bt + a3 YShOCk’fF
a4 CLEARREG 01+ a5 CLEARREG 02+ a1 HOLIDAY + (3.6)
a7 EDy_y + ¢

where E D, is the ratio of excess reserves F' R over total bank deposit, D at time ¢, Similar
with previous studies by Merrouche and Nier (2009, 2012) and Nguyen and Boateng
(2013), both Rupiah (local currency) and foreign exchange deposits are included in this
study. DEV PS, is the large value payment system (LVPS) transaction value at time
t minus its 12-month moving average. This variable reflects the payment shocks to the
bank. This study employs the total value of the LVPS to capture the overall performance
of the liquidity management of the bank. A negative sign in the coefficient means that

banks have already performed liquidity management and reduced the excess reserves.
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RR; is the reserve requirement ratio to capture the effect of the changes in the reserve
requirement to the excess reserves. DB, is the interest rate in the interbank market to
capture the penalty rate if the bank needs to cover the liquidity when there is a shock in
the payment flows. Y shock is the deviation of output from the trend which represents
the output shocks in the economy. As pointed out by Agénor et al. (2004) shocks in
output will have a positive impact on the excess reserves. Because there is no monthly
data available for output, this study uses the retail sales index as a proxy of output since
this index is reported to have a correlation rate between the index and GDP which was
0.71% (Bank Indonesia, 2009).

The payment system regulation that restrict the value of customer transactions in the
large value payment systems are included in the form of slope dummies RTGSREG 01,
RTGSREG 02, CLEARREG 01 and CLEARREG _02. There are several instances
when the central bank sets a limit for a customer to do a transaction in RTGS and
Clearing in Indonesia®. The changes in the limits are captured in RTGSREG 01 and
RTGSREG 02 for the RT'GS transactions and CLEARREG 01 and CLEARREG 02
for the clearing transactions. Negative signs are expected in these variables which mean
that limiting the value of individual transactions in both LVPS will help to minimise the
payment shock to banks.

Also incorporated is the seasonal factor in Indonesia in HOLIDAY to capture the
cyclical factor because of the seasonal holiday of Fid al-Fitr which is a big celebration in
Indonesia as suggested by Bank Indonesia (2017b) and ¢, is the error term.

The second approach is to investigate whether the innovation in the retail payments,
such as debit cards and credit cards, affect the currency holding in the economy by

constructing currency demand based on:

CSy=by+by DEB_CARD, +byY, + b3 INF,+ by DEB_CPOP,+ (3.7)
3.
bs INFRA; +bs DEPO; 4+ b; HOLIDAY ; + ¢

CS, =bs + by CC_CARD, + byo Y; + biy INF; + b1 CC_CPOP+ .
3.8
b13 INFRAt + b14 DEPOt + b15 HOLIDAY,L + €

where C'S; is the ratio of the total currency in circulation outside of the banking sys-

5 Appendix B.3 provides details of the regulations that Indonesia has imposed to limit the transaction
value on the LVPS.
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tem divided with the saving and demand deposits in the banking system at time t.
DEB_CARD, and CC_CARD, are the number of card transactions which is derived
from the number of transactions of each debit card or credit card divided by the num-
ber of debit or credit cards in the economy respectively. Rinaldi (2001) highlights that
the number of card transactions could better represent the use of cards. However, this
paper divides it by the number of cards to take into the account the introduction of new
cards to the economy. The sign of this variable is expected to be negative to capture
the substitution effect of card payment instruments and the transaction of the payment
instruments. Y; is the retail sales index which is used as a proxy of output and INF,
is the Customer Price Index (CPI) inflation. DEPO; is the nominal deposit interest
rate in the banking system. DEB_CPOP, and CC_CPOP, is the number of debit
and credit cards per 1000 population respectively. Similar with the DEB_CARD, and
CC _CARD,, negative signs are also expected for these variables. INF RA; is the total
number of ATM and Electronic Fund Transfer Point-of-Sales (EFTPOS) terminals.
Finally, this study tests whether the financial intermediation is related to the excess

reserves and currency holding reductions with:

LGt:C()+ClEDt+CQYGt+C3]NFt+C4BIt+ ( )
3.9
Cs XRt + Cg RRt + Cr LGt_l + €

LGy =cs + co CSy + c10Y Gy + eny INFy + 19 Bl i+ (3.10)

C13 XRt + C14 RRt + C15 Lthl + €

where LG, is the financial intermediation which is represented by the year-on-year growth
of loan in the banking system. FE D, is the ratio of excess reserves over the total deposit
and C'S; the ratio of currency in circulation over total savings and demand deposits in the
banking system. This variable is expected to have a negative sign to indicate the impact
of payment system innovations to increase financial intermediation. Y G; is the year-to-
year growth rate of the retail sales index. B, is the central bank’s policy rate. It is
interesting to see the impact of capital flow to the financial intermediation as represented
by X R;. Following other studies such as Korinek and Sandri (2016), the capital inflows
will put an upward pressure to the exchange rate and the capital outflows will give a

depreciation pressure to the exchange rate.
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To test this relationship empirically, especially when estimating the link between
financial development and economic development, several economic problems may occur
such as problems in identifying causality, even if a significant relation is found to be
in place and causality may run in both directions, possibility of autocorrelation (Hasan
et al., 2013). In addition, the variables may correlate to the error term which indicates
the presence of the endogeneity. Therefore, the study then used the Durbin-Wu-Test
to test the endogeneity by evaluating the consistency of an estimator when compared to
alternative one. Therefore, case of the presence of endogeneity, the investigation proposes
to use Generalized Method of Moments (GMM) as suggested by Hasan et al. (2013) and
Nguyen and Boateng (2013) in order to overcome this problem as an OLS estimation
would be biased and inconsistent, being unable to account for the above issues. The
GMM estimators are known to be consistent, asymptotically normal, and efficient in the
class of all estimators that do not use any extra information aside from that contained in
the moment conditions. However, in the absence of endogeneity then the OLS model is
used as suggested by Bound et al. (1993, 1995) as OLS provides a better estimation when

the excluded instruments are only weakly correlated with the endogenous variables.

3.3.3 Data

The monthly dataset is used from the Bank Indonesia’s payment system statistics for
RTGS, clearing and card payment transactions volume and value. The wholesale payment
system is dominated by the RTGS which consists of 96.73% of the total transactions value
in June 2017 whereas the debit card plays a major role in the retail payment system which
is recorded 95.57% of the total transactions value in June 2017. Titiheruw and Atje (2009)
provide an excellence survey of the payment systems in Indonesia. In addition, excess
reserves data is taken from Monetary and Payment System Selected Indicators. The
retail sales index can be found in the retail sales survey from Bank Indonesia. All other
data are taken from Indonesia financial statistics. All of these data are available publicly
from the Bank Indonesia website. The sample covers the period from January 2005 to

June 2017 (150 observations). Figure 3.1 plots the time series used in this paper.
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Figure 3.1: The Data
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3.4 Estimation Result and Discussion

3.4.1 Payment system innovations and excess reserves

Following section 3.3.2, we start our investigation by using both RTGS and clearing
turnover separately in order to see the impact of each LVPS on the excess ratio. The

Durbin-Wu-Test test indicates a presence of endogeneity and therefore a GMM method-
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ology is adopted to provide the estimates reported in Table 3.1.

Table 3.1: Estimation Result for Dependent Variable ED

Dependent Variable:
Independent Variable ED ED
(1) (2) (3)
C -0.010856 0.004693
(0.009982) (0.015343)
DRTGS 0.011335**
(0.004681)
DCLEAR -0.009118
(0.009544)
RR 0.125351%* 0.057081
(0.054077) (0.060770)
1B -0.000318* -0.000206
(0.000173) (0.000214)
YSHOCK 0.008329 0.010482
(0.005136) (0.007651)
ED(-1) 0.382659*** 0.576900***
(0.120671) (0.110606)
RTGSREG 01 -0.009361***
(0.002438)
RTGSREG 02 -0.006460**
(0.002502)
CLEARREG 01 0.002087
(0.003657)
CLEARREG 02 -0.000658
(0.003641)
HOLIDAY 0.005953*** 0.005979%**
(0.00147) (0.001547)
R? 0.55 0.51
DW Stat 1.64 1.86
J-Statistics 9.95 8.89
No. of Observation 149 149
DRTGS(-1) DRTGS(-2) RR | DCLEAR(-1) DCLEAR(-2) RR
Instrument specification: IB YSHOCK ED(-1) IB YSHOCK ED(-1)
' ED(-2) RTGSREG_ 01 ED(-2) CLEARREG 01
RTGSREG 02 HOLIDAY CLEARREG 02 HOLIDAY

Note: Robust standard errors in parentheses. *** ** ¥ denote statistical significance at
1%, 5% and 10% respectively.

The yielded evidence suggests that payment shocks on RTGS (DRTGS) has a posi-
tive and significant impact on excess reserves which is in line with Kamhi (2006). Hence,
implying that payment flows may exert an upward pressures on excess reserves but stands

at stark contrast to Merrouche and Nier (2009) who find that payment innovations sig-
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nificantly reduce the excess reserves ratio in a sample of Eastern Europe countries.

One factor that may contribute to why payment shocks cause an upward pressure in
excess reserves is the shallowness of the interbank market in Indonesia (Warjiyo, 2014).
The interbank money market has limited transactions and the liquidity is concentrated in
certain banks (Bank Indonesia, 2017a) Thus, the ability of banks to access different source
of funding may compel them to set up sophisticated liquidity management. The banking
system may depend only on the central bank to access funding which causes reluctance in
using such a facility because of the ’failure bank’ stigma. Therefore, payment shocks that
can happen anytime during the day due to the characteristic of the RTGS that requires
a real-time settlement may drive the banks to accumulate reserves.

A limited ability of the interbank market to provide the liquidity makes the interbank
market rates prone to a shock. A small demand in the market may cause the rate jumps.
Therefore, we find that the interbank rate (IB) has a negative and significant impact on
excess reserves as expected. Banks are lending their reserves to the interbank market
when the interest rate raises and holding their reserves when the interest rate falls. We
also find that the reserve requirement (RR) appears to have a significant positive result
as expected. RTGS regulations to limit the amount of transaction value in payment
systems (RTGSREG 01 and RTGSREG _02) show negative and significant coefficients
as expected. This result indicates that regulations restrain the transaction value alleviate
the impact of the payment shocks on excess reserves as expected.

In contrast, payment shocks in the clearing system in column 3 — Tabel 3.1 are found
to have a negative impact on the excess reserves although these may be insignificant. It
can be suggested that the limited size of the clearing system transaction contributes to

this factor (3% of the total LVPS transactions).

3.4.2 The Effect of Card Usage to the Currency Holdings

In an attempt to gain an insight into the relationship between payment systems and fi-
nancial intermediation, we extended our analysis to retail payment systems. We adopted
a similar approach to the previous section and tested the impact of debit/ATM cards
(DEB_CARD) and credit cards (CC_CARD) on the currency (CS) separately to ex-
amine their individual impacts. This approach intended to clarify the debate within the

literature regarding the role of each card-based payment system.
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We conducted an ADF test to check the stationarity of the variables, the results of
which we report in Table 3.2

Table 3.2: ADF Test result

VARIABLES | 1(0) | I(1) [ I(2)
(1) 2 | 3 | (¢

CS %k

CC_CARD Hoxk

CC_CPOP *

DEB_CARD Hork

DEB_CPOP Hoxk

INFRA *

Note: Robust standard errors in parentheses. ***, ** ¥ denote statistical significance at
1%, 5% and 10% respectively.

An inspection of the respective ADF tests indicated the presence of a unit root
in the credit card transaction volume over the number of credit cards (CC_CARD),
the debit card transaction volume over the number of debit cards (DEB_CARD), the
number of credit cards over the population (CC_ CPOP), and the number of debit cards
over the population (DEB_CPOP). Following the standard methodological process when
dealing with non-stationary variables, we proceeded to check for cointegration by utilizing
a Johansen approach. The results of the Johansen test, which Table 3.3 and Table
3.4 provide, both unrestricted co-integration rank tests (trace and maximum eigenvalue

statistics), reject the null of no co-integration at the 5% level of significance.

79



Chapter 3. Paper II

sana-d (6661) D 19 UOUULIIDP 4, ‘@NDa uab1a Tow pun 904y fig j2a2] ¢ 2y3 10 sisayjodfiy 2y fo uoalas sagouap

L88T0 997 1¥8°¢ CL8LCL'T G9LTT0°0 9 jsowr 1y
88¥¥°0 97921 92¢8YE L g806¥%0°0 G jsoux 1y
¢1ee0 GITET'1IC 9996871 768%60°0 ¥ isowr 1y
¥8GT°0 VEVR8G'LT ¢cav9¢°¢6¢e €88L¥1°0 ¢ isowx 1y
¥1¢0°0 189.8°€¢ TG6S8°9¢ GTTECE 0 % G 10U 1y
66¢0°0 26220707 98L10°C¥ 7800S¢°0 « [ Isouwr 1y
6900°0 CY16C 9y LVC29 €S ¢8EL0E°0 x OUON
(onTeAuaSIy wInwIIxXey) 1S9, Juey
u017e139)UI0)) POIOLIISAIU)
L88T1°0 997 1¥8°¢ 6L8LCL'T G9L1T0°0 9 1sowr 1y
¥8G¢°0 TLY67°G1T 6609L0°6 g806¥%0°0 G jsoux 1y
79120 L0L6L°62 9L289°¢C 768%60°0 ¥ isowr 1y
1090°0 619G8°LY 8CL66°9% €88L¥1°0 ¢ Jsour 1y
Gz00°0 6881869 6L9G8°€8 GTIECE 0 % G 1soW 1y
100070 99€GL°G6 9%.8°GC1 7800S¢°0 « [ Isour 1y
0 7619°¢C1 TL6T°6LT ¢8EL0E°0 x OUON
(eowaL) 39T, yuey
u017e139)uUI0)) PIIOLIISAIU)

(9) (¥) (€) (2) (1)
x%°q01d | ON[BA [BdIJIID GO0 | dIISIFe}§ doed], | SN[eAud3I (s)dD 30 ‘oN pozisoyjodLy

VHANI Pue JOdD 9dd ‘Oddd “ANI ‘A ‘TUVD dad ‘SO 103 1S9y 89T, UdSURYO[ :¢°¢ J[R],

80



3.4. Estimation Result and Discussion

sana-d (6661) D 19 UOUULIIDP 4, ‘@NDa uab1a Tow pun 904y fig j2a2] ¢ 2y3 10 sisayjodfiy 2y fo uoalas sagouap

17€0°0 T ARRS 74988y ¥ 1060€0°0 x 9 Jsou 3y
94740 Ygtiag! 8VCVES'9 999¥%0°0 G jsouwt 3y
¢g0s°0 CITET'TC 699€7°CT G6¢£80°0 ¥ jsowt 3y
aree o VEV8G LT ¢¢960°0¢ GOTTET O ¢ jsowt 1y
6200°0 L89.8°€€ GCV61 eV 60L09¢°0 % G 150U 3y
7000°0 LGLL0°07 909€4°6¢ GE8TCE0 ¥ [ sour 3y
€000°0 CV1EC9Y G0PE8'€9 LGT09€°0 % 9UON
(onTeAuaSIy wInwIIxXey) 1S9, Juey
u017e139)UI0)) POIOLIISAIU)
17€0°0 99VIV8°€ Vaa88y' v 1060€0°0 x 9 1sowr 3y
1012°0 TLV67°GT 8CC0'TI 999¥%0°0 G jsowr 1y
aveeo L0L6L°6¢ 6€697°€C G6¢€80°0 ¥ jsowt 3y
96TT°0 €T998° LY 999G°€EY GOTTETO ¢ 1sow 1y
€100°0 6881869 G867.L98 60L09¢°0 ¥ C ¥sour 1y
0 99€9L°G6 698¢°CV 1 GE8TCE0 x T 1sow 3y
0 7a19°6el1 ¥1°90¢ LST09€°0 * OUON
(eowaL) 39T, yuey
u017e139)uUI0)) PIIOLIISAIU)

(9) (¥) (€) (@) (1)
x% q0Id | dN[EA [edIILI) gO'Q | d1IsIje)g dded], | anfeaus3iyg (s)ap Jo ‘oN poaziseyjodAy

VHANI Pu® JOJD 00 ‘Oddd ‘ANI ‘A ‘@UVD DD ‘SO I0J J[NSY 189, UISURYO[ ¢ 9[qR],

81



Chapter 3. Paper II

Having established the existence of cointegrating relationships, we used the VECM
to examine the impact of the payment system innovation on the currency demand. To
determine the number of lags, we used a range of standard criteria (see Appendix B.4).

We carried out an impulse response function analysis using the Cholesky decomposi-
tion of the matrix of covariance. In this approach, the order of the variables is important,
because a shock to the previous variables has a contemporaneous effect on both the vari-
able itself and the ones that follow Enders (2004). Following Rinaldi (2001), we assumed
that the other variables affect money immediately, but it does not have a contempora-
neous effect on any of them. Appendix B.6 presents the graphical representation of the
impulse response function.

Table 3.5 and Table 3.6 provide the short-run as well as the long-run estimates.

82



3.4. Estimation Result and Discussion

Table 3.5: Short-run Dynamics for the impact of debit/ATM cards on the currency
demand

Variables Coefficient | Std. Error | t statistics
(1) (2) (3) (4)

Eemy_q -0.250523 0.116005 -2.159586**
ACSy 1 -0.516013 0.175477 -2.940639***
ACS; 9 -0.38522 0.188229 -2.046549**
ACS;_3 -0.128986 0.17558 -0.734627
ACS;_4 0.067105 0.129766 0.517125
ADEB CARD; 1 -0.000683 0.02665 -0.025627
ADEB CARD; o -0.012327 0.034528 -0.357023
ADEB CARD;_3 -0.022703 0.032314 -0.70258
ADEB CARD;_4 -0.009563 0.025121 -0.380674
AY; 4 0.010701 0.019539 0.547687
AY; o 0.037045 0.020039 1.848679*
AY; 3 0.016867 0.019044 0.885642
AY; 4 -0.009222 0.018076 -0.510182
AINF;_4 -0.133375 0.157203 -0.848428
AINF;_5 -0.096249 0.146322 -0.657784
AINF;_5 -0.072775 0.141127 -0.515669
AINF,_, -0.180271 0.129726 -1.389633
ADEPO; 4 0.015771 0.004898 3.219544%**
ADEPQO; 5 -0.004783 0.006078 -0.786821
ADEPQO;_3 0.002638 0.006262 0.421209
ADEPQO; 4 -0.003583 0.005084 -0.70486
ADEB CPOP;,_; 0.080807 0.060752 1.330122
ADEB CPOP,_5 -0.090052 0.06739 -1.336284
ADEB CPOP;_3 0.045914 0.061455 0.747116
ADEB CPOP,_4 -0.039089 0.059046 -0.662018
AINFRA; 1 -0.006104 0.003391 -1.80002*
AINFRA; o -0.00295 0.003564 -0.827668
AINFRA; 3 -0.005725 0.003639 -1.573137
AINFRA; 4 -0.002079 0.003495 -0.594812
H DUMMY 0.012083 0.002632 4.589937***
R? 0.52
S.E. of regression 0.010503
F-statistic 4.242907 (0)

Note: Robust standard errors in parentheses. *** ** * denote statistical significance at
1%, 5% and 10% respectively.
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Table 3.6: Long-run estimation results for the impact of debit/ATM cards on the currency

demand

CS Coefficient | Std. Error | t statistics

(1) (2) (3) (4)
DEB CARD;_ -0.084108 -0.03802 -2.21199**
Y1 0.13182 -0.02574 5.12193***
INF;_4 -0.058972 -0.04235 -1.3925
DEPO1M;_4 0.001036 -0.0016 0.64893
DEB CPOP,_ -0.032897 -0.02854 -1.15279
INFRA; 1 -0.002671 -0.00169 -1.57618
C -0.288833 -0.10735 -2.69060***

Note: Robust standard errors in parentheses. ***, ** ¥ denote statistical significance at
1%, 5% and 10% respectively.

An inspection of the results presented in Table 3.5 suggests that, in the short run, the
volume of debit card transactions over the number of debit cards (DEB_CARD) is not
significant, hence implying that the use of debit/ATM cards to withdraw money is not
as important as the use of cash in daily transactions. The currency demand will not be
affected if occasional customers are the majority users of ATMs Stix (2003). In contrast, if
regular customers use ATMs, then the impact of the volume of debit card transactions will
have a negative and significant relationship with the aggregate currency demand. In line
with this finding, although the number of debit cards per 1000 people (DEB_CPOP)
appears to have an insignificant impact, the positive sign may suggest that customers
primarily use debit cards to withdraw currency in the short run. However, the card-
based payment infrastructure (INFRA) has a negative and significant coefficient, which
implies that the availability of the infrastructure may reduce the demand for currency.
The unbalanced number of terminals across the country may contribute to this slightly
puzzling result (Snellman and Viren, 2009). Overall, the number of terminals reduces
the aggregate currency demand; however, the use of cards and terminals in withdrawing
large amounts of money may cause the conflicting result.

Retail sales (Y) bear a positive coefficient, which confirms that many transactions in
the economy still use cash, as Titiheruw and Atje (2009) highlighted. Therefore, this puts
upward pressure on currency when there is a positive shock to retail sales. The nominal
interest rate (DEPO) has a positive and significant effect on the currency demand (CS),
which is in line with Lippi and Secchi (2009). The positive coefficient of the nominal
interest rate confirms that technology drives the ambiguous relationship between money

and interest rates. Another factor that we may attribute to this relationship between
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money and interest rates is the heterogeneity of the customers who use debit cards.
Customers in rural or remote areas may withdraw a large amount of money to avoid the
transaction costs of more frequent visits to the ATM, since the availability of machines
is limited and most transactions are still cash based. As for the error correction term
(ECM), it indicates that about 29% of the disequilibrium is corrected on a monthly basis.
Although a statistically significant relationship is not observable between the volume
of debit card transactions (DEB_CARD) and the currency demand in the short run
(CS), a negative and statistically significant relationship is apparent between these two
variables in the long run, as Table 3.6 indicates. The preceding discussion about the short-
run impact of debit/ATM cards on the currency demand provides the underlying reason
behind this phenomenon. As Stix (2004) pointed out, regular customers may utilize debit
cards to substitute cash by exploiting the features of the card through machines, such as
transfer or payment. This verifies that regular customers utilize ATMs in the long run.
The card-based payment infrastructure (INFRA), which bears a negative coefficient
in the long run, also supports this argument, hence suggesting that the availability of
infrastructure may reduce the demand for currency. Furthermore, the variable reflecting
the number of debit cards per 1000 people (DEB _CPOP) is consistent with the previous
argument. The results obtained in the long run also confirm the dominance of cash in
the economy, which we can observe through the positive coefficient for retail sales (Y).
On the basis of the preceding exposition, it has transpired that the currency demand
and debit cards are inversely related. Next we explore the relationship between credit

cards and the currency demand. Table 3.7 and Table 3.8 report the results.
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Table 3.7: Short-run Dynamics for the impact of credit cards on the currency demand

Variables Coefficient | Std. Error | t statistics
(1) (2) (3) (4)

Eemy_q -0.709561 0.151386 -4.687101%**
ACS; 4 -0.113333 0.168928 -0.670898
ACS; 9 -0.068298 0.175192 -0.389849
ACS; 3 0.108619 0.174124 0.623806
ACS; 4 0.435473 0.171428 2.540262**
ACS; 5 0.318441 0.160298 1.986558**
ACS; ¢ 0.271074 0.125589 2.158426**
ACC CARD;_ -0.027413 0.02026 -1.353088
ACC CARD; o -0.038114 0.02669 -1.428024
ACC CARD; 3 -0.048106 0.031089 -1.547367
ACC CARD;_4 -0.040271 0.030677 -1.31276
ACC CARD;_5 -0.040124 0.026334 -1.52366
ACC CARD,_g -0.022474 0.017886 -1.256515
AY; 1 0.03844 0.019039 2.019065**
AY; o 0.06512 0.01842 3.535315%**
AY; 3 0.052832 0.02022 2.61281**
AY; 4 -0.006267 0.020002 -0.313302
AY; 5 0.009728 0.0188 0.517439
AY; ¢ -0.028587 0.018627 -1.534661
AINF; 4 0.010053 0.148104 0.067877
AINF; o 0.183119 0.139914 1.3088
AINF;_3 0.029926 0.140219 0.213421
AINF;_, 0.131875 0.17723 0.74409
AINF; 5 -0.000812 0.156305 -0.005194
AINF; ¢ 0.372353 0.176195 2.113302**
ADEPO1M; 0.009027 0.004901 1.841838*
ADEPO1M; - -0.007305 0.005719 -1.277438
ADEPO1M; 3 0.007371 0.005772 1.27711
ADEPO1M;_4 -0.007458 0.005753 -1.296271
ADEPO1M; 5 0.005953 0.00591 1.007358
ADEPO1M; ¢ -0.003042 0.005373 -0.5662
ACC CPOP,— -0.202552 0.081772 -2.477038%*
ACC _CPOP,;_» 0.000603 0.075796 0.007961
ACC CPOP,_3 -0.133471 0.079357 -1.681912*
ACC _CPOP,_4 -0.00777 0.059581 -0.130413
ACC CPOP,_5 0.023237 0.051671 0.449714
ACC CPOP;_g 0.019426 0.050091 0.387824
AINFRA; 1 -0.012923 0.00451 -2.865446***
AINFRA; - -0.006618 0.003951 -1.675054**
AINFRA; 3 -0.005408 0.003831 -1.411709
AINFRA; 4 -0.001835 0.003918 -0.46822
AINFRA; 5 0.001227 0.003419 0.359039
AINFRA; ¢ 0.001021 0.003384 0.301821
HOLIDAY 0.014076 0.002415 5.828989%***
R? 0.66
S.E. of regression 0.00946
F-statistic 4.488029 (0)

Note: Robust standard errors in parentheses. *** ** * denote statistical significance at
1%, 5% and 10% respectively.
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3.4. Estimation Result and Discussion

demand
CURSAV Coefficient | Std. Error | t statistics
(1) (2) (3) (4)

CC_CARD,_, -0.060407 -0.03651 -1.65444*
Y1 0.082763 -0.0165 5.01690***
INF;_4 0.221712 -0.10852 2.04299**
DEPO1M;_4 0.004047 -0.00186 2.18070**
CC _POP,4 -0.159764 -0.06469 -2.46971*+*
INFRA;_4 -0.009977 -0.00421 -2.37119**
C -0.959045 -0.26911 -3.56380***

Note: Robust standard errors in parentheses. ***, ** ¥ denote statistical significance at
1%, 5% and 10% respectively.

The results in Table 3.7 and Table 3.8 reveal a clearer picture of how card-based
payment systems affect the currency demand. Table 3.7 indicates that the volume of
credit card transactions over the number of cards (CC_ CARD) is statistically significant
in reducing the currency demand (CS) in the short run. This is supported by both
the number of credit cards per 1000 people (CC_CPOP) and the card-based payment
infrastructure (INFRA) having negative and significant coefficients, which suggest that
the number of cards in circulation and the availability of the infrastructure may reduce
the demand for currency.

Similar to the finding for debit cards, retail sales (Y) are positive, hence validating
the dominance of the use of cash in the economy over other retail payment instruments.
The nominal interest rate (DEPO) also has a positive and significant relationship with the
currency demand (CS) in the short run. In addition, inflation (INF') exhibits a positive
relationship with the currency demand in the short run. A significant and negative
cointegrating relationship is also observed, that is, a speedy adjustment of around 68%.

In Table 3.8, the volume of credit card transactions (CC_CARD) is negatively re-
lated to the currency demand (CS) in the long run. This is consistent with the previous
findings, such as those of Duca and Whitesell (1991) and differs from the finding of Yang
and King (2011). The main difference between Yang and King (2011) and this study
is the distinctive economic and banking structures in this paper’s sample. Yang and
King (2011) took their sample from the US economy, which has a strong cheque cul-
ture, whereas this study’s sample is a cash-based economy. The use of cheques has been
widespread for some time in the US. Hence, we can argue that a card-based system is not

directly related. However, in the case of Indonesia, the substituting effect of cash and
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card payments will occur directly without any intermediaries, such as cheques in the US.

The negative coefficient of the number of credit cards per 1000 people (CC_ CPOP)
and the number of terminals that customers can use (INFRA) in the long run also sup-
port the substituting effect of credit card and cash payment. An increase in credit card
possession is associated with a decrease in the currency demand in the long run. Con-
sistent with the short-run result, the nominal interest rate (DEPO) and inflation (INF)
also put pressure on the currency demand, with a positive and significant coefficient in
the long run.

The findings of this study regarding credit cards suggest that the card-based payment
system has a negative impact on the currency demand. Although, the card transactions
are dominated by the debit card, the use of this type of card may mainly be used to
withdraw cash as suggested by Stix (2003) particularly in the cash-based economy such
as Indonesia (Titiheruw and Atje, 2009). Therefore, credit card may have as large effects
as the debit cards. The analysis of the impulse-response function and forecast error
variance decomposition do not differ significantly from this proposition. A shock from
debit cards has a negative impact on the currency. However, it will increase over time
and then decrease to a level lower than the initial one (see Appendix B.6). Interestingly,
the currency demand decreases in reaction to the volume of credit card transactions and

starts to increase in the fourth period before returning to the initial level.

3.4.3 Financial Intermediation

In gauging the impact of excess reserves and currency demand on financial intermediation

we employ a GMM specification (see Table 3.9).
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Table 3.9: The Impact of Excess Reserves and Currency Demand on Financial Interme-

3.4. Estimation Result and Discussion

diation.
Dependent Variable:
Independent Variable LG LG
(1) 2) (3)
C 0.305485%** 0.189406**
(0.082831) (0.077351)
ED 0.066699
(0.124826)
CS -0.255181***
(0.096705)
YG 0.027836** 0.0229**
(0.011163) (0.010965)
INF 0.04273 0.080396
(0.074952) (0.075295)
BI -0.297388* -0.464078***
(0.157337) (0.146732)
XR -0.021097*** -0.013177
(0.007847) (0.008009)
RR -0.577625*** -0.533172***
(0.10717) (0.109832)
LG(-1) 0.988249%*** 0.966476***
(0.022102) (0.022737)
R? 0.97 0.51
DW Stat 14 1.4
J-Statistics 65.13 75.54
No. of Observation 146 146
C CS(-1TO-4) Y(0TO-4) | ED(-1TO-4) Y(0TO-4)
Instrument specification: INF(0TO-4) BI(0TO-4) | INF(0TO-4) BI(0TO-4)
" | LG(-1TO-4) XR(0TO-4) | LG(-1TO-4) XR(0TO-4)
HOLIDAY RR(0TO-4) RR(0TO-4) HOLIDAY

Note: Robust standard errors in parentheses. *** ** * denote statistical significance at
1%, 5% and 10% respectively.

We find a statistically negative relationship between the currency demand and finan-
cial intermediation, which is in line with our prior expectations. Output growth (YG)
is related in a positive way to loan growth. In addition, the exchange rate (XR) has a
negative and significant effect on loan growth, suggesting that exchange rate apprecia-
tion leads to an increase in loan growth. It is arguable that capital flows may be one
of the factors that cause the exchange rate to fluctuate. Massive volatility of capital in-
flows, following the unconventional monetary policy in advanced countries, for instance,
leads to appreciation of the currency because of a strong demand for domestic assets,
such as stocks and bonds. The capital inflows provide an abundance of liquidity, which
encourages banks to push their lending Unsal (2013). In contrast, large exchange rate
depreciation could be related to deterioration in external funding conditions during a

crisis that triggers capital outflows Chu (2015). Depreciation of the exchange rate cuts
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the value of collateral and decreases loan growth Korinek and Sandri (2016). This result
confirms that the credit supply may exhibit strong pro-cyclicality to the business cycle, as
many studies, such as Rousseau and Wachtel (2002), have highlighted. The observation
that this study discerns also confirms the role of the policy instruments — the policy rates
(BI) and reserve requirements (RR) — from the central bank to restrict loan growth.

However, the findings fail to identify any impact of excess reserves (ED) on financial
intermediation in column (3) Table 3.9, which is in line with the studies by Merrouche
and Nier (2009, 2012). As Bathaluddin et al. (2012) highlighted, Indonesian banks prefer
to liquidate their placement in the central bank to hold a large amount of excess reserves.
Since the Asian Economic Crisis in 1997, due to Bank Indonesia Liquidity Support (BLBI)
and the recapitalization program, excess liquidity has compelled the central bank to
employ a borrowing operation instead of a lending operation. By using this type of
operation, the banking industry has chosen to place funds in the form of the central
bank’s instruments with the interest rate income compared with investing funds in the
unremunerated reserves account. This appears to be commonplace in many economies
around the world, as studies have reported that banks place their excess reserves, which
are acquired during the unconventional monetary policy, within the financial system,
particularly in the form of government bonds, rather than granting loans Kregel (2009).

Furthermore, such a development appears to be amplified by the volatility of capital
flows following the current global financial crisis. After the emergence of capital inflows,
domestic banks have had to face fierce competition whereby they have to compete with
foreign funds. Domestic banks need to take on higher-risk forms of finance and face
exposure to a liquidity risk when a payment shock occurs or default to the financing
side Korinek (2010). Furthermore, these capital inflows are subject to a sudden reversal,
which may cause turbulence in the domestic financial market. As already mentioned in
the previous section, the shallowness of the domestic financial market drives banks to
maintain a certain amount of reserves with a preference to liquidate their placement in
the central bank. Indonesian banks prefer placements in the central bank’s monetary
operation instruments in the short-term tenor to anticipate the volatility of the capital
flows and the currency demand (Bank Indonesia, 2017a).

The overall results explain why the currency ratio plays a major role in the credit

supply. A shock to the currency ratio, such as a large number of deposit withdrawals and

90



3.5. Concluding Remarks

conversion into cash, can affect the credit supply immediately. As demonstrated previ-
ously, card-based payment systems may be significant in preventing a rapid contraction
in the credit supply by reducing the demand for currency and placing liquidity within
the banking system.

3.5 Concluding Remarks

This study provides a comprehensive analysis of the importance and significance of pay-
ment systems to financial intermediation in Indonesia and demonstrates how regulations
that limit the amount of customers’ transactions value through payment systems affect
this role. The paper evaluates this relationship through both large-value payment sys-
tems and retail payment system channels by using the excess reserves and the currency
demand.

On the large-value payment systems channels, evidence is found that the RTGS
generates a positive pressure towards the excess reserves. However, regulations that
limit the value of customers’ transactions help to alleviate this pressure by reducing the
payment volatility. The Clearing System is found to be relatively insignificant in affecting
the financial intermediation, along with its limitation. It can be argued that the small
proportion of this payment system compared to the RTGS may cause this insignificant
result. In addition, the regulations to limit the value of transactions, which have been
imposed since the introduction of the RTGS, also contribute to the result.

Following the findings in the large-value payment systems channels, this paper high-
lights the importance of card-based payment systems in reducing currency demand in the
retail payment systems channel. Credit cards are observed to have a statistically signif-
icant impact on the reduction of the currency demand. Debit cards, however, influence
the decreasing of the currency demand only in the short-run. The distribution of the
infrastructure within the country may play a major part to this finding.

Finally, this study pinpoints empirical evidence of how the decrease in the currency
demand leads to an increase in the financial intermediation. The findings provide a foun-
dation study to support a policy which encourages a payment migration to an electronic
platform, particularly card-based payment systems, such as a ’less-cash society (GNNT)’,

which has been implemented by the central bank of Indonesia. In addition, innovations
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in the retail payment system may increase banking competition and create an increase in
efficiency (Sokotowska, 2015). In so far as this study adopts a macro-based framework,
its analysis is limited to aggregate behaviour. It would also be interesting to observe
the customers’ payments behaviour based on primary data and explore how different
demographic factors may have an impact on the currency demand.

Another interesting finding can also be drawn from the impact of the excess reserves
on financial intermediation. Similar to the preceding studies, such as Merrouche and Nier
(2009, 2012) and Bathaluddin et al. (2012), this finding contributes to the enrichment of
the debate on the view that monetary policies may have an impact on the supply of credit
through influencing the excess reserves as suggested by Bernanke and Blinder (1988). In
the presence of excess liquidity, banks may be less reactive to the tightening of monetary
policy (Nguyen and Boateng, 2013). In passing, it should be mentioned that this study
does not incorporate the dynamics in the interbank market whilst the role of capital flows
is potentially attributed to amplifying the domestic business cycle.

These empirical findings allow market participants and policymakers to gain further
insight into the payment system services and the credit supply, both in the large value
payment systems and retail payment systems. Policymakers can utilise the regulation to
limit the transaction value to prevent the liquidity shocks to the banking sector. However,
one should be cautious with this limit because a regulation that sets a very high trans-
action limit may cause the customers convert their payment into currency (cash-basis)
which may be another source of shock to the banking system. Furthermore, a massive
campaign in using the credit card to substitute the currency demand can also be carefully
examined because of the creditworthiness of the customers which is beyond the scope of
this paper.

In addition, our empirical findings suggest the central bank needs to enhance its
monetary operation framework to contain excess reserves, capital flows and integrate with
the presence of the newly-developed macroprudential policies. However, this strategy
needs to be aligned with the overall long-term objectives of the central bank such as the
inflation target. Focusing on the short-term fluctuation of the capital flows may distort
the inflation expectation in the market whereas ignoring the short-term volatility may
have the implication for the long-term objective of the central bank. This is also another

debate that will be interesting to explore in the future.
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APPENDIX

B.1 List of Variables

List of Variables

Variable
(1)

Desription

(2)

Source

(3)

Excess Reserves Ratio (ED)

Currency ratio (CS)

Deviation of RTGS Transaction
from average 1 year (DRTGS)

RTGS Limit 1 (RTGSREG 1)

RTGS Limit 2 (RTGSREG _2)

The ratio of excess reserves held
by private banks over total de-
posits over total deposits

The ratio of currency in circula-
tion (outside the banking system)
over saving and demand deposits
in the banking sector

RTGS transactions value over
moving average of RTGS trans-
actions in 12 months

Dummy for Nominal limit for
Customer transfer in RTGS sys-
tem, 0 means no limit, 1 means
there is limit

Dummy for Nominal limit for
Customer transfer in RTGS sys-
tem, 0 means no limit, 1 means
there is limit

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

continues on nexrt page
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List of Variables

Variable
(1)

Desription

(2)

Source

(3)

Deviation of Clearing Trans-
action from average 1 year

(DCLEARY))

Clearing Limit 1 (CLEAR-
REG 1)

Clearing Limit 2 (CLEAR-

REG 2)

Number of ATM/Debit Card
transactions (DEB_CARD)

Number of Credit Card transac-
tions (CC_CARD)

Total number of ATM /Debit
Card (DEB_CPOP)

Total number of Credit Card
(CC_CPOP)

Reserve requirement ratio (RR)

BI rate (BI)
Inflation (INF)

Retail Sales (Y)

Exchange Rate (XR)

Loan (LG)

learing transactions value over
moving average of clearing trans-
actions in 12 months

Dummy for Nominal limit for
credit transfer in clearing system,
0 means no limit, 1 means there
is limit

Dummy for Nominal limit for
credit transfer in clearing system,
0 means no limit, 1 means there
is limit

The number of debit cards trans-
actions divided by number of the
number of debit cards in the
economy

The number of credit cards trans-
actions divided by number of the
number of credit cards in the
economy

Total number of debit cards over
1000 population

Total number of credit cards over
1000 population

The ratio of Reserve Require-
ment for Commercial Banks held
at Bank Indonesia in Rupiah over
total deposits

Bank Indonesia Policy Rate
year-on-year CPI Inflation in In-
donesia

Retail sales index based on the
retail sales survey which is a
monthly survey to obtain prior
information about the moving
trend of Gross Domestic Product
by Private Consumption. This
survey is conducted by Bank In-
donesia

the average monthly USD/IDR
exchange rate

loan made by the banking sector

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia

Bank Indonesia
BPS

Bank Indonesia

Bank Indonesia

Bank Indonesia

continues on next page
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List of Variables

List of Variables

Variable

(1)

Desription

(2)

Source

(3)

Total ATM, EFTPOS number
(INFRA)

Holiday Dummy (HOLIDAY)

Natural logarithm of total num-
ber of Automatic Teller Machine
and EFTPOS in Indonesia
Dummy to capture the Indone-
sian Holiday of Fid al-Fitr

Bank Indonesia
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B.2 Descriptive Statistics

Descriptive Statistics

Variables Mean | Median | Maximum | Minimum | Std. Dev. | Skewness | Kurtosis
(1) (2) (3) (4) (5) (6) (7) (8)

ED 0.0255 0.0240 0.0754 0.0019 0.0119 1.4817 4.7442
DRTGS 1.0675 1.0400 1.7843 0.7511 0.1886 0.9047 0.9916
DCLEAR 1.0671 1.0459 1.571 0.7187 0.1369 1.1810 2.889
YS 1.0057 0.9905 1.3176 0.7760 0.0881 0.9404 2.0067
CS 0.2058 0.2039 0.275 0.1791 0.0177 0.9161 1.2161
DEB CARD | 3.1431 3.1895 3.8738 2.3445 0.3186 -0.2956 -0.4309
Y 119.37 106.5 232.4 55.91 49.00 0.5684 -0.99
CPI1 95.12 94.48 129.72 58.40 20.12 0.0289 -1.0734
DEPO 7.5703 7.145 12.01 5.35 1.5771 1.0933 0.8359
DEB CPOP | 272.09 231.39 574.02 112.88 134.27 0.6049 -0.906
INFRA 2.1494 0.1412 7.882 0.0631 2.9016 0.8525 -1.0693
CC_ CARD 1.3184 1.2993 1.6523 1.0212 0.1187 0.3565 0.1468
CC_CPOP 52.6 57.726 68.271 25.216 12.121 -0.7004 -0.729
LG 0.175 0.1919 0.3312 0.0557 0.0679 0.0214 -0.9878
YG 0.0993 0.1024 0.339 -0.3052 0.108 -1.0053 3.0905
INF 0.0656 0.0609 0.1687 0.0239 0.0322 1.4442 1.9333
BI 0.0762 0.0747 0.1275 0.0575 0.0175 1.4697 1.8868
XR 10507 9610 14657 8508 1724 0.7787 -0.9249
RR 0.0684 0.075 0.08 0.05 0.0131 -0.5452 -1.5054
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B.3. Customers’ Transaction Limit in Indonesian Large Value Payment Systems

B.3 Customers’ Transaction Limit in Indonesian Large

Value Payment Systems

Customers’ Transaction Limit in Indonesian Large Value Payment Systems

Reg No | Date Title Clearing Limit RTGS Limit
L | @ 3) (4) (5)
4/12/ 24- Clearing Schedule and Final - max Rpl100 million
DASP Sep- Settlement Date of the Local for credit transfer
02 Clearing System and Nominal limit
of a Note
6/45/ 25- Nominal limit for Customer transfer Min Rp25 million for
DASP Oct- | for RTGS following dates:
04
- 8-22 Nov 2004
- 20-31 Dec 2004
7/43/ 07- Nominal Limit for debit note and - max Rp10 million for
DASP Sep- | credit transfer in clearing debit note
05
- Max Rp100 million
for credit transfer
7/47/ 13- Nominal limit for Customer transfer Min Rp25 million for
DASP Oct- | for RTGS following dates:
05
- 24 Oct-9 Nov 2005
- 19-30 Dec 2005
11/13/ 04- Nominal value limit of a Debit Note | - max Rp10 million for
DASP May- | and Credit Transfer debit note
09
- Max Rp100 million
for credit transfer
15/18/ 30- Amendment of Nominal value limit | - Max Rp500 million
DASP Apr- | of a Debit Note and Credit Transfer | for credit transfer
13 started from 31 May
2013
16/18/ 28- Amendment of RTGS System Min Rp100 million
DPSP Nov- for Customer transfer
14
17/35/ 13- Nominal value limit for fund - 16 Nov 2015-30 Jun | - 16 Nov 2015-30 Jun
DPSP Nov- | transfer through RTGS and 2016 ->no limit 2016: min Rp500
15 Clearing million per
transaction
-1 Jul 2016 ->max -1 Jul 2016 ->min
Rp500million per Rp100 million per
transaction transaction
18/7/ 02- Fund Transfer and Scheduled Debit note unlimited
DPSP May- | Clearing
16
18/40/ 30- Amendment of Fund Transfer and Debit note max Rp500
DPSP Dec- | Scheduled Clearing million per transaction
16
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B.4 Lag Order Selection Criteria Test
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VAR Lag Order Selection Criteria

Endogenous variables: CS DEB_CARD Y INF DEPO DEB_POP INFRA
Exogenous variables: C HOLIDAY

Lag | LogL LR FPE AIC SC HQ
0| 626.1704 NA | 4.25E-13 | -8.622119 | -8.330699 | -8.503697
1| 1803.992 | 2206.343 | 5.29E-20 | -24.52102 | -23.20963* | -23.98812
2| 1904.372 178.139 | 2.58E-20 | -25.24468 | -22.91332 | -24.29731*
3 | 1958.437 | 90.61501* | 2.44e-20* | -25.31601* | -21.96468 | -23.95417
4] 1998.091 | 62.55251 | 2.85E-20 | -25.18437 | -20.81308 | -23.40806
5 | 2030.497 | 47.92575 | 3.75E-20 | -24.95067 | -19.55941 | -22.75988
6 | 2066.405 | 49.56187 | 4.80E-20 | -24.76626 | -18.35503 -22.161
71 2109.241 | 54.90254 | 5.71E-20 | -24.67944 | -17.24825 | -21.65971
81 2149.393 | 47.50432 | 7.29E-20 | -24.55483 | -16.10366 | -21.12062

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion

HQ: Hannan-Quinn information criterion

VAR Lag Order Selection Criteria

Endogenous variables: CS CC_CARD Y INF DEPO CC_CPOP INFRA
Exogenous variables: C HOLIDAY

Lag | LogL LR FPE AIC SC HQ
0 | 698.9899 NA | 1.52E-13 | -9.647745 | -9.356325 | -9.529324
111758247 | 1984.242 | 1.01E-19 | -23.87672 | -22.56533 | -23.34383
2 | 1887.541 | 229.4503 | 3.27E-20 | -25.00761 | -22.67626* | -24.06024*
3| 1938.968 | 86.19586 | 3.21E-20 | -25.04181 | -21.69048 | -23.67996
4 11994.434 | 87.49515 | 3.00e-20* | -25.13287 | -20.76158 | -23.35656
o | 2032.326 96.0376 | 3.66E-20 | -24.97642 | -19.58516 | -22.78563
6 | 2088.398 | 77.39498 | 3.52E-20 | -25.07603 -18.6648 | -22.47076
7 | 2141.734 | 68.36056* | 3.61E-20 | -25.13710* -17.7059 | -22.11736
8 | 2189.761 | 56.81985 | 4.13E-20 | -25.12339 | -16.67222 | -21.68918

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion

HQ: Hannan-Quinn information criterion




B.5. Robustness Test

B.5 Robustness Test

Endogeneity Test

Null hypothesis: DRTGS are exogenous

Specification: ED C DRTGS RR IB YSHOCK ED(-1)
RTGSREG 1 RTGSREG 2 HOLIDAY

Instrument specification: C DRTGS(-1) DRTGS(-2) RR IB YSHOCK
ED(-1) ED(-2) RTGSREG 1 RTGSREG 2

HOLIDAY
Endogenous variables to treat as exogenous: DRTGS
Value df Probability
Difference in J-stats 3.051261 1 0.0807
J-statistic summary:
Value
Restricted J-statistic 12.17313

Unrestricted J-statistic 9.121868

Endogeneity Test

Null hypothesis: DCLEAR are exogenous
Specification: ED C DCLEAR RR IB YSHOCK
ED(-1) CLEARREG 1 CLEARREG 2 HOLIDAY
Instrument specification: C DCLEAR(-1) DCLEAR(-2) RR IB
YSHOCK ED(-1) ED(-2) CLEARREG 1
CLEARREG 2 HOLIDAY
Endogenous variables to treat as exogenous: DCLEAR

Value df Probability
Difference in J-stats 0.241072 1 0.6234
J-statistic summary:

Value
Restricted J-statistic 9.098977

Unrestricted J-statistic 8.857905

Heteroskedasticity and Serial Correlation Test for CS DEB_CARD Y INF DEPO
DEB_ CPOP INFRA

Test Test Stat P value

Heteroskedasticity:

White test

Chi-sq 1603.927 | Prob. Chi-Square(1652) 0.7976

VEC Residual Serial Probs from chi-square

Correlation LM Tests with 49 df.

Lags: 1 50.15354 0.4274
2 42.15553 0.7448
3 57.74944 0.1834
4 42.767 0.7225
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Heteroskedasticity and Serial Correlation Test for CS DEB_CARD Y INF DEPO
DEB_CPOP INFRA

Test Test Stat P value

Heteroskedasticity:

White test

Chi-sq 2397.211 | Prob. Chi-Square(2436) 0.7085

VEC Residual Serial Probs from chi-square

Correlation LM Tests with 49 df.

Lags: 1 50.35882 0.4195
2 65.12036 0.0613
3 65.76833 0.0551
4 56.31361 0.2202
5 53.40957 0.3087
6 56.49819 0.2152
7 55.64499 0.2389

Endogeneity Test

Null hypothesis: CS are exogenous
Specification: LG C CS YG INF BI XR RR LG(-1)
Instrument specification: C CS(-1) CS(-2) CS(-3) CS(-4)
YG YG(-1) YG(-2) YG(-3) YG(-4) INF INF(-1)
INF(-2) INF(-3) INF(-4) BI(-1) BI(-2) BI(-3) BI(-4)
LG(-1) LG(-2) LG (-3) LG (-4) XR XR(-1) XR (-2)
XR (-3) XR (-4) RR RR(-1) RR(-2) RR(-3) RR(-4) HOLIDAY
Endogenous variables to treat as exogenous: CS

Value df Probability
Difference in J-stats 5.838016 1 0.0157
J-statistic summary:

Value
Restricted J-statistic 72.93654

Unrestricted J-statistic 67.09852
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Endogeneity Test

Null hypothesis: ED are exogenous
Specification: LG C ED YG INF BI XR RR LG(-1)
Instrument specification: C ED(-1) ED(-2) ED(-3) ED(-4) YG YG(-1) YG(-2)
YG(-3) YG(-4) INF INF(-1) INF(-2) INF(-3) INF(-4) BI BI(-1)
BI(-2) BI(-3) BI(-4) LG(-1) LG(-2) LG (-3) LG (-4)
XR XR(-1) XR (-2) XR (-3) XR (-4) RR RR(-1)
RR(-2) RR(-3) RR(-4) HOLIDAY
Endogenous variables to treat as exogenous: ED

Value df Probability
Difference in J-stats 0.203625 1 0.6518
J-statistic summary:

Value
Restricted J-statistic 75.83774

Unrestricted J-statistic 75.63412

105



Appendix B.

B.6 Impulse Response of Variable CS
Figure B.1: Selected Impulse Response of Variable CS (1)

0.003 Re f CURSAV to ATM_VOLCARD|
o Response of CURSAV to CURSAV/ csponeee =

o008

00025
0007
0006 0002
0005

00015
0004
0003 0001
0002

o000

Response of CURSAV to Y| Y Response of CURSAV to INF|

- \/\/\/\/
oouss

1 2 3 s B 5 7 B s 10 n 2

000 Response of CURSAV to DEPOIM oo Respons of CURSAV to ATMCARDPOP|

106



B.6. Impulse Response of Variable CS

Figure B.2: Selected Impulse Response of CURSAV (2)
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CHAPTER

Monetary Policy and Foreign Exchange
Intervention in the Emerging Market: The
Case of Indonesia

Abstract

The use of foreign exchange intervention in an inflation-targeting framework raises a
question regarding its role. In addition, in an environment of volatile capital flows, how
the risk appetite of foreign investors might affect the economy is worth exploring. This
paper examines these issues by developing and estimating a Dynamic Stochastic General
Equilibrium (DSGE) model with Indonesian data. This study finds that the foreign ex-
change intervention affects the macroeconomic variables through the portfolio channel.
The risk appetite also affects the economy by increasing the capital price. The foreign
exchange intervention helps to stabilise the economy during the presence of risk appetite
shocks and monetary policy shocks.

Keywords: monetary policy, foreign exchange intervention, DSGE
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4.1 Introduction

Foreign intervention has regained wide attention after the global financial crisis particu-
larly in the emerging market. Massive volatility of capital flows, following the unconven-
tional monetary policy in advanced countries, has provided challenges for policymakers
to restrain capital flows from aggravating the overheating pressures and consequent in-
flation, and to mitigate the risk that protracted periods of easy financing conditions will
threaten the financial stability (Unsal, 2013). Many emerging market economies depend
on this instrument to tackle the capital flows volatility Adler et al. (2016).

One of the emerging market economies that has been affected by the capital financial
volatility is Indonesia. During the episode of surge capital inflows in the aftermath of
quantitative easing in the advanced economies, the exchange rate appreciated strongly.
The interest rate was decreased. Following the Fed’s announcement to begin tapering
its quantitative measures, the exchange rate was under depreciation pressures. This
pressure combines with the increased of the inflation rate forced the central bank to
increase the interest rate. During these periods, foreign exchange intervention has been
used to complement the interest rate to maintain the stability (Warjiyo, 2014).

Despite the implementation and there is a host of pertinent studies on foreign ex-
change intervention, the findings in this area are still inconclusive. In addition, the study
of foreign exchange intervention in emerging countries — particularly in Indonesia — is
still inadequate, due to the unavailability of a dataset. It is essential to put the foreign
intervention within the framework of the central bank. Therefore, it is still ambiguous if
central banks should use the interest rate policy or combine it with the foreign exchange
rate intervention to achieve their targets.

In this paper, we explore the issue of the benefits of having the FX intervention as
an instrument in an emerging market context which implements an inflation targeting
framework. According to Bank for International Settlements (2018), FX intervention
can be used to support the financial system. FX intervention in the phase of capital
inflows may increase the international reserves stock which can be used in the episode
of capital outflows. This intervention helps to bind the financial imbalances which may
occur if an appreciating domestic exchange rate causes the increasing of foreign currency
denominated loan. Therefore, this paper intends to shed some light of the interaction of

monetary policy and FX intervention. We are interested in examining whether the FX
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intervention is a substitution or a complement to the monetary policy.

We examine this issue by building a Dynamic Stochastic General Equilibrium (DSGE)
model with a sticky price a la Calvo (1983). We incorporate in our model the risk-appetite
of the investor as a shock to the economy. We then estimate the model by using the In-
donesian data. Moreover, We also examine different impact from three different policies:
interest rate policy is used to stabilise the inflation and output, interest rate policy is used
to stabilise the inflation, output and exchange rate and finally, interest rate and foreign
exchange intervention are used to stabilise the inflation, output and exchange rate.

This paper makes three contributions. Firstly, it provides empirical estimations of
foreign exchange intervention DSGE model in the emerging market, particularly Indone-
sia; secondly, we incorporate a limited financial access household which is one of the
characteristics of the emerging market; and thirdly, we demonstrate that a change of
the risk appetite of the foreign investors have an impact on the domestic macroeconomic
stability.

The remainder of the paper is organised as follows: Section 2 highlights the related
literature in foreign exchange intervention whilst section 3 presents the small-open econ-
omy model. Section 4 touches on the empirical estimation as well as discusses generated

evidence, and finally, section 5 provides some concluding remarks.

4.2 Related Literature

The early literature on inflation targeting framework (ITF) suggests that the exchange
rate should be allowed to float without any intervention. The central bank needs to focus
on achieving the target of inflation as the overriding objective (Bernanke and Mishkin,
1997). Bernanke et al. (1999) argues that foreign exchange intervention could confuse
the public and interfere with expectations. Furthermore, Ramakrishnan and Vamvakidis
(2002) argue that using the exchange rate as an indicator of monetary policy will decrease
the value of the significance of other indicators, such as money supply or interest rates.
This implies that the central bank should focus on either the exchange rate or non-
exchange rate indicators. The use of both the exchange rate and non-exchange rate
indicators simultaneously as the anchor of monetary policy, would lead to the decrease of

monetary policy effectiveness. Thus, Amato and Gerlach (2002) suggest that the central
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bank should only consider the exchange rate as a monetary target, if, and only if, the
exchange rate is deemed capable of interfering with the achievement of its inflation target.

However, Svensson (2000) argues that the exchange rate plays a significant role in the
open economy context. The real exchange rate affects the aggregate demand through the
price of domestic and foreign goods in the economy and the wage setting. Moreover, the
exchange rate reflects the expectation of the forward-looking asset price. External shocks,
such as foreign inflation, foreign interest rate or the risk premium of foreign investor will
be channelled through the exchange rate.

For this reason, Calvo and Reinhart (2002) has documented the tendency of the
central banks — particularly in the emerging market countries — which quietly intervening
the exchange rate market. These findings have refuelled the lengthy debate on the role of
the exchange rate in the ITF countries to employ that free-float regime. This intervention
in the foreign exchange markets intends to create a more stable exchange rate (Calvo
and Reinhart, 2002). In addition, by incorporating the exchange rate into the policy
rule function, Svensson (2000) finds that the inflation will be stabilised without massive
volatility in the real exchange rate or other variables. On the basis of a somewhat
different approach, this view was also supported by Juhro and Mochtar (2009). They
explain that the exchange rate addition to the policy rule describes the Indonesian policy
rate better than the standard Taylor Rule. Aizenman et al. (2011) also demonstrate that
central banks in emerging markets did not follow strict inflation targeting. These central
banks use interest rates as a response to the exchange rate movement more frequently,
particularly those central banks that come from commodity-based export economies.

In addition, foreign exchange rate intervention can be implemented as a complemen-
tary policy to the interest rate policy in an ITF central bank (Ghosh et al., 2016). In the
aftermath of the financial crisis of 2008, the fear of floating has become a global theme for
many central banks. This is partly driven by the impact of the quantitative easing policy,
which is conducted by most of the central banks in the developed countries, namely The
Federal Reserve and European Central Bank. The excess liquidity in the global market
needs to be channelled, mainly to the emerging markets. Ghosh et al. (2016) finds that
the use of foreign exchange rate intervention helps to achieve the price stability. Blan-
chard et al. (2015) also finds that the foreign exchange intervention helps to dampen the

exchange rates pressures and can be considered as a part of the ITF central bank’s tool
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to stabilise the macroeconomy.

The volatility of the exchange rate is also amplified by the volatility of the market
participants’ risk appetite. The media dub this phenomenon as ’Risk On/Risk Off’
phenomenon (Smales, 2016). Smales (2016) finds that this changing of risk perception
relates to large volatility in foreign exchange assets. Cadarajat and Lubis (2012) finds
that the impact of the volatility of the Indonesian exchange rate increase after the global
financial market. This volatility increased is driven mainly by the off-shore market which
represents the foreign investors’ risk appetite. Early studies such as Henderson and Rogoff
(1982) has documented the change in risk appetite in the market participant may affect
the stability.

Early New-Keynesian DSGE models such as Gali and Monacelli (2005) assumes that
the exchange rate will be floated and the interest rate is the only policy for the central
bank. Benes et al. (2014) put the foreign exchange intervention to a New-Keynesian
DSGE Framework which is often used by the central bank. They use foreign reserves in
the central bank as an instrument of foreign exchange rate intervention to complement the
interest rate policy. They simulate the economy based by fixing the nominal exchange rate
either through fixing the interest rate or performing a foreign exchange intervention. They
find that under the pure ITF implementation, the initial level of the nominal exchange
rate is not restored. The nominal exchange rate is ended in a more depreciated level.
This depreciated level of the nominal exchange rate is not found in both fixing through
interest rate and through inflation. Another model is provided by Alla et al. (2017) which
incorporate the shocks in the international capital markets that cause the variation of
the cost of capital to the economy. They show that the use of foreign intervention helps
to stabilise the economy during the international capital market shocks episodes. Adler
et al. (2016) propose a model which examine the use of foreign exchange intervention
under two conditions where agents perceive the use of foreign exchange intervention as
an additional tool for the policy rate to achieve the inflation stability and where agents
perceive that the use of foreign exchange intervention as a tool to achieve the exchange
rate stability. They suggest that the use of foreign exchange intervention is better in an
environment where monetary policy gears toward the inflation and output stabilisation.

The discussion of empirical evidence of the effectiveness of foreign exchange inter-

vention itself has been provided by vast range literature. Some of the recent examples of
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these empirical studies are provided by Berganza and Broto (2012), Daude et al. (2016),
Chang et al. (2017) and Buffie et al. (2018) who argue that the foreign exchange inter-
vention helps the effectiveness of the ITF by stabilising the exchange rate which in turn
stabilise the imported price. The effectiveness of this policy is found to be more impor-
tant in the context of the emerging market. However, Kubo (2017) and Catalan-Herrera
(2016) argue that foreign exchange intervention may have a small impact on the output
and monetary policy. Kubo (2017) suggest that a prolonged episode of foreign exchange
intervention may induce a higher cost to the economy. Drawing from these recent studies,
we can see that the discussion of the impact of foreign of exchange intervention is still

far from reaching a conclusion.

4.3 A Small Open Economy Model

We consider a continuous-time model with infinite horizon which features nominal and
real rigidities along the lines of Smets and Wouters (2007) and Christiano et al. (2005)
among others. Since the focus of this paper is on the policy of a single economy, we
describe the model from the point of view of one country, which we call the Home or
domestic country. We will describe the problem of each of the agents in the following

sections.

4.3.1 Household

We set the households to consist of two types: regular ones which pay taxes and do not
face any constraints in the financial market, and credit-constrained ones which consume
purely from their wages. We create this set-up to represent the conditions of Indonesia,
which has a proportion of households that may not have access to the financial market.
According to The World Bank (2010), about 60% of the population of Indonesia has

access to formal financial services.
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4.3.1.1 Regular (Non-Credit-Constrained) Household

There are (1 —\) regular households that have access to financial markets. These uniform

households seek to maximise the following objective function:

max E | Y B°U(Ciss; Lss) (4.1)

Ch¢,L
1,¢,L1,t =0

where (', is a consumption index for regular households, L;, is the leisure which we
define as Ly, =1 — Ny, Ny, is the total time that the regular households supplies the
labour work. The parameter ( is the discount factor. We then define the consumption

function as:

(Chy — xChy_1) PO (1 — Ny, )=o) — 1
1—o0

Uy =U(Ciy, L1y) = (4.2)

The parameter 7 represents the Frisch elasticity of labour supply, o represents risk aver-
sion and y represents the consumption habit formation.

The households then face a nominal budget constraint which is given by:
PPBuy+ PP*SBy, = Buy-1+ SiBpy_y + PWi(1 = T)N1y — PiCy, + Ty (4.3)

where W, is the pre-tax real wages in the formal and informal sector respectively and a
proportional labour tax given by 7} with nominal firm’s profits transfer given by I'y. B,
is domestic bonds which bought at nominal price PP and denominated in home currency
and By, is foreign bonds which bought at nominal price P* in foreign currencies. S, is
the nominal exchange rate.

Maximising equation (4.1) subject to the budget constraint we have:

A
PP =E, {ﬁ] (4.4)
At t+1 StJrl
PP =E, | —— 4.5
! ‘ |:Ht,t+1 St ( )

UL,l,t _ n Cu - XC1,t—1
UC,l,t 1— n 1-— Nl,t

= -W,(1-T7) (4.6)

Uc1,t+1

To - We then define the nominal return on home bonds is R; =

where At,t+1 = /8
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where R; is set by the central bank. Following Adler et al. (2016) and Chang et al. (2015),
we also assume that foreign bonds are subject to a risk premium that depends on the

exposure to foreign debt:

1
PP (St(w;,t—u—w Ba,»)

Py Yi

R = (4.7)

where B¢ is the amount of government debt denominated in foreign currency. Parameter
1 represents the share of government and private debt. If ¢ = 0.5 then government and
private debt can be substituted perfectly and the composition has no real or nominal
effects. if ¢ > 0.5 then the market perceives government debt to be less risky than
private debt and if ¢» < 0.5 it is the other way around.

The endogenous risk premium © induces imperfect asset substitutability between
domestic and foreign bonds which allows the foreign exchange (FX) intervention to have

real effects in the economy. Subsequently, we rewrite equation (4.4) as:

A

tt4+1

P Py . . .
We define II; 441 = ;;:1 and II;,,, = —5+ as home and foreign CPI inflation rates and
’ t

I, = S’gl as the rate of change of the nominal exchange rate'. We then can rewrite

the Equation (4.5) as:

*

S,B A
1=R® ( i “) E, [Ht’”lntm] (4.9)
tt+1

Equations (4.8) and (4.9) also represent the uncovered interest parity (UIP) condition.

4.3.1.2 Credit-constrained Households

There are A credit-constrained households that have to consume out of their wage income.

Their consumption can be written as follows::

CZ,t - Wt (1 - Tt“’) Ngﬂg (410)

!Since, the currency of emerging markets countries usually is the term currency, we interpret a positive
I1° as the depreciation rate and a negative one as the appreciation rate.
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These credit-constrained consumers need to choose Cy; and Ly, = 1 — Ny, to maximise
the utility function, which is the same to equation (4.1), subject to equation (4.10). The

first order conditions are now the same for both types of households:

ULt __n Cor — xCo1
Ucp I—mn 1- NZ,t

— Wy (1 —T}") (4.11)

4.3.1.3 Aggregate Consumption and Labour Supply

Summing the regular and credit-constrained households, we write the total consumption

and labour supply as follows:
Ct = )\02715 —|— (1 - )\)Cl,t (412)

Nt = )\NQ,t + (1 - )\)Nl,t (413)

4.3.1.4 Consumption Demand

The consumption of both households consists of domestic and foreign goods (imports),

which form a composite index of

rC
1 po—1 po—1 T—ne

i 1
Cr= |1 ChY + (1 —7c)reCpie (4.14)

with Cp, and Cp; representing the consumption of home and foreign goods respectively.
Yo represents the share of domestic goods within the economy, which is also known as
the ’home bias’. The parameter of pc represents the elasticity of substitution between
domestic goods and imported goods.

Here we assume that the price of imported goods will be directly passed on to the
price domestically. This view is supported empirically by Rahadyan and Lubis (2018).
They argue that, even though the level of nominal exchange rate pass-through may not
have transmitted directly to inflation, the volatility of the nominal exchange rate amplifies
the effect of the pass-through. Therefore, we may assume that the nominal exchange rate

has a perfect pass-through to the inflation. The corresponding price index is denoted by:

P, = [%p;,jtﬂc + (1 - WC)P};“C} =ko (4.15)
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where Py ; and Pr, are the price of domestic goods and import goods in the home country
respectively.
Maximising total consumption in (4.14) subject to a given aggregate expenditure of

-Ptct — PH,tCH,t + PF,tCFf, results:

_ PH,t el
Cui =10 N Cy (4.16)
t
P —HC
CF,t = (1 — ’}/C) (—;7t) Ot (417)
t

4.3.2 Firms

Firms consists of wholesale sector, retail, and capital producers. Wages are taxed at
proportional rate of 7%. We follow Gali and Monacelli (2005) in assuming that the price

setting behaviour of firms is Calvo pricing and the Law of One Price holds.

4.3.2.1 Wholesale Sector

First we define the production technology which follows the Cobb-Douglas function as:

VY = F (A, Ny, K1) = (AN K (4.18)

where Y, is the output of wholesale sector, A; is the total factor of productivity, /V; is the
labour input and K; is the capital input. The wholesale firms sell goods to the retailers

at nominal price of P/V. The wholesale profit maximisation is written as:

Y, th
Fyv, = a—"t — W, 4.19
NET AN P T (4.19)
Y; PY  k
Fr,=(1 -« — = 4.20
Kt ( )Kt—l -Pt t ( )

where P, is price index of final consumption goods.

4.3.2.2 Retail Sector

There are a continuum of retailer indexed by j € (0, 1) which converts goods by purchasing
from the wholesale sector and produced a differentiated output Y;(j) and sells at price

Py (7). The final good is a constant elasticity of substitution (CES) aggregate of a
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continuum of intermediaries:

€ _
1 e—1

Yi(j) = / Yi(j) = dj (4.21)

The profit maximisation problem for this type of firm is:

1 =1 /1
wac P | [0 74| | [Padivitg (122
0 0
where € is the elasticity of substitution.
These goods are bundled into a final goods and lead to a total demand for home

good 7 given by:

Yi(j) = (PH’f(”)_EYt (123)

where we can define the aggregate price index of home-produced goods as follows:

1

Pue=| | 1PH,t<j>1—€] (124)

Every period, each firm faces a fixed probability 1 — ¢ that it will be able to update
its prices. Denoting the optimal price at time ¢ for home good j as P]_ft(j), the firms

allowed to re-optimise prices and maximise expected discounted profits by solving:

tt k .
B Z¢k P, ;k Yiurl) | P) — P (4.25)

Substituting in the demand Y from equation (4.23) taking first-order conditions with

respect the new price and rearranging leads to

E ZCbk Stk ( P i) Y P,

€ Py ik

_1 t,t
¢ EZ¢kA +E (PHtJrk) Yiir

P;jt — (4.26)

We then dropped the j index because all firms face the same marginal cost and update
to the same reset price. Hence, the right-hand of the equation is independent of firm size

or price history. The real marginal cost is defined by mc; = Y and we also introduce

t
P’
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k period of price inflation as:

Pk Priri Prie Prgsk

I = = 4.27
bk P4 Pri Priq P ( )
Subsequently we rewrite equation (4.26) become:
p# E Y Ak (Migasr)” YieuM Crp
ot T k=0 (4.28)

P, e—1_ & -
Hit E > Ak (HH,t,t+k)¢ (Ma g e1k) ! Yok
k=0
We introduce a mark-up shock MS; to the real marginal cost M C} and write the
expression (4.28) more compactly by denoting the numerator and denominator as X,

and Xy, respectively. Write the result in recursive form gives

J i 'e
sE = (4.29)
Pry  Xoy
where
1
X1t — OB E [Ie1] = 1_—1Yt+k Ucy MC o MS, (4.30)
Xop — ¢ BEI] = Yirr Uy (4.31)

Using the aggregate producer price index Py, and the fact that all resetting firms
will choose the same price, by the Law of Large Numbers we can find the evolution of

the price index as given by:
i . 1—e
Py ™= ¢ Pyt + (1—¢) P, (4.32)

which can be written in the following form:

P# 1—e
1=¢ (M1 +(1—0) ( H”f) (4.33)

Py

Using the demand of output, we can then write the price dispersion that gives the

average loss in output as

Ay = %Z <PPt—(tj)) h (4.34)
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for non-optimising firms j = 1, ..., J. It is not possible to track all P;; but as it is known
that a proportion 1 — ¢ of firms will optimise prices in period ¢, and from the Law of
Large Numbers, that the distribution of non-optimised prices will be the same in as the

overall distribution. Therefore, price dispersion can be written as a law of motion:

X —€
AVIES QbH;{,t—l,tAt—l + (1 —9) (X—Z) (4.35)

Using this, aggregate final output is given as a proportion of the intermediate output:

_

Y, = ~t
t A,

(4.36)

4.3.2.3 Capital Producers

Capital Producers purchase investment goods from home and foreign firms at real price

%I selling at real price (); to maximise expected discounted profits:
- I P!
EZAt,t+k {Qt,ﬂrk (1 -5 ([ asl )) Tyyy, — Ftlt+k:| (4.37)
k=0 t+k—1 t

where total capital accumulates according to
Ki=(1-0)Ki1+(1-5(Xy)) 1L (4.38)

The first-order condition yields

2 I
]t+1 o P

Qt (1 — S (Xt) — XtS/ (Xt)) + Et At7t+1Qt7t+1S/ (Xt+l) ? = F (439)
t t

where we define

S(Xi) = 6, (X, — X)° (4.40)

The relative price of capital Q); will equal PF{. Finally we define RX as gross real

return of capital given by:

(1—a) m= B (1-T5) + (1 - 6) Q.
Qt—l

R = (4.41)

where TX is a tax on corporate profits which we assume exogenous in this model.
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4.3.2.4 Investment Demand

Parallel with the consumption goods, the domestic, export and import demand for invest-
ment goods will have the same conditions. We express the aggregate price for investment
goods as P!.The investment demand is satisfied by domestic and foreign good (imports),
maximising
1 a1 TS e

Iy= |y gy + (L=qn)ri gy’ (4.42)
with I, and Ir; representing the investment using home and foreign goods respectively.
~r represents the share of domestic goods used for investment in the economy. The
parameter of u; represents the elasticity of substitution between domestic goods and

import goods. The corresponding price index is denoted by
1— 1-pr] =07
Pt] = VIPJ{I,t "y (1— VI)PJ{“,t ol (4.43)

where Pévt and Pét are the price of domestic goods and import goods in the home country
respectively.
Maximising total investment in equation (4.42) subject to a given aggregate invest-

ment of P,I; = P} Iy, + Pf Iy, results in

—HI
Ty =1 % I (4.44)
’ By
—HI
_ Ppy
Ipy = (1=1) B I (4.45)
t

4.3.3 External Demand

Asin a standard literature of small-open economy, we take the foreign aggregate consump-
tion and investment, denoted by C} and I respectively, as exogenous. The exogenous
approach is taken because we focus on emerging markets, which have the same features as
the small open economy. We formulate the demand of the export of consumption goods

from the foreign as:

* * P;‘},t HG *
CH,t = (1 - ’}/C) P* Ct (446)
t
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We define the real exchange rate of consumption goods as the relative aggregate con-

sumption price s; = Pf;f*. We then rewrite the demand for exports as
Py, —KE
e = (1—7¢ < ) Cr 4.47
H,t < C) Pt*St t ( )

where Py, and P/ indicate the price of domestic goods and foreign aggregate consumption
in the foreign currency. In addition, we assume that the Law of One Price for differen-
tiated goods in the traded sector holds. Therefore, the exchange rate will have perfect
pass-through to export prices and the price of consumption goods will be P, = S; Py,

Similarly, we assume that the home country has a perfect exchange rate pass-through for

imports which implies P = Pp,, S; P = Pp,, thus s, = Pgt. We then write
1 —Hy
=1 =) = 4.48
H,t ( ’VC) (TOTt) ( )
where ToT, = 5}’: ’; are the terms of trade.

We formulate the foreign demand for exported investment goods as follows:

Pl* KT

* * Ht *

Iy = (1 =171) (P“‘) I (4.49)
t

We define the real exchange rate for investment as the relative aggregate investment price

PI*S;
pL

I Then, we adjust the demand for exported investment goods to be

P\
Ty = (1= (P) I (4.50
where Pﬁft and P!* indicate the prices of domestic goods and foreign aggregate investment
in the foreign currency. As with consumption, we assume that the Law of One Price for
differentiated goods holds for investment goods. Therefore, the price of investment goods
will be P/* = StPIQ’ft. Similarly, We also assume that the home country has a perfect
exchange rate pass-through for imports, which implies P/* = Pf,, SiP{* = P, thus

P

L. We then write

St:?

* * 1 _ll/; *
== (o) 0 (451
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Therefore the total exports are given by

EX;=Cy, + Iy, (4.52)

4.3.4 Market Clearing, Fiscal and Monetary Policy

A resource constraint implies:
Y; - CH,t + O;f{?t + ]H,t + [I*{,t ‘l— Gt (453)

where Gy is the government spending.

For our policy setting, we consider exogenous distortionary tax rates on wage and
capital income to pay for exogenous government spending, with a government balanced
budget constraint. We also allow the government to run a fiscal deficit, use government
spending as a stabilisation instrument and borrow from domestic and foreign investors.

We assume foreign bonds are subject to a premium that depends on the exposure to
total foreign debt, as we have already defined in equation (4.7), where Bg; is the amount
of government debt denominated in foreign currency. We assume © (0) = 0 and ©" < 0

and the following functional form with these properties:
O (z) =exp(—Opz);05 >0 (4.54)

We contribute in introducing an exogenous risk-appetite shock (Z;) in order to determine
the impact of the ‘Risk On/Risk Off” phenomenon of the global financial system. This
phenomenon affects emerging markets, particularly since the global financial crisis (Farhi

and Werning, 2014; Alla et al., 2017). The equation (4.7) can be rewritten as:

1
R = (4.55)

PtB*@ (St(?ﬂtB;"t(lwt)Ba,t)) + =

Py Yy
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Furthermore, government borrowing is the combination of nominal domestic bonds
B+ held by foreign investors. The total stock of government bonds held in home country

consumption units is defined as

_ Bupy n SiBg

B, = =B, B 4.56
Gt ="p 2 cut + Bary (4.56)

Foreign bond holdings are a sum of assets held by households Br, and liabilities held

by the government Bf , home and evolve according to
PP*(S; (By, — Bgy)) = St (Byy_y — B&y_y) + PTB; (4.57)

where the nominal trade balance is the difference between domestic output and private

and public consumption and investment, which can be written as

PtTBt - PH,t}/t - PtCt - PI,tIt - PH7th (458)

We then define B, = Stﬁf L to be the stock of foreign bonds held by households, in

home country consumption units. Therefore,

S,
PfVHBm—I%m):StfLMqu—i%m4)+HTBH$
t—1
4.59)
s (
PtB* (BF,t - BGF,t) = Ht Lt (BF,t - BGF,t) + 1B,
t—1,t

Then, by analogy with the national budget constraint given in equation (4.59), the

government budget constraint is:

5
PP Bauy + PP Bory = Beu -1+ 7 Beri + D, (4.60)
t—1,t t—1,t
where the nominal government deficit is given by:
P,D; = Py;Gy — WiN, T}V — (1 — )Y,V Py MCTF (4.61)
Bond price will be written as
" (Brt — Bary) = i Bari—1 (Bpt — Bary) + 1B, (4.62)
t—1,t
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Fiscal policy tax rates T}V is given by

Pre Gt — _Dt — (1 — Oé) }/tPH’t MC’tTtk

TV — B i 4.63
t Wth ( )
We then define FX intervention as
B
FX, = =St (4.64)
Gt

The nominal interest rate R; is the monetary policy variable given by a standard
Taylor-type rule (Taylor, 1993). Beside the standard inflation and output deviation re-
sponse, we add an exchange rate depreciation term following Juhro and Mochtar (2009)

and Kolasa and Lombardo (2014):

log (%) =pgr log <R;%—1) +
I, Y, Iy,
(1—pr) lewlog( = ) +0, log (7) +0, 1og< =

The fiscal stabilisation also follows a Taylor-type rule which can be written in the

(4.65)

+ €ne

following form:

log (%) =pq log (Ggl) +
Ba I, Y,
(1= pc) [9Bg,n log < ?Gl’t) + 0cnlog ( tHl’t> + 0c.y log <?t)] + €gt

(4.66)

Finally, F'X, is set at F'.X > 0 in the steady state. Then F X, responds to changes

in the exchange rate depreciation rate IT1¥ and to R} as follows:
1 FXt . 1 Fthl +

Iy Ry
OFX,HS lOg ( E;7t> + QFX,R* lOg ( tR*Lt)

(4.67)

(1 —prx) + €rxy
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4.3.5 Shock Processes

The structural shock processes in log-linearised form are assumed to follow AR(1):

log Ay —log A = pa(logAi_1 —logA) +eay (4.68)
logGy —logG = pg (logGio1 —1og G) + ey (4.69)

log M S, —logMS = pus(log MS,_1 —log MS)+ ens, (4.70)
log C; —logC; = pex (log Cf_y —1og Cf) + ec s (4.71)
log I —logl; = pr-(logl | —logI}) + ey (4.72)
logIly —logIl; = pp- (logIl;_; —logII}) + ep- 4 (4.73)

Variables without subscription denote the steady state value of the variable.

4.4 Empirical Analysis and Result

In order to gain the result, we estimate the model by using the Indonesian data. This
section will elaborate our data and estimation techniques by using the Bayesian estimation
procedure, the data and priors used in estimation, a selection of the resulting impulse

responses and the variance decomposition.

4.4.1 Data

Following our model construction, we use Bayesian techniques to estimate the model’s
parameters. We employ quarterly data for Indonesia from the period 2000Q1 to 2018Q1.
We take our sample after the Asian Financial crisis. We use output growth, consumption
growth, investment growth, domestic inflation which are taken from Indonesian Statistics
(BPS). We also use policy rate and exchange rate growth from the central bank (Bank
Indonesia) and terms of trade growth from Thomson-Reuters.

The output, consumption and investment are in real terms. Whereas, policy rate
and exchange rate are in nominal terms. The exchange rate is using the USD/IDR
exchange rate. Domestic inflation is using the CPI index with 2012 base year. Terms
of trade are using the index of export prices and import prices which is constructed by

Thomson-Reuters. Figure 4.1 illustrates the historical and smoothed variables.
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Figure 4.1:
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observable variables. Table 4.1 describes our measurement approach.

Table 4.1: Measurement Equations

Observable
(1)

Model variables

(2)

Output growth
Consumption growth
Investment growth

CPI Inflation

Interest rate

Change in the exchange rate
Terms of trade growth

AlnYys: =A(InY; —InY) +eyy
AInCopst =A(InCy —InC) +ecy
Ahl[ob&t =A (111],5 — IHI) + €It
Hobs,t =1L —1I
Ropst =In Ry —log R
Sobs,t =1In (Hf/ﬂs)

AInToT gpsy = A(InToTy —InToT) + ey 4
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4.4.2 Parameter Calibration

To estimate the model, we calibrate some parameters according to previous studies and
to be consistent with the mean values in the data. The discount factor (3) is set to 0.99,
which gives an annual steady-state real interest rate around 4% which with many studies
(e.g. Smets and Wouters (2007)). The home bias parameter (y¢) is set to 0.62 and
labour share (a) is set to 0.66 according to Harmanta et al. (2014). We take the annual
labour work for Indonesia data in Feenstra et al. (2015) and calibrate the parameter of
Frisch elasticity of labour to 0.25. Following Schmitt-Grohé and Uribe (2003), we also
set the elasticity of the risk premium to the level of debt (¢p) to 0.001. We also take
into the account the data from the Asian Development Bank (ADB) which reports the
bond market in Indonesia®. We then calibrate the share of government bond (¥) to 0.9 to
reflect the average share of government bond in the market. Tabel 4.2 lists the parameter

calibrated values.

Table 4.2: The Parameter Value of Calibration Result

Parameter Symbol | Values

(1) (2) (3)
Labour share o} 0.66
Domestic household discount factor I5} 0.99
Home bias parameter for consumer goods Yo 0.62
Home bias parameter for Investment goods YI 0.62
Inverse Frisch elasticity of labour n 0.25
Elasticity of substitution between domestic & import consumer goods we 1.5
Elasticity of substitution between domestic & import investment goods Wr 1.5
Depreciation rate of capital ) 0.025
Government bond’s share )\ 0.9
Risk premium Op 0.001

4.4.3 Result and Analysis

We estimate the posterior mode, by numerically maximising the log posterior density
function; a combined of prior information and the likelihood of the data. Then, we
estimate the full posterior distribution using the Metropolis-Hastings algorithm. This
section we elaborate our findings along with some selected impulse-response analysis. We

begin with our prior and posterior results which are displayed in Table 4.3.

2Data can be downloaded from https://asianbondsonline.adb.org/data-portal/
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4.4. Empirical Analysis and Result

Our finding in table 4.3 indicates that the persistence of FX intervention (pryx) is
relatively high with the posterior mean value of 0.85 compared to our first prior mean of
0.5. This finding confirms the tendency of the central bank to intervene in the exchange
rate as stated in Calvo and Reinhart (2002). Moreover, the feedback of the exchange
rate in the interest rate policy rule is found to be low. We interpret this as the policy
rate may be targeted to address the inflation as Bank Indonesia is an Inflation Targeting
central bank. Besides, Table 4.3 indicates that the mean value of posterior inflation
weight parameter in the Taylor rule () is 1.8625 which is in line with Harmanta et al.
(2014). We also find that the share of credit-constrained household (\) is 0.4102 or 41%
of the total household. This number is slightly above the Indonesian Financial Services
Authority (OJK)’s report which stated that the percentage of households who do not
have access to the financial services is £33% in 2017 (The Financial Services Authority

(OJK), 2017) or the World Bank’s report .

4.4.3.1 Impulse Response Analysis

Another analysis that needs to be put forward is the impulse responses analysis. This
analysis explains the transmission mechanism in the model.We focus our discussion on
describing the impact of the monetary policy shock, the FX intervention shock and the

risk premium shock.
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4.4. Empirical Analysis and Result

Here we interpret monetary policy shock as the surprising positive shock to the
interest rate which is taken by the authority. Figure 4.2 shows that the monetary policy
shock affects all the observable variables. Nominal interest rate increases as a result of the
positive shock and subsequently the exchange rate appreciates, given the foreign interest
rate remains the same, because the UIP holds. Consequently, the terms of trade (ToT) is
declining. As the cost of fund increases, the household adjusts its consumption downward
hence causing inflation to dwindle. As consumption goes down, investment and output
also decrease. However, the appreciation of the exchange rate drives the import goods
to become cheaper which brings the consumption back to the steady-state in the second
round. When imports increase and the economy demands more foreign assets (or foreign
currency), without FX intervention, nominal exchange rate adjusts to the steady-state.
As the nominal interest rate decreases investment starts to go up and subsequently the
output is back to its steady-state.

During an episode of positive FX Intervention shock, Figure 4.3 indicates that the
positive FX intervention causes the exchange rate to depreciate and the ToT to increase.
As a result, the output and consumption increase at the time of the shock. However,
sudden upsurge in consumption and output causes the inflation to move up and interest
rate to follow in the same fashion. Subsequently, investment goes down as the cost of
borrowing increases. Following the increased of inflation, output and consumption are
contracted below their steady-state value. As the nominal interest rate increases, the
exchange rate appreciates given the UIP holds and investment starts to increase as a
result. The appreciation of the exchange rate also alleviates the pressure on domestic
inflation as the price of the imported goods becomes cheaper. The reduction of inflation
drives consumption up with output moving in the same direction.

Here we model risk appetite as an addition to the risk premium. Figure 4.4 reveals
the impact of the risk appetite shock on the observed variables. As the risk premium
increases, the nominal interest rate is also increasing. The upward movement of the
domestic interest rate causes the exchange rate to appreciate and the inflation increases.
However, the increase in the interest rate drives investment down. As both the inflation
and the interest rate increase, households adjust their consumption and drives output
down. In addition, the exchange rate is also appreciating following the increased domestic

interest rate. The appreciation of the exchange rate causes imported goods to become
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cheaper whilst the adjustment in consumption along with the appreciating exchange rate
alleviates inflation pressures. As a result, inflation and interest rate go down, whilst

consumption, investment and output increase.

4.4.3.2 Variance Decomposition

We also examine the variance decomposition which are portrayed in Figure 4.5 to 4.11.
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Contrary to Kubo (2017), we find that the FX intervention may affect real variables
such as output (Figure 4.5), consumption (Figure 4.6), investment (Figure 4.7) and in-
flation (Figure 4.8). Figure 4.5 displays that technology shock (eps a), similar to the
standard New-Keynesian DSGE model, and FX intervention (eps_fx) are the dominat-
ing shocks that affect the output. We may observe the presence of error measurements
in output (mes_y) in certain periods. Other effects are relatively small compare to the
technology shock and FX intervention shock. A similar situation can also be observed
in Figure 4.6 to 4.8. Technology shock and FX intervention are the major factors in
affecting consumption, investment and inflation.

The effect of FX intervention comes through the interest rate and the exchange
rate and finally the ToT. Figure 4.9 illustrates that the FX Intervention (eps fx) and
technology shock (eps a) affect the interest rate. Since we set the Taylor rule that
responds to the exchange rate, foreign inflation shock (eps pi_star) also has a strong
presence in the interest rate. As previously mentioned, the exchange rate in Figure 4.10 is
affected by the FX Intervention directly. Moreover, the foreign inflation has also affected
the exchange rate strongly. FX intervention affects inflation by lowering the import price
through the perfect exchange rate pass-through to inflation. Figure 4.11 also shows that
ToT is affected by technology shock (eps_a) and FX Intervention (eps fx).

4.4.4 Model Comparison

In order to gain more insight into how FX intervention to the economy, we compare our
model without the presence of the intervention. We construct two modified models to
compare with our existing model. First, we take the same model and experiment with the
monetary policy that only the interest rule presence or the full-pledge ITF. Second, we
also modified the same model by incorporating the exchange depreciation to the Taylor
rule. This the case of flexible ITF as suggested by Kolasa and Lombardo (2014). The
rest of the equations will be similar to our FX intervention model. We then take these
two models and compare the results with the FX intervention model results. The impulse
response of some selected variables is presented in Figure 4.12, 4.13 and 4.14. We focus
our analysis on the impact of these selected variables on the technology, monetary policy,
and risk appetite shocks to observe different implications of these policy options to these

specific variables.
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Figure 4.12 shows that the selected variables are more volatile in the presence of FX
intervention. Unlike in Wimanda et al. (2012), our results indicate that monetary policy
that incorporates the exchange rate depreciation in the Taylor rule displays more stable
variables in the presence of a Total Factor Productivity (TFP) shock. Meanwhile, the
FX intervention amplifies the risk perception and expectation during the TFP shock. A
keen appreciation in the exchange rate leads to a lower price in the midst of a low interest
rate period.

A strict Taylor rule has a tremendous impact on the presence of positive monetary
policy shock in the Figure 4.13. The nominal exchange rate, particularly, appreciates
a quite large as expected. The similar impact can be witnessed from other variables.
Without the presence of the exogenous risk appetite, the monetary policy is sufficient to
influence all the variables.

In the presence of risk appetite shock, the selected variables swing quite large under
the strict Taylor rule policy regime, as displayed in Figure 4.14. FX intervention helps
to stabilise the variable during this shock, particularly the exchange rate. This, in turn,

helps to stabilise the inflation rate and the output growth.

4.4.5 Policy Implications

Our findings may have several implications for the central bank. Our estimations suggest
that FX intervention helps to stabilise the economy during an episode of capital flows.
Without the FX intervention, the central bank has to increase the policy rate to contain
the impact of the risk appetite shocks. Otherwise, the central bank needs to allow the
nominal exchange rate to appreciate (in the case of capital inflows) or to depreciate (in
the case of capital outflows) rapidly (Ghosh et al., 2016). Using the interest rate as the
only instrument is demonstrated to be costlier to the economy, in our findings. This FX
intervention, however, needs to take into account the availability of the foreign reserves
of a country. An FX sale intervention requires sufficient foreign reserves and an FX
buy intervention will increase the foreign reserves. Investigating the adequate amount of
foreign reserves is beyond the scope of this research.

In addition, our findings highlight that FX intervention is not a generic solution for
every shock in the economy. For instance, during an episode of positive productivity

shock, the use of both interest rate and FX intervention will amplify the shock to the
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economy. By reducing the cost of borrowing through both the interest rate and the
exchange rate policymakers will aggravate the optimistic view of the agent, which will in
turn intensify the impact of the shock on the economy. Our model comparison indicates
that a Taylor rule that increases with the exchange rate depreciation response is the best
policy option to stabilise the economy. This paper supports Juhro and Mochtar (2009)
in suggesting that a policy rule in Indonesia needs to incorporate the exchange rate.

One other point that needs to be stressed is that the use of FX intervention should not
undermine the commitment of the central bank to achieve a pre-set target for inflation.
An inflation-targeting central bank, within its communication strategy framework, needs
to communicate clearly its strategy with regard to the intentions of the FX intervention,
which is to tackle specific shocks, in particular the capital flow shocks (Ghosh et al.,
2016).

4.5 Conclusion

This study provides a comprehensive analysis of the use of FX intervention by building
a DSGE model and producing estimates based on Indonesian data. We find that the
central bank actively intervenes in the exchange rate. The FX intervention affects the
macroeconomic variables through the portfolio channel. The risk appetite also affects the
economy by increasing the capital price.

To have a better understanding of the use of FX intervention, we also compare the
estimation results with a policy simulation based on two conditions: an interest rate
policy which strictly follows the Taylor rule and an interest rate policy that addresses in-
flation, output and the exchange rate. We find that the FX intervention helps to stabilise
the economy during the presence of risk appetite shocks and monetary policy shocks.
However, the interest rate policy that addresses the exchange rate as well as following
the standard Taylor rule is found to be more effective in stabilising the macroeconomy
during TEFP shocks.

These findings have a direct implication for policymakers. Our results suggest that
FX intervention can be used to complement interest rate policy, particularly in tackling
external shocks such as risk appetite shocks. However, policymakers need to be cautious

in identifying shocks so as to provide the right policy mix to tackle the issue. We simulate
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the economy under three different shocks, a positive productivity shock, monetary policy
shock and risk appetite shock, and our findings indicate that FX intervention may not
be the best complement for handling positive productivity shocks to the economy.
Although this study provides interesting findings, it also leaves avenues for future
research. First, it would be interesting to incorporate the availability of foreign reserves
into the FX intervention. On the one hand, piling up foreign reserves while performing
an FX buy intervention may incur investment costs. On the other hand, implementing
an FX sale intervention may be restricted by the amount of foreign reserves available.
Second, macroprudential instruments such as capital flow management may strengthen
or diminish the effect of FX intervention. Furthermore, macroprudential tools aimed
directly at the banking system, such as loan-to-value or reserve requirements, may have

different implications. It would be worth combining this analysis with our framework.
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APPENDIX

C.1 Standard Deviation of Shocks
Standard Deviation of Shocks Result

Std. dev of shocks | Prior mean | Post. mean | 90% HPD interval | Prior | Pstdev

(1) (2) (3) (4) (5) (6) (7)
€A 0.01 2.1909 | 1.5459 2.7825 | invg 2
EM 0.01 0.113 | 0.0898 0.1318 | invg 2
EMS 0.01 0.0321 | 0.003 0.0578 | invg 2
€G 0.01 0.0057 | 0.0025 0.0087 | invg 2
e 0.01 0.0064 | 0.0024 0.0111 | invg 2
€R 0.01 0.0079 | 0.0024 0.0146 | invg 2
€ 0.01 4.1176 | 3.5616 4.8036 | invg 2
= 0.01 0.0078 | 0.0032 0.0131 | invg 2
mey 0.01 1.6633 | 1.4536 1.8882 | invg 2
mec 0.01 0.2838 | 0.2397 0.3219 | invg 2
mer 0.01 1.339 | 1.1421 1.5389 | invg 2
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C.2 Prior and Posterior Distributions
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C.2.

Prior and Posterior Distributions
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C.3 Impulse Response
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Impulse Response to Productivity Shock
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C.3. Impulse Response

Impulse Response to Foreign Consumption Shock
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Appendix C.

Impulse Response to Foreign Inflation Shock
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CHAPTER

External Shock and the Implementation of
Monetary and Macroprudential Policies in
an Emerging Market

Abstract

External shocks pose a substantial challenge for emerging markets to maintain economic
stability. Amidst a number of factors — foreign interest rates, foreign consumption, etc. —
that potentially affect the domestic economy, changes in risk appetite of market partici-
pants can also be a factor that conditions the domestic economy. Many instruments have
been utilised to tackle these challenges, including the reserve requirement. However, the
question of the effectiveness of the reserve requirement to stabilise the economy, particu-
larly during episodes of risk appetite shocks, begs an answer. This paper addresses this
issue by developing and estimating a Dynamic Stochastic General Equilibrium (DSGE)
model using Indonesian data. This study finds that the reserve requirement provides a
complementary role to the interest rate policy and FX intervention when used to stabilise
the macroeconomy.

Keywords: monetary policy, macroprudential policy, foreign exchange intervention, re-
serve requirement, DSGE
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5.1 Introduction

The role of reserve requirements has been revived in the aftermath of the recent global
financial crisis. This instrument is being utilised to achieve price and financial stability.
Some recent examples can be drawn from China that frequently uses the reserve require-
ment to curb domestic credit growth (Ma et al., 2013; Mora, 2014). Reserve requirement
is also used to absorb excess or else extend liquidity following a foreign exchange rate
(FX) intervention. Similar experience can also be seen in other Asian as well as Latin
American countries (Federico et al., 2014; Montoro and Moreno, 2011).

The use of reserve requirements can also be attributed to the volatility of capital flows
in emerging markets. Many policymakers use this instrument to tackle the volatility of
capital flows. In the event of massive capital inflows, many countries resort to the reserve
requirement because increasing the policy rate to tackle the pressure of domestic inflation
will instead attract more capital inflows (Montoro and Moreno, 2011). During the period
of capital outflows, reserve requirement can be used to neutralise the increasing policy
rate due to the ‘free of falling” or the need to defend the currency (Federico et al., 2014).

This extensive utilisation of the reserve requirement instrument triggers a long and
extensive debate on the use of reserve requirement. As previously mentioned, it may
be difficult to determine the main objective of the reserve requirement since it varies
across countries (Gray, 2011). In addition, the reserve requirement has also served as a
macroprudential instrument in several countries, such as Malaysia and Turkey (Glocker
and Towbin, 2012), in an attempt to reduce the intensity of the financial cycle and
therefore restrain financial vulnerabilities that may occur as a result.

In another case, Indonesia introduced in 2010 an additional measure to the reserve
requirement, linking it to the loan-to-deposit ratio (LDR) of banks on top of their pri-
mary reserve requirements. This measure is imposed a reserve requirement penalty if a
bank has a LDR below or above target (Bank Indonesia, 2010). This measure is now
called macroprudential intermediary ratio (Bank Indonesia, 2018)! . The macropruden-
tial intermediary ratio is intended to drive the banking intermediation function to the real
sector in accordance with their capacity and macroeconomic stability while maintaining

the precautionary principles. The LDR target can function as a signalling tool regarding

!Detail regarding the Bank Indonesia’s macroprudential instrument can be accessed at
https://www.bi.go.id/id/peraturan/ssk/Pages/PBI_200418.aspx
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the credit condition that is preferable for the central bank (Satria et al., 2016).

Despite the implementation and the long and extensive debates regarding the effec-
tiveness of using reserve requirement, the findings in this area are still far from reaching a
conclusion. On the other hand, Lubis et al. (2019) highlight that foreign exchange (FX)
intervention complements interest rate policy, particularly in tackling external shocks
such as risk appetite shocks, in order to stabilise the macroeconomy. Therefore, it is crit-
ical to analyse the reserve requirement within the framework of the central bank, along
with interest rate and FX intervention.

In this paper, we try to explore — in the context of an emerging market — the impact
of using the reserve requirements combined with FX intervention as key instruments in
an inflation-targeting framework. The paper also purports to examine the interaction
of monetary policy and macroprudential policy in the context of countercyclical reserve
requirement as well as investigates whether the reserve requirement helps the monetary
policy to stabilise the economy or causes the instability.

In doing so, we set up a Dynamic Stochastic General Equilibrium (DSGE) model with
a sticky price and wage @ la Calvo (1983), a banking sector with an imperfect substitution
and the presence of FX intervention and reserve requirement to complement interest rate
policy. Different from the previous paper in Chapter 4, here we incorporate the banking
sector in our model and assume that all the household will have no restrictions to access
the financial sector. However, similar to Chapter 4, we also incorporate in our model
the risk-appetite of investors as a shock to the economy. Further, we estimate the model
by using data from Indonesia, one of the emerging economies that have been affected
by capital flows volatility. Finally, we examine the impact under three different regimes:
where an interest rate policy used to stabilise inflation and output or the full-fledged
Inflation Targeting Framework (ITF); where an interest rate policy is combined with FX
intervention to stabilise inflation, output and exchange rate, and; where an interest rate
and foreign exchange intervention is used to stabilise inflation, output and exchange rate.

This paper contributes to this research area, firstly, by providing empirical esti-
mations of the DSGE model for emerging markets that employ a combination of reserve
requirement and FX intervention. Secondly, it demonstrates that the reserve requirement
can be utilised by policymakers to complement interest rate policy and FX intervention

in stabilising the economy during a period of external shocks, particularly a risk appetite
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shock.

The remainder of the paper is organised as follows: Section 2 highlights the related
literature in reserve requirement whilst section 3 presents the small open-economy model.
Section 4 touches on the empirical estimation as well as discusses generated evidence, and

finally, section 5 provides some concluding remarks.

5.2 Related Literature

A commercial bank is required to maintain a minimum reserve against their liability
mainly in the form of balances at the central bank (Gray, 2011). This practice is already
abandoned by some developed countries but is still largely practised in emerging markets.
Gray (2011) highlights that the reserve requirement serves several purposes: (i) as a pru-
dential measure that protects banks against a liquidity shock; (ii) as a form of monetary
control, either by altering the level of unremunerated reserve requirement hence affecting
monetary growth or affecting the spread of deposit interest and lending rates, and; (iii)
as a liquidity management that can affect the behaviour of banks.

Federico et al. (2014) find that most of the emerging markets use reserve requirements
as a countercyclical policy tool to stabilise the macroeconomy whilst policy rate assumes
the procyclical role. According to Federico et al. (2014), this reflects the fact that many
emerging economies use policy rates to defend their exchange rate whilst the reserve
requirement acts as a substitute for the policy rate.

The use of reserve requirement has become increasingly complex and it becomes
very difficult to delineate its main objective. Policymakers in emerging markets have
been using reserve requirement to cope with the implications of capital flows. Early
observation can be drawn from Reinhart and Reinhart (1999), which document the use
of reserve requirement to absorb or expand the monetary base in a particular country
during a foreign exchange operation that follows an episode of capital flows. They suggest
that during the 1990s, many countries in Asia and Latin America, such as Malaysia,
Thailand, and Chile, increased their reserve requirement ratio to deal with a surge in
capital inflows, whilst Argentina lowered its reserve requirement during a massive capital
outflow period. Brazil even used reserve requirement to cope with both capital inflows

and outflows during the same years, according to this study.
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The practice of using reserve requirements to tackle massive capital flows episodes can
also be spotted in the most recent global financial crisis. Glocker and Towbin (2012) point
out that China actively used the reserve requirement in 2010, while Turkey increased its
reserve requirement in the same year. Several Latin American countries are also observed
using this instrument, such as Brazil, Colombia and Peru (Montoro and Moreno, 2011).

Using reserve requirement may restrict the expansion of financing conditions but
without drawing more capital flows as it is with increasing policy rate (Montoro and
Moreno, 2011). Banks can adjust their deposit and lending rates as reserve requirements
act as a tax on financial intermediation without having to make adjustments on policy
rate. Lowering the reserve requirement during an episode of capital outflows provides
relief in the liquidity and it also directly affects credit supply. This is helpful particularly
in an emerging country where the financial market is still less developed and a pass-
through from the policy rate (Moreno, 2008). In addition, reserve requirement may
achieve financial stability by restraining credit growth in the upswing of the business
cycle and providing the reserve back to the banking sector in the downturn of the business
cycle (Montoro and Moreno, 2011)

This practice has attracted new interest in studying the impact of using reserve
requirement in macroeconomy. Analytical contributions regarding the use of reserve
requirement can be drawn from Glocker and Towbin (2012). They construct a small open-
economy model with sticky prices, financial frictions and a banking sector in which reserve
requirement is being imposed. They find that the reserve requirements help stabilise the
macroeconomy in the presence of a financial stability objective. The presence of a foreign
currency debt also increases the effectiveness of the reserve requirements.

However, FX intervention is absent from Glocker and Towbin (2012) model. Agénor
et al. (2018) then complement the analysis with a FX intervention combined with the
imperfect substitutions for deposit and other funding sources for the banks, such as
central bank and foreign loans. They also introduce a time-varying reserve requirement
that links counter-cyclically to a credit-based measurement. They find that this credit-
based reserve requirement instrument helps stabilise the macroeconomy and financial
volatilities. Further, they argue that the reserve requirement and FX sterilisation are
partial substitutes.

In addition, in the aftermath of the 2008 financial crisis, many inflation-targeting
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framework (ITF) central banks implement foreign exchange rate intervention as a com-
plementary policy to the interest rate (Ghosh et al., 2016). This is partly driven by the
impact of the quantitative easing policy, which is conducted by most of the central banks
in developed countries, namely the Federal Reserve and the European Central Bank. The
excess liquidity in the global market needs to be channelled, mainly to emerging markets.
Ghosh et al. (2016) find that the use of foreign exchange rate intervention helps achieve
price stability. Blanchard et al. (2015) also find that the foreign exchange intervention
helps dampen exchange rates pressures and can be considered as a part of the ITF central
bank’s tool to stabilise the macroeconomy.

The volatility of the exchange rate is also amplified by the volatility of the market
participants’ risk appetite. This phenomenon is popularly called 'Risk On/Risk Off” phe-
nomenon (Smales, 2016). Smales (2016) finds that this change of risk perception relates
to the large volatility in foreign exchange assets. In the case of Indonesia, Cadarajat
and Lubis (2012) find that the impact of the exchange rate volatility increases after the
global financial crisis. This volatility increase is driven mainly by the off-shore market
which represents foreign investors’ risk appetite. Early studies such as Henderson and
Rogoff (1982) have documented that the change in risk appetite of market participants
may affect the stability of the exchange rate.

In other studies, Bustamante and Hamann (2015) and Leduc and Natal (2018) pro-
vide a close-economy model to investigate the role of countercyclical reserve requirement
to macroeconomy. Bustamante and Hamann (2015) build a dynamic stochastic general
equilibrium (DSGE) model with the presence of two policy instruments, interest rate and
reserve requirements. This model is also equipped with risk-averse financial intermedi-
aries and heterogeneous agents who face uninsurable idiosyncratic risks. Their key finding
is that countercyclical reserve requirements help in reducing consumption volatility when
banks become increasingly risk-averse. The imperfect substitution between bank deposit
and loan from the central bank attributes to the effectivity of reserve requirements.

In addition, Leduc and Natal (2018) investigate the use of reserve requirement linked
to the financial cycle. They find that in the absence of macroprudential policy, mone-
tary policy needs to be equipped with the ‘lean against the wind’ instrument. This can
be performed by adding asset price to the standard Taylor rule. One of the arguments

that they put forward is that the economy is subject to a feedback loop between asset
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prices and economic fluctuations. Adding macroprudential instruments such as reserve
requirement, which is connected to credit growth, Leduc and Natal (2018) argue that the
introduction of macroprudential instruments helps in diminishing the endogenous feed-
back loop between asset price and economic fluctuations. This condition helps monetary
policy focus on tackling price stability.

Agénor et al. (2018), similar to Tacoviello (2005), also use housing as credit collateral.
This is important as housing collateral backs up many credits. This link provides the
collateral effect that allows the model to match the positive feedback of real spending to
housing price.

Turning to empirical evidence, extensive work has been performed to examine the
role of reserve requirement in the economy. Several works can shed light on the use of
this instrument, particularly in an emerging market setting. These include Reinhart and
Reinhart (1999), Armas et al. (2014),Loeffler (2015), Crespo Cuaresma et al. (2019) and
Tovar et al. (2014). Reinhart and Reinhart (1999) find that the reserve requirement helps
prevent a monetary expansion during an episode of massive capital outflows in sample
countries such as Malaysia, Kenya and Chile. It is also observed that the deposit interest
rate is lowered, the lending rates are increased, and therefore, the spread between these
rates is widened.

Armas et al. (2014) find that the reserve requirement in Peru helps curb the effect
of large capital inflows that follows an expansion policy from developed countries. In
addition, Armas et al. (2014) argue that using this instrument also helps develop the
capital market in Peru by increasing the cost of credit. Firms are instead encouraged to
use the capital market when seeking funding.

Loeffler (2015) examines the impact of the use of reserve requirement on real ex-
change rate. He performs tests on data from Latin American, East Asian and Eastern
European countries to find whether reserve requirement drives undervalued real exchange
rates to enhance international competitiveness. Loeffler (2015) finds that reserve require-
ment drives real exchange rate to depreciate. He continues to argue that a high reserve
requirement measure may cause a shift from formal banking services to shadow banking
since the cost of financial intermediation increases in the formal banking sector.

On the relationship with output and credit growth, Crespo Cuaresma et al. (2019)

perform an analysis using quarterly data on reserve requirements in 60 countries. They
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find that reserve requirement affects output growth negatively during tranquil times and
positively during crises. They also argue that the impact of reserve requirement on credit
over GDP is presented positively in the long run. Tovar et al. (2014), in another study,
report that based on data from Latin America, reserve requirement has an effect to credit

growth. They also argue that reserve requirement is a complement to monetary policy.

5.3 A Small Open Economy Model

We consider a continuous-time model with infinite horizon that features nominal and real
rigidities along the lines of Agénor et al. (2013, 2018), Smets and Wouters (2007) and
Christiano et al. (2005), among others. We assume that wage and price have nominal
rigidity. We also set the banking sector to have an imperfectly competitive environment.
We include an interest policy combined with FX intervention, and reserve requirement
as the stabilisation policies. However, we assume that the central bank may not be able
to fully utilise the FX reserves and has to maintain a certain amount of FX reserves.

We will describe each problem of the agents in these following sections.

5.3.1 Household

There is a continuum of households, which is indexed by j € [0, 1]. These households are
exposed to the Calvo-style wage-setting friction, in which they will have heterogeneous
wages and labour supply and therefore income. This paper assumes that there is no
presence of an idiosyncratic wage risk. In addition, the utility of consumption, C;, and
labour N, is separated. Therefore, households will be identical in other decisions. They
own the final, intermediary and capital good producers, and commercial banks. They
will receive a profit transfer from each firm.

The household problem can be written as:

1
max Eo i B° In(Ciys — XCiys—1) — N M + Yy Inxpys + Y In Hyys
Ct,Nt,Bi 1,8, 1, Mt y1,D¢, Hy 1417

s=0
(5.1)

where H; is the housing stock, x; is the composite monetary asset of the household,

which can be generated by combining cash balances, M and bank deposit D;:
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vy = (M})* Dy~ (5.2)

Parameter ( is the discount factor, x is the internal habit parameter and 7 is the inversed
Frisch labour disutility function. Parameter ¢y is labour disutility while 1, and ¢y are
the liquidity and housing utility parameters respectively. Households then face a nominal

budget constraint, which is given by:

PCy+ S Bfyy + My + Dy =W, N, — T, + T} + T + TP + 1+ 1021) B+ S (L+71,) By

+ M, + (1 +7’f)) Dy — PtH (Hy — Hy )

P, is the price of goods sold in the domestic market, S; is the exchange rate, B} is
the foreign bond holding, B; is the government bond holding while 7} is the lump-sum
tax. ['[9 T'YC T'B are the profit transfer from intermediate good producer, capital good
producer and commercial bank respectively. r; is the nominal interest rate and is set by
the central bank, while r” is the nominal interest rate paid to the bank’s deposit. r}
is the foreign interest rate which in this paper will be assumed following an exogenous
process.

Following Schmitt-Grohé and Uribe (2003), Adler et al. (2016) and Chang et al.
(2015), the foreign bonds are subject to a risk premium that depends on the net exposure
to foreign assets (NFA;):

NFA, NFA
d8 = 05 [exp ( L ) — 1| +epeu (5.3)

where NFA, = B} — Lf + X, and €4+, represents the exogenous risk appetite shock.
Maximising equation (5.1) subject to the budget constraint, the first-order conditions

will be:

1 1
M= = B 5.4
G- XCi1 Px Cr1 — XxCy (54)
A= BB (1+7) (14 my)" (5.5)
m = X (5.6)

>\t 1+t1”t

1—

dy = w (5.7)

A Trr
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-1

P _
Pl =\ T 1tn g hy! (5.8)
1
S Ty (5.9)

Ty = —————5
() @f
where ); is the Lagrange multiplier, 7; is the price inflation and 77 is the exchange rate

inflation?.

5.3.1.1 Consumption Demand

The consumption of both households consists of domestic and foreign goods (import)

which are a composite index of:

rC
po—1 ro—1 1—po

C, = |veie Op, i + (1 — ve)7e Cp, b (5.10)

with Cp; and Cp; representing the consumption of home and foreign goods respectively.
The shares of v¢ in the consumption represents the share of domestic goods and import
goods in the economy, which is also known as the ’home bias’. The parameter of uc
represents the elasticity of substitution between domestic goods and import goods.
Here, we assume that the price of import goods will be directly passed to the price
domestically. This view is supported empirically by Rahadyan and Lubis (2018). They
argue that although the level of nominal exchange rate pass may not transmit directly to
inflation, the volatility of the nominal exchange rate amplifies the effect of the pass-
through. Therefore, we may consider that the nominal exchange rate has a perfect

through to inflation. The corresponding price index is denoted by:
) ) 1
P = [VC PDﬂg THC 4 (1 — Vc> PFﬂg _MC] 1=ne (511)

where Pp, and Pp, are the price of domestic goods and import goods in the home country
respectively.

Maximising total consumption in (5.10) with regard to a given aggregate expenditure

2Since the currency of emerging markets is usually the term currency, we interpret a positive 7

the depreciation rate and a negative one as the appreciation rate.

as
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of PtCt PD tCDt + PFtCFt results:

PD,t —HC
Cpy = veo N Cy (5.12)
t
PF,t —HC
CFt = (]_ - VC) ? Ct (513)
t
We define T0T; = }I; can be written:
1
ToT: = i:;i ToT;_, (5.14)

Therefore, the price of domestic goods and foreign imported price can be defined as:

P, 1

—If’t = [ve + (1 — vg) ToT,'7he] T=he (5.15)
t

P 1

% = [(1 - 1/0) + ve TOTtHC_l} oo (516)
t

5.3.1.2 Labour Supply

The labour supply will be set similar to the standard New-Keynesian DSGE model. As
previously mentioned, there is a continuum of households, which indexed by j € [0, 1].
These households will provide differentiated labour to a ‘labour supplier’, who bundles
the differentiated labour supply into a homogeneous labour input available for the firm,

which is denoted by Ng;. The labour supplier will bundle the labour supply according

th—(/ N,(5)* )w_ (5.17)

The elasticity of substitution among different types of labour is measured by €,. This

to:

parameter is assumed grater than one so that different types of labour are substitutes.

The labour supplier will try to maximise the profit which can be written as:

61:1;1 1
maXWt (/ Nt ew d]) _/ Wt(])Nt<J> d]
0

The nominal wage is denoted by W; and W,(j) is the nominal wage of labour of variety

7. The first-order condition will give the demand of each variety of labour, which can be
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written:

The aggregate wage index is defined as:
' 1
W, Nas = / W)™ Wi Nog dj (5.18)
0
Aggregate labour supply is defined as the sum of labour by variety:
1
Ny = / N:(j) dj
0

The demand for each variety of labour can then be derived as:

N, = /01 (W;V(j))ew Ny, dj (5.19)

Similar to price, the wage also has nominal rigidity. We assume that households

are not freely able to choose their wage each period. In particular, in each period, they
face the probability 1 — ¢,, of being able to adjust their wage. With probability ¢, they
are stuck with a wage for one period. The first-order condition related to wage can be
written as:

N w21t
Wy = —

(5.20)

ew — 1 204
where w, is the reset wage. Whereas z;, and 2, are the auxiliary variables for wages

which can be expanded to:

we\ W (1+n) e . W ew (1+n)
21t = YN < At> N8 gy (14 ) =W ew O (1 oy g yew (1) (E) 21,641
(5.21)
wy\ Y cw (I—ew) ew—1  Werr \ "
Zop = Ni Nt &, + Bow (1+m) W (14 1) — 22,41 (5.22)

Wy

Therefore, the real wage w; can be formulated as:

1
wy = [(1 — dw) WY + oy (14 mq)” =ew) (1 4+ )W wt71176W} T (5.23)
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5.3.2 Firms

In this model, the firm is divided into a representative final good producer, a continuum
of monopolistically competitive intermediate goods firm who have power but are subject

to price stickiness ¢ la Calvo (1983), and a capital good producer.

5.3.2.1 Final Good Producer

The final good producer is assumed to be perfectly competitive. The final output good Y;

is a constant elasticity of substitution aggregate of a continuum of intermediaries Y; (k):

Y, = (/01 x;(k)"’e?) o (5.24)

The parameter of ¢, is the elasticity substitution between different intermediary goods.
We assume that ep > 1.

Profit maximisation by the final good producer results in a demand curve for each

Vi(k) = (M)Y (5.25)

The aggregate domestic price level Pp; is derived from the definition of nominal

intermediate:

output as the sum of prices multiplied with the quantities of intermediary goods, and can

be written as:

Ppy = (jélfﬁlxk)lepdk> (5.26)

5.3.2.2 Intermediate Good Producer

Production function in the intermediary good producer is operated by a constant return
to scale technology in labour, with a common productivity shock, A;, by following Cobb-

Douglas function:

Y, = A K, N} (5.27)

Intermediate good producer faces a common wage. A proportion of wages, [k, € 0, 1],
needs to be paid in advance and requires funding from the commercial bank in the form

of bank’s loan [}*:

l?(kﬁ) = watNt (528)
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This bank loan will cost the intermediate good producer the interest rate of bank loan
rL. This type of loan is assumed to bear no risk, and hence, will be repaid at the end of
the period t in the full amount.

Intermediate good producer is not able to adjust price independently to maximise
profit for each profit. Besides the loan interest rate, intermediate good producer also
needs to pay the wages and rental cost of the capital (RX) Therefore, intermediate good
producer will always try to minimise its cost. The cost minimisation problem of the

intermediary good producer is:

Kt(g)l,il{flt(k) Kw (1 + rtL)Wt Ni(k) + Rf(Kt

subject to

A K ()" Ni(G) " =

First order condition for the intermediate good producer can be written as:

wy (1 + TtL) Kw

mey = —a) 4, (%>a (5.29)
I ; @ RK (%) [(1+7E) k) (5.30)

where mc; is the real marginal cost.

Intermediate good producers are not able to adjust their price independently. The
domestic good price is defined as Pp;. Each period, there is a fixed probability of 1 — ¢,
that a firm can adjust its price. If the firms cannot adjust, they partially index their price
to lagged aggregate inflation at ¢, € [0, 1]. The gross inflation rates then can be written

as:

PD,tJrsfl Cp "~
Ppiys(k) = Do Pp (k)

where P,;Lt(k:) is the reset price.
Firms will discount profits s periods into the future by M, @5, where M, =

E, 65%. Putting this in the demand for goods, we get:
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P o Cp(1—ep) l—e, . P . Cpep .
(PRt ) )P Vi = s (TR P s
D,t—1 D,t—1

= S )\S S
max E; Z (Bop) as
s=0

Pp.o(k) AY

The first-order condition is:

- s t+s —Cp e €p
E; > (B0p)” Ay Prts (IDL)—+> Pl Yiis

R Pp 1
Ppy=—= = G (1—=¢p)
’ €, — 1 o Pp s P U—er) o
b Et ZO (quP)S )‘f—%s (Pg:i1> Pt-is Yt-‘rs
Ss=!

We define ¢, = mc; and rewrite the price setting condition as:

Pp, = @ T
' €p — 1 F2,t

Where:

. P —Cpep
Firy = me Py Y+ ¢ B < Dt ) E: Fi+1

. _1 PDt Cp (1—¢p)
F2,t:>\tPDp7t ;Y;f‘{’qbpﬁ (—7) Et F2,t+1

We then can express in terms of domestic price inflation mp, as:

N € Jit

1 = (1 P_ I~ 5.31
+7TD,t ( +7TD,t) Ep—l f27t ( )

Subsequently, the auxiliary variables are written become:
fre=Ame Yo+ Bop (L +mp)T P (14 7p0)7 fren (5.32)
for=MNYi+Bop (1+ 7TD,t)CP (1=<p) (1+ 7TD,t+1)EP_1 fot1 (5.33)

Therefore, domestic price inflation can be defined as:
L

1+ mp, = [(1 —¢p) (L+7p) P +¢p (14 mpy_q) )7 (5.34)

Price dispersion vp, is defined as:

1+mpy
1+7py

vp, = (1 — ép) ( ) +6p (1+7mpsy) PF (1 +7p)" vppy (5.35)
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Therefore, output can be written as:

ALK N1«
Upy

Y, (5.36)

5.3.2.3 Capital Good Producer

Capital good producer purchases capital goods from domestic and foreign retail firms.

The aggregate capital accumulation is

K, +(1-96) K, (5.37)

I ¢k (K — Ky 2
K 2

K., = | L —
o= -

The investment needs to be paid in advance and therefore capital goods producers
need to borrow from the bank:

=1 (5.38)

This study assumes that giving loan to the capital good producer is a bit risky and
the repayment is uncertain. The probability of the loan will be repaid is ¢; € (0,1). This
loan is also covered by housing stock owned by the household as collateral. Following
Agénor et al. (2018), we assume that the household does not require any fee for pledging
their housing stock as the collateral. Expected loan repayment from the capital goods
producers is g; (14 %) I, + (1 — ;) vP H, where v = fol v'di <1 and v € [0,1] is the
collateral which the fraction of the housing stock.

The capital good producer chooses the level of capital K;,; and investment I; to
maximise the value of the profit transfer to the household. The profit maximisation

problem of the intermediary good producer is:

max R K, — q(1 + 2+ (1 — ¢)yPPH

Kiq1

subject to
L ¢x (K — K\
t [Kt 2 ( K, K+ ( ) K;
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The first-order condition yields:

2
(L+rfy) <1+¢>K (Ki{il —1) ii;:) ~ 1+ @ (1—5+¢2K ((K;(f) _1>>]

where rX is the rental rate of capital.

K
Ty =1

5.3.2.4 Investment demand

Parallel with the consumer goods, the domestic, export and import demand for investment
goods will have the same conditions. We express the aggregate price of investment goods

as Pl. The investment demand goods from domestic and foreign (imports) to maximise:

K
1 pr—1 pr—1 T—pug

I = [uﬁ Ipg 1 + (1 —v)or Ip, 1 (5.40)

with Ip, and I, represent the investment by using home and foreign goods respectively.
The shares of 7 in the investment represent the share of domestic goods and import goods
in the economy. The parameter of u; represents the elasticity of substitution between

domestic goods and import goods. The corresponding price index is denoted by:

1

Pl = w Ph, ™+ (=) PES T (5.41)

where Pfj’t and PI{ﬂ’t are the price of domestic goods and import goods in the home country
respectively.
Maximising total investment in equation (5.40) with regard to a given aggregate

investment of P/ I, = P}, Ip; + Pp, I, results:

PDt —HKI
]Dt =V P—j ]t (542)
t
P —HI
I = (1—vp) (g) I, (5.43)
t
P, 1
—}fft = (vr + (1= vy) ToT, ' 11y = (5.44)
t
P, 1
TR (1 oy 4+ ToT M) T 5.45

PtI PD . PD '
L= (22 —t 5.46
P ( P / Pt] ( )
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5.3.3 Commercial Bank

Commercial bank supplies loan, [;, to intermediary good producer and capital good pro-
ducer and collects deposit d; from the household. To support its funding, the commercial
bank can borrow from abroad,Lr;, and from the central bank LY Therefore, the bank

balance sheet in real terms is:

(1 +7Tt5)

li+ RR, = dy + ~——2
t t t (1+7Tt)

Lpy+ LY (5.47)

where RR; is the reserve requirement that needs to be placed in the central bank and

derived from:

RR, = prrd; (5.48)

rre is the reserve requirement ratio which is determined by the central bank.
The cost of borrowing from the abroad is the foreign interest rate r!” and measured
in the foreign currency terms. The cost of borrowing is a function of the foreign interest

rate 7} and a premium, which can be written as:
L+l =1+r) (1+@)) (5.49)

where ®f is the premium of borrowing which increases according to the amount borrowed:

0
oF = ng (5.50)

Total lending to the intermediate good producer and capital good producer will be:

lt = Rw Wy Nt + [t (551)

The aggregate supply of loan is a basket of differentiated loan each supplied by a bank i

with constant elasticity of substitution e;, > 1 :

Lo l4eg ﬁ
ly = U (1) = di] (5.52)
0

Whereas, the aggregate supply of deposits by the household is a basket of differenti-

ated deposits, each supplied to a bank ¢ with a constant elasticity of substitution ep > 1
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between different type of deposits:

L i4ep ﬁ
4, = [ / (d)) 5 d@'] (5.53)
0

The commercial banks chooses the level of loan’s interest rate 7, the level of deposit’s

interest rate 7 and foreign loan LI to maximise the value of the profit transfer to the

household. The profit maximisation problem of the commercial bank 7 is:

max (L4 ) 1) + ai(0) (1 + L) + (1 qu(0)y (i) PY H -

DL [ F
oy Ly

(L+7r2)di(i) — (L +r]) LY —Ee(14+ 7)) (L4+1) L

subject to equation (5.47) to (5.53).

First order condition of the bank’s problem can be written as:

€D

140 = e (1—prr) (1+77) (5.54)
€L

l+rf=—=— (1++° 5.55

i & (EL—1)< i) (5:55)

. L+78—(14r)) (1+77)
o6 (L+77) (1+m)

(5.56)

Following Agénor et al. (2014, 2018)’s approach, the repayment probability depends

positively on the effective collateral-capital good producer loan ratio and the cyclical

PhFL ©1 Y, ©2
- O ()

Borrowing from the central bank is determined residually from the balance sheet

position of the economy:

constraint in equation (5.47):

1+7
ltC:lt—ltF (1+7é)_(1—PRR) dy (5.58)

5.3.4 External Demand

As in a standard literature of small-open economy,the foreign aggregate consumption and
investment, denoted by C} and I} respectively, is taken as exogenous. The exogenous

approach is taken because we focus on emerging markets, which have the same features
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as the small open economy. The demand of the export of consumption goods from the

foreign can be formulated as:

PBt —1&
Dt C Pt t

The real exchange rate of consumption goods is defined as the relative aggregate

consumption price s; = Pf;,tst. We then rewrite the demand for exports as
Ch, =1 —1g) (P5t>_#*c C (5.59)
=1-v ’ ; .
Dt C Pt* S t

where P, , and Py indicate the price of domestic goods and foreign aggregate consumption
in the foreign currency. In addition, we assume that the Law of One Price for differen-
tiated goods in the traded sector holds. Therefore, the exchange rate will have perfect
pass-through to export prices and the price of consumption goods will be P, = S P} ,.
Similarly, it is assumed that the home country has a perfect exchange rate pass-through

for imports which implies P} = Pp;, SiF; = Ppy, thus s, = P%f’t. We then write

1 —HC
b= (7o) G (5.60)

We define the real exchange rate in investment as the relative aggregate investment

. pls
price s{ = 5
t

. Subsequently, the demand for the export of investment goods is adjusted

as.

AN
I,=0-v) 2L I
Dt I (Pt[ ) t

we then define the real exchange rate for investment as the relative aggregate investment

. PI*S
price s{ =~
t

. Then, we adjust the demand for exported investment goods to be

* * Pll)*t " *
ID,t:(l_VI) <PI*’315> I;
t

where ngt and P!* indicate the prices of domestic goods and foreign aggregate investment
in the foreign currency. Similar to consumption, we continue to assume that the law of

one price for differentiated goods in the investment goods holds. Therefore, the price of
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investment goods will be P/* = StPg:t. The foreign country is also assumed to have a

perfect exchange rate pass-through for imports, which implies P/* = P, S,P/* = Pf,,

I

P . .
thus s; = %. The foreign demand for exported investment goods can be reformulated
t

as follows:

]D,t = (1 - V]) TOTt ‘[t (56]‘)

Therefore, the total exports are given by:

EX,=Cp, + I}, (5.62)

5.3.5 Central Bank

The central bank is responsible to set the monetary policy. The nominal interest rate r; is
the monetary policy variable given by a standard Taylor-type rule (Taylor, 1993), which
we incorporate a response to an exchange rate depreciation term (Kolasa and Lombardo,

2014):

re =(1—pam) T+ pyre—1+

(1= pur) [¢r (me —7) 4+ ¢y (In(Y;) —In (Yie1)) + ¢s (77 — 7°)] + ey

(5.63)

In order to implement the monetary policy, the central bank is operating a standing
facility containing the lending facility. We construct the interest rate of this lending

facility, &, to be set based on the policy rate:
L+rd=(1+mr) (1+ @) (5.64)

where ®¢ is the premium of the lending facility. We view this construction reflects the
practical application where the central bank, such as Indonesian central bank, conducts
its monetary operation both in the standing facility and open market operations®. The
lending facility usually has premium which is a spread over the base policy rate. In this
model, this premium is determined endogenously and can be written as:

Iy

14+ 09 =g, L (5.65)
dy

3Detail on Bank Indonesia’s monetary operation can be found at
https://www.bi.go.id/en/moneter/operasi/penjelasan/Contents/Default.aspx
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In addition to interest rate operation, the central bank also engages in the foreign
exchange (FX) intervention to smooth the exchange rate. This FX intervention is oper-
ated through the buying and selling of FX reserves (F'X;) in the central bank, which can

be described as:

Pry

—€fx,1 € P 1_€fa:72
FXt: (1+7T£g) f, FXt—l fx,2 |:¢FX (?FjCF,t+?]F,t>:| eXp(gFXﬂf)
t
(5.66)

In conducting the FX intervention, the central bank maintains some limitation according

1—€f4,2
to the total import which is reflected in [qﬁpx (Plft’t Cry + % IF,t)} )
t

To sterilise this FX intervention, the central bank issues bonds (BS) according to:

B¢ 1+ 75
BC = =t FX,— FX,_ ¢ 5.67
t 1+ KF( t tl)(1+ﬂt> ( )

with kp € [0, 1] reflects the sterilisation coefficient. Whereas, kr = 1 means that the FX
intervention is fully sterilised.

We assume that all commercial banks’ loans to the firms will be disbursed in the
form of cash and therefore, we then define m; = m? + [; to be the money supply, which

evolves according to:

_ 1+ 7S
me= 2L L (1= k) (FX, — FXo) ( T ) +
1 +7Tt 1—|—7Tt
C (5.68)
1° _ lt—l _(RR, — RR;
t 1 +7Tt t 1 +7Tt

This paper introduces the macroprudential policy with the instrument of the coun-
tercyclical reserve requirement which imposed by the central bank on the commercial
bank. As highlighted in Federico et al. (2014), Gray (2011) and Obrien (2007), many
emerging markets implement multiple reserve requirements. The countercyclical reserve
requirement acts as a time-varying component to the primary reserve requirement, which
is applied the same measure throughout the time. The countercyclical reserve require-
ment is modelled to be a measure that depends on a ratio of loan to deposit (LDR) in
the commercial bank that reflects the banking intermediation which is the simplification
of macroprudential intermediary ratio setting of Bank Indonesia. However, our approach
differs to Satria et al. (2016) where the LDR has been set to have an upper limit and

lower limit. For simplification, we assume that the central bank will only react to the
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LDR. This can be written as:

!
TTt = Prr1 + Prr2 (%) + ERRt (5.69)
t

where p,,; is the primary reserve requirement and p,, » is the secondary reserve require-
ment and erp; is the reserve requirement shock.

Finally, the central bank’s balance sheet can be defined as:

1+
1+7Tt

nw, = 1€ + FX,+ B —m; — RR, (5.70)

with NW, is the central bank’s net wealth.

5.3.6 Government

In this model set up, the government consumes a portion of the final goods and its

spending, G, follows an exogenous process:
NG =peInG+(1—pg)In Gy +ea (5.71)

The government then generates the lumpsum tax, 7T;, and issues one time period
bond, By, to finance its spending. We assume that all government bonds will be issued
domestically and in domestic currency. Beside levying tax and issuing bond, the gov-
ernment also receives revenue from the central bank’s interest income that comes from
the foreign exchange reserves and loan to the commercial bank. In addition, the govern-
ment needs to pay the interest for its bond to the bondholder. The government budget

constraint is defined as:

L+7ri c Tt—1 1+7T,5S
T.=G,+B, — B, —— — 1 - FX, yr , — 5.72
t t T Dy -1 1+, —1 (1+7Tt) t—1Tp—1 g ( )

where B, is the stock of government bond which is the total of private-holding bond

(Bm.) and sterilisation bond (Bf)which can be written as:
B; = By, + BF (5.73)

In this paper the government is maintaining the tax revenue to be constant and the
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government will adjust their bond to cover the spending.

5.3.7 Equilibrium and Market Clearing

A resource constraint implies:
Yi=C+1,+G +EX,—IM, (5.74)
where import, I M;, can be written as:
IMy = Cpp+ Ipy (5.75)

Trade balance, T'B;, can be formulated as:

Ppy
B

* PD,t *
CD,t + P_tI [D,t -

Pry
P,

Pry

TB, = Cry — I Iry (5.76)
t

The stock of foreign bonds held by households in home country consumption units

(Bp:) accumulates according to:

. . , 1+77 1+7 . » 1+77

Bf =TBy+ (1+1;_,) ®, B}, 1+7rtt — R, 1+7rtt (L4i) + Ry (1+14;_) Hﬁi
(5.77)

Then the price inflation of the total consumption goods (m;) can written as:
1
1+ = [VC (1+aP) " (1 —we) (1+ wf)l’“c} e (5.78)
While the price inflation of imported consumption goods (7} is given by:

L+ =(1+x)) (1+m) (5.79)

5.3.8 Shock Processes

The structural shock processes in log-linearised form are assumed to follow AR(1):

In (A) = pa In (A1) + €ap (5.80)
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In(Cy) = (1= pc) In(C*) + pc In (C}4) +ecy (5.81)
In(f)=0—=p)In (I*) + pr In (I ) +ery (5.82)
rp = (L= ) 7 pre g €y (5.83)

T = (L= pr) ™ + pr iy + Eney (5.84)

Variables without subscription denote the steady state value of the variable.

5.4 Empirical Analysis and Result

5.4.1 Data

Following our model construction, we use the Bayesian techniques to estimate the model’s
parameters. We employ quarterly data of Indonesia from 2001Q1 to 2018Q4. We take our
sample after the Asian Financial crisis. We use output growth, consumption growth, in-
vestment growth, and domestic inflation, all taken from the Indonesian Statistics Agency
(BPS). We also use policy rate, exchange rate growth, commercial bank’s deposit and
commercial bank’s loan from the central bank (Bank Indonesia) and terms of trade growth
from Thomson-Reuters.

The output, consumption, investment, commercial bank’s deposit and commercial
bank’s loan are in real terms. Whereas, the policy rate and exchange rate are in nominal
terms. The exchange rate uses the USD/IDR exchange rate. Domestic inflation uses
the CPI index with 2012 base year. Terms of trade use the index of export and import
prices that are constructed by Thomson-Reuters. Figure 1 illustrates the historical and

smoothed variables.
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Figure 5.1: Historical and Smoothed variables
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In addition, we construct measurement equations to incorporate the measurement

error of our observable variables. Table 5.1 describes our measurement approach.

Table 5.1: Measurement Equations

Observable Model variables

Output growth Aln YtObS =A (ln Y; —In }7) +eyy
Consumption growth Aln C’be =A (111 Cy—1n C_') +ecy
Investment growth Aln I{’bs =A (ln I; —In f) +erg

CPI Inflation s = — 7

Interest rate TS =y — 7

Change in the exchange rate Wf obs — S _ s

Loan growth Alnig = A (ln Iy — lnl_) +en
Deposit growth Aln dfbs =A (ln di —In d) +ea
Terms of trade growth AInToT ppsy = A (1n ToTy —In T(_)T) + eyt

5.4.2 Parameter Calibration

To estimate the model, we calibrate some parameters based on previous studies so that
they are consistent with the mean values in the data. The discount factor 3 is set at
0.99, which gives an annual steady-state real interest rate of around 4%, in line with
many studies (e.g. Smets and Wouters (2007)). The capital share « is set at 0.33
according to Harmanta et al. (2014). Following Schmitt-Grohé¢ and Uribe (2003), we also
set the elasticity of the risk premium to the level of debt 5 at 0.001. Table 5.2 lists the

parameters’ calibrated values.
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Table 5.2: the Parameter Value of Calibration Result

Parameter Value Description
a 0.330 exponent of capital in the production function
15} 0.990 discount rate
Uvx 0.020 liquidity utility parameter
VH 0.020 housing utility parameter
w 0.350 money and deposit preference parameter
0B 0.001 bond risk premium parameter
i 1.000 Frisch elasticity of labour supply
€p 10.000 the elasticity of domestic goods demand
Ew 10.000 the elasticity of wage demand
Ve 0.700 foreign consumption degree of openness
vy 0.700 foreign investment degree of openness
e 1.500  the elasticity subs of domestic & foreign cons goods in foreign countries
e 1.500  the elasticity subs of domestic & foreign inv goods in foreign countries
oK 14.000 investment adjustment cost parameter
) 0.020 capital depreciation
PRR 0.050 reserve requirement
orX 4.000 multiplication of import value for self insurance

5.4.3 Analysis of the results

We estimate the posterior mode by numerically maximising the log posterior density
function; a combination of prior information and the likelihood of the data. Then, we
estimate the full posterior distribution using the Metropolis-Hastings algorithm. We
begin with our prior and posterior results, which are displayed in Table 5.3, and shocks

that are presented in Table 5.4.
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The findings in Table 5.3 indicate that all of the parameter values are slightly lower
than their priors. Our results indicate that the inflation coefficient (¢, ) in the Taylor rule
equation is higher than its prior. We interpret this as the commitment of the Central
Bank of Indonesia — as an I'TF central bank — to assign policy rates to focus more on price
stability rather than defending exchange rate. Therefore, in the context of Indonesia, we
fail to agree with Federico et al. (2014) who argue that policy rate is being utilised to
defend currency.

This interpretation is supported by the results of the standard deviation of shocks
in Table 5.4. Although slightly lower than the prior, the standard deviation of FX
intervention shock is relatively higher than others. We interpret this as the Central Bank
of Indonesia using this instrument to stabilise exchange rate. This can also be justified
by the period of the data that we use, which is 2005-2018. During this period, the global
environment has put great pressure on the emerging markets’ exchange rate, particularly
during the global financial crisis in 2007-2009 and in the aftermath of the crisis.

Another interesting finding in Table 5.3 is that the parameter foreign loan risk pre-
mium (fp) is higher than its prior. This indicates that the cost of a domestic bank to
acquire foreign loan is more expensive than previously expected. By highlighting the
existence of a cross-border bank portfolio channel as suggested by Correa et al. (2018),
domestic banks may expect an increase in the cost of foreign funding when applied a
tighter monetary condition in source countries and subject to a funding relocation to
other countries. This may increase the cost of their lending and, to some extent, cause a

contraction in lending.

5.4.3.1 Impulse Response Analysis

We now turn to the impulse responses analysis in an attempt to explore the transmission
mechanism in our model. We focus our discussion on describing the impacts of posi-
tive external shocks, particularly on foreign consumption, foreign interest rate and risk

premium. These shocks are portrayed in Figure 5.2 to Figure 5.4.
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From Figure 5.2, we observe that increasing foreign consumption raises the demand
for export, which in turn increases the domestic price. The bank’s loan also increases
to facilitate the production. The bank’s loan also increases to facilitate the production.
The interest rate increases in response to inflation. As both inflation and interest rate
increase, the incentive to consume declines which causes bank’s deposit to move up.

Meanwhile, positive foreign interest rate shock in Figure 5.3 drives the portfolio
rebalancing, as highlighted by Correa et al. (2018), which in turn decreases the supply of
loan. Inflation expectations rise because foreign goods become more expensive and the
source of funding becomes limited. This prompts the interest rate to increase and the
exchange rate to depreciate (Warjiyo, 2014).

Here, we model risk appetite as an addition to risk premium. As explained by Cerutti
et al. (2017), interest rate is not the only factor that triggers portfolio balance but also
other factors such as the stock market’s expectation of volatility (VIX), the TED spread
which accounted to the risk appetite of the market participants. The risk appetite shock
has the most significant impact on investment growth. An increase in the risk appetite,

as displayed in Figure 5.4, causes the price to go up which in turn stifles investment.

5.4.3.2 Variance Decomposition

We also examine the variance decomposition of the observed variables. The results are

as presented in Figure 5.5 below.
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Figure 5.5 5 indicates that inflation, interest rate and exchange rate are affected by
the risk appetite shock (ePhi) in a relatively strong manner. A positive shock in risk
appetite, which we interpret as market participants becoming more risk-averse and the
cost of funds from abroad increase, which is followed by exchange rate increase, is expected
to depreciate. This, in turn, increases the inflation expectation due to the increasing price
of imported goods. Therefore, the interest rate is responding to the increasing inflation
expectation.

We also observe that a shock on the counter-cyclical reserve requirement affects
the bank’s deposits and bank’s loans. Increasing the ’secondary part’ of the reserve
requirement may render deposits unattractive as the price drops, thus affecting the loan
supply. With a higher premium on funding from abroad, contraction in deposits may

impinge on investment.

5.4.4 Model Comparison

To emphasise the importance of the interaction between monetary and macroprudential
policies with the countercyclical reserve requirement instrument, we compare our model
with other models which have no presence of the macroprudential instrument. In order
to do that, we develop two modified models based on our current model and perform an
experiment. First, we only use the monetary policy, which has the interest rule present or
the full-pledge ITF and secondly, we incorporate the FX intervention in the first model.
Other variables and equations remain the same as our current model. We then take these
two modified models and compare them to our model. The impulse response of some
selected variables is presented in Figure 5.6, 5.7 and 5.8. We focus our analysis on the
impact of these selected variables on foreign consumption, foreign interest rate, and risk

appetite shocks.
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Figure 5.6 shows that the presence of macroprudential instrument in the form of a
countercyclical reserve requirement linked to LDR helps reduce the degree of the nominal
interest rate increasing during an expansion. Initial expansion in credit drives the reserve
requirement rate to respond, which in turn leads to a drop in the deposits. Following
a contraction on the deposit, the central bank lending rate facility also decreases and
therefore, the magnitude of the interest rate increase is limited compared to the absence of
a reserve requirement instrument. Under the foreign consumption shock, adding a reserve
requirement to the FX intervention indicates a limited effect on output and inflation
(Agénor et al., 2018).

However, the countercyclical reserve requirement helps increase the consumption
and output during positive shock of foreign interest rate as presented in Figure 5.7. The
foreign interest rate increase leads the exchange rate to appreciate and the terms of trade
to fall. Subsequently, the import prices become cheaper and the consumption increases.
By reducing the reserve requirement, banks may have an extra supply of loan, particularly
when the bank may have an expensive premium borrowing from abroad. This additional
supply of loan can be used to consume and increase the output.

During a risk appetite shock, which is shown in Figure 5.8, the reserve requirement
helps prevent consumption from falling deeper. As loan falls, LDR decreases and cash
expands more than when reserve requirement is applied. Given the expectation that
inflation will increase, the household will have an incentive to consume. Different from
(Loeffler, 2015), we find that the ability of the reserve requirement to influence exchange
rate is limited during the episode of positive foreign interest rate and risk appetite shock.
Combining reserve requirement with interest rate policy and FX intervention may not

have a significant impact.

5.4.5 Policy Implication

Our findings, particularly during an episode of risk appetite shock, may have several
implications for the central bank. Our estimations suggest that combined with FX Inter-
vention, macroprudential policy that uses reserve requirement as one of the instruments
helps stabilise the macroeconomy. During a period of increasing risk appetite episode, the
cost of funds will be withdrawn and reallocated from domestic financial markets toward

borrowers in safer countries, such as advanced economies or economies with an invest-
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ment grade sovereign rating (Correa et al., 2018). As commonly observed in emerging
markets, financial markets are less developed and the ability of banks to access different
sources of funding may compel them to set up a sophisticated liquidity management.
Moreover, our finding confirms that in the case of Indonesia, banks also cope with a
higher premium when borrowing from abroad. During this period of pressure, lowering
reserve requirements may be beneficial in order to provide additional liquidity.

In addition, the central bank needs to be cautious in using the reserve requirement in-
strument to influence some variables. Our findings highlight that, under the risk appetite
shock, the reserve requirement may be inadequate to influence exchange rate. However,
FX intervention may be able to perform this task. The presence of reserve requirement
may support the macroeconomy and financial stabilisation by isolating the money supply
from the FX intervention operations (Agénor et al., 2018). As previously discussed, man-
aging reserve requirement during episodes of massive capital flows may affect liquidity

and credit supply (Montoro and Moreno, 2011).

5.5 Conclusion and Recommendation

This study provides a comprehensive analysis of the use of reserve requirement by de-
veloping a small open economy DSGE model with the nominal rigidity in both wage
and price. We complement the model with an interest rate policy based on the Taylor
rule and FX intervention. We also add an imperfectly competitive banking sector into
the model. Further, we estimate the model using the Bayesian techniques and data on
Indonesia over the period of 2001Q2-2018Q4. We find that the counter-cyclical reserve
requirements influence banks’ deposits and loans. In addition to that, banks also en-
counter a higher premium when they seek funding from abroad. Therefore, a disruption
in the deposit side may affect the loan supply.

We proceed by comparing the estimation results with a policy simulation based on
two conditions: an interest rate policy that strictly follows the Taylor rule and an interest
rate policy complemented by the FX intervention. Our analysis indicates that reserve
requirement helps stabilise the economy by detaching the supply of money behaviour
from the foreign exchange operations. This instrument helps maintain consumptions and

outputs, particularly during a contraction period, by providing an additional supply of
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loan.

These findings may be beneficial to policymakers, particularly in emerging markets
where reserve requirement is still widely implemented. These policymakers also face a
strong challenge from external shocks in order to stabilise the economy. Our results
suggest that reserve requirement serves as a practical complementary for the interest rate
policy and FX intervention when used to tackle these shocks. However, policymakers
need to remain vigilant in implementing the reserve requirement to make a direct effect
on exchange rate. Our results confirm that the use of this instrument, in addition to FX
intervention, may not add any further impact to the exchange rate, compared to the use
of interest rate and FX intervention without the reserve requirement.

Although this study provides interesting findings, further directions of future re-
searches in this area is warranted. We assume that the working capital loan bears zero
risks to the banks. It is thought-provoking to see whether this may apply in practice
and whether different classes of risk assets may affect the effectiveness of the reserve
requirement and FX intervention instruments in emerging markets. Secondly, it would
be stimulating to see the impact of an active fiscal policy with the presence of both FX
intervention and reserve requirement. A distortionary tax applied to the economy may
affect the behaviour of economic agents. In addition, many emerging markets are also

issuing government bonds in foreign currency denominations.
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APPENDIX

D.1 Prior and Posteriors Distribution
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Impulse Response Comparison to Foreign Investment Shock
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Impulse Response Comparison to Reserve Requirement Shock
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CHAPTER

Conclusion

6.1 Summary of Research Findings

In view of the preceding chapters, this thesis intends to shed light on how the interaction
between monetary and macroprudential policies can be utilised in the presence of ex-
ternal shocks. The adoption of macroprudential policies by central banks highlights the
importance of modelling the connection between the real economy, the financial system
and monetary policies in providing a framework about how the monetary and macropru-
dential policies can be implemented (International Monetary Fund, 2013). Amidst the
many macroprudential instruments, however, policymakers now have limited experience
in the practice of such policies as some appear to be invoked only after the recent global
financial crisis took place (Galati and Moessner, 2013).

This thesis also offers a novel analysis by incorporating the FX intervention instru-
ment, which is regularly featured in the context of emerging markets. As of today, there
have been many monetary and macroprudential policy frameworks are established based
on developed country situations where the exchange rate is less pertinent for financial
stability. However, such impertinence may not be the case for emerging markets, partic-
ularly those that have significant foreign currency exposure (Korinek and Sandri, 2016).

By designing the thesis in a journal article format, this study explores the literature gap
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in detail.

To begin the study, the first paper develops a comprehensive analysis of three main
issues: i) how monetary and macroprudential policies interact; ii) how payment systems
relate to monetary and macroprudential policies; and; iii) what are the impacts of capital
flows on monetary and macroprudential policies. The analyses of these issues are done
through a systematic literature review, identifying the gaps that exist in the existing liter-
ature. By following the approaches from Tranfield et al. (2003) and Denyer and Tranfield
(2009), the literature review takes a final sample of 125 articles published between 1997
and 2016.

The review points out that the interaction between monetary and macroprudential
policies can be seen from the perspective of both the borrowers and the financial interme-
diaries. From the borrowers’ point of view, the literature expands the channel by looking
through the cost of funds and the collateral constraints. Meanwhile, from the perspective
of financial intermediaries, the literature can be divided into risk-taking and payment
systems channels. Aside from these findings, the first paper points out that the payment
system plays a major role in the interaction between monetary and macroprudential poli-
cies by providing the foundations for settlement and credit supply. However, the paper
also suggests that there is a lack of discussion regarding payment systems in the context
of monetary and macroprudential policies.

Another important finding from the first paper is on the importance of the ex-
change rate variable in a monetary and macroprudential policies framework, particularly
in emerging economies. Many emerging economies have utilised foreign exchange (FX)
intervention to manage the pressure on the exchange rate. This review, however, finds
that the FX interventions have been performed only on a discretionary basis. On this
note, we highlight the importance of putting this instrument in the framework of mone-
tary and macroprudential policies. In addition, the inclusion of several macroprudential
instruments, such as loan-to-value ratio and the multiple versions of reserve requirements
implemented in several countries, will improve the knowledge of the framework. Overall,
this review asserts that the literature will be benefited from further discussions regarding
the effectiveness of monetary and macroprudential policies to affect the macroeconomic
and financial stabilities.

To follow up on one of the findings in the first paper, the second paper explores the
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issue of how payment system innovation affects financial intermediation, which in turn,
influence the effectiveness of the monetary transmission mechanism. In this section, we
provide a comprehensive analysis that covers both large value payment systems and retail
payment systems. We perform an analysis of excess reserves and currency demand channel
to see the relationship between these payment systems with financial intermediation. One
of the novel elements in this paper is the assessment of the impact of customers’ limitation
in large value payment systems on the relationship between payment systems innovation
with loan supply.

This paper demonstrates that payment systems are important to financial interme-
diation. It is shown that regulations that limit the value of customers’ transactions help
ease the pressure on banking liquidity by reducing the payment volatility. Further in this
paper, we observe the importance of card-based payment systems in curtailing currency
demand in the retail payment systems channel. By reducing the currency demand, it
is indicated that the financial intermediation can be improved. Furthermore, we also
highlight that the exchange rate relates to financial intermediation in a procyclical man-
ner. The exchange rate appreciation leads to an increase in loan growth, whereas, the
exchange rate depreciation decreases loan growth. Capital flows volatility may be one
of the factors that contribute to this dynamic. Massive volatility of capital inflows, fol-
lowing unconventional monetary policies in advanced countries, for instance, leads to the
appreciation of the currency because of strong demand for domestic assets, such as stocks
and bonds. A sudden reversal in capital flow, in turn, will drive a contraction in the loan
supply. However, the second paper fails to establish a significant relationship between
the excess reserves and financial intermediation, which may due to excess liquidity. In
the presence of excess liquidity, banks prefer to liquidate their placement in the central
bank to hold a large number of excess reserves.

Going forward, the third paper investigates the use of FX intervention in the frame-
work of an inflation-targeting central bank. By including the credit-constrained house-
holds, which is the salient features of the emerging market, this section elaborates the
impact of a change in foreign investors’ risk appetite towards macroeconomic stability,
and whether FX intervention can be used to stabilise the economy during this turbulence.
Upon investigation, we find that FX intervention affects macroeconomic variables. This

instrument can be utilised to stabilise the economy during a risk appetite shock episode.
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In addition, this study also points out that under a positive shock, FX intervention may
not be the best complement to monetary policy, and instead suggests the incorporation
of the exchange rate to interest rate functions as a possible scenario.

Finally, the fourth paper presents an assessment of the impact of using reserve re-
quirements, combined with FX intervention and interest rate policy, on the macroecon-
omy. This paper also investigates the interaction between these instruments under the
presence of external shocks. This investigation is performed by developing a DSGE model
that features wage and price rigidities and a banking sector that has an imperfectly com-
petitive environment. In addition, we highlight the commitment of the Central Bank — as
an I'TF central bank — to focus policy rates more on price stability rather than defending
the exchange rate, in which case the assignment of FX intervention is a preferable option.
The result also shows that domestic banks pay a relatively higher foreign loan premium
than previously projected, indicating that they may depend on the foreign loan. This is
consistent with our previous findings.

The results in the fourth paper suggest that risk appetite shock considerably affects
the interest rate and exchange rate. During this episode of shock, reserve requirement
provides extended liquidity to the banking system. This extra cash can be converted by
commercial banks to supply loan, which in turn, helps prevent consumption to decline
further. However, the reserve requirement does not indicate a significant direct impact
on the exchange rate. In this case, FX intervention performs better to directly affect the
exchange rate whilst reserve requirement may contribute to isolating the money supply

from the effect of the exchange rate.

6.2 Contributions to the Existing Literature

Overall, this thesis provides beneficial contributions to the literature in a number of
important ways. These contributions can be seen from theoretical, methodological and
practical perspectives. Firstly, from a theoretical perspective, this thesis contributes
to the scarce literature of the impact of payment systems on financial intermediation
and the economy (Hasan et al., 2012, 2013; Merrouche and Nier, 2009, 2012). It also
demonstrates that payment innovations may affect currency demand, which in turn,

affects financial intermediation (Hasan et al., 2012, 2013). Findings on the inability of
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excess reserves to affect financial intermediation also contribute to the literature around
excess liquidity (Agénor et al., 2004; Bathaluddin et al., 2012). Further, this thesis
reveals the impact of risk appetite shock to the economy ((Cadarajat and Lubis, 2012;
Henderson and Rogoff, 1982; Smales, 2016). Our analysis on the interaction between
monetary and macroprudential policies adds another contribution, especially to the fast-
growing literature around this topic (De Paoli and Paustian, 2013; Bailliu et al., 2015;
Agénor et al., 2018). Finally, by demonstrating that reserve requirement complements
interest rate policy, we made contributions to the discussions around the role of reserve
requirement in stabilising the economy (Loeffler, 2015; Montoro and Moreno, 2011)

Secondly, from a methodological angle, this thesis provides the conceptual as well
empirical underpinnings on how payment systems affect financial intermediation (Ro-
cheteau and Rodriguez-Lopez, 2014; Agénor et al., 2004; Rockoff, 1993).. Moving to
other sections of the study, we also provide a framework in assessing FX intervention by
adding the salient feature of emerging markets, which features households with limited
financial access (Alla et al., 2017; Benes et al., 2014; Daude et al., 2016). On this, we
provide the argument of adding the exchange rate to the interest rate function (Juhro
and Mochtar, 2009; Svensson, 2000).

Thirdly, from a practical point of view, this research provides a novel element —
limiting customers’ transaction value in large-value payment systems — to central banks’
policy toolkit on liquidity management (Jurgilas and Zikeé, 2014; Freixas and Parigi,
1998; Kahn and Roberds, 2001; Lacker, 1997) . The discussion then extends to the use of
FX intervention as an instrument of an ITF central bank (Ghosh et al., 2016; 7). We also
present a fresh element to the discussion by using FX intervention to complement interest
rate policy and reserve requirement (Glocker and Towbin, 2012; Leduc and Natal, 2018)
and using countercyclical reserve requirement that is linked to the loan-to-deposit ratio

(Agénor et al., 2018; Moreno, 2008).

6.3 Implications and Recommendations

Our findings may have several implications for policymakers, particularly central banks.
The study provides empirical evidence on how currency demand is inversely related to

financial intermediation. The implication of these findings is of paramount importance in
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that it provides support to policies that promote payment migration to electronic plat-
forms, particularly card-based payment systems, such as a ‘less-cash society (GNNT)’,
which has been implemented by the central bank of Indonesia. In addition, the conclu-
sions around innovations in the retail payment system may increase banking competition
and create an increase in efficiency (Sokotowska, 2015).

We also demonstrate that policymakers can use the customers’ transaction value
limit in payment systems to prevent liquidity shocks to the banking sector. However,
there is a trade-off in this arrangement. A regulation that sets a very high transaction
limit may cause customers to convert their payment into currency (cash-basis), which
may be another source of shock to the banking system. This condition contradicts our
previous finding to promote conversion from cash into electronic payment platforms.

To contain excess reserves and capital flows, our empirical findings suggest that
central banks need to enhance their monetary operation framework and integrate them
with the newly-developed macroprudential policies. However, this strategy needs to be
aligned with the overall long-term objectives of the central bank such as the inflation
target. One of the instruments that can be utilised to tackle this challenge is the reserve
requirement. During a period of increasing risk appetite episodes, the cost of funds will
be withdrawn and reallocated from domestic financial markets towards borrowers in safer
countries, such as advanced economies or economies with an investment-grade sovereign
rating (Correa et al., 2018). Financial markets are less developed and the ability of banks
to access different sources of funding may require them to set up sophisticated liquidity
management. Moreover, our finding confirms that in the case of Indonesia, banks also
deal with a higher premium when borrowing from abroad. During this period of pressure,
lowering reserve requirements may be beneficial in order to provide additional liquidity.

Further, the study suggests that FX intervention helps stabilise the economy during
an episode of capital flows. Without the FX intervention, central banks have to increase
their policy rate in order to contain the impact of risk appetite shocks. Otherwise, central
banks need to allow the nominal exchange rate to appreciate (in the case of capital
inflows) or to depreciate (in the case of capital outflows) rapidly. The exchange rate
affects the economy through both its volatility and level. Large volatility of exchange
rate distorts the exchange rate expectation and drives a reversal in capital flows. A

sudden reversal in capital flows causes volatility in domestic capital and debt markets.
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Large volatility also impairs domestic borrowers who hold large foreign currency liabilities
with domestic currency income. Furthermore, these borrowers may find the availability
of foreign funding deteriorating because of the risk perception worsens. Our findings
demonstrate that using the interest rate as the only instrument is costlier to the economy.
This FX intervention, however, needs to take into account the availability of foreign
reserves of the country. A FX sale intervention will drain the foreign reserves stock and
therefore requires adequate foreign reserves. In addition, an FX buy intervention will
expand the foreign reserves which may require a cost of investment.

Taken as a whole, this thesis is not in favour of an ‘one-size-fits-all’ policy approach.
Our results highlight that FX intervention, interest rate policy or reserve requirement are
not the generic solutions for every shock in an economy. For instance, under risk appetite
shock, adding reserve requirement to interest rate and FX intervention may be inadequate
to influence the exchange rate. FX intervention may work better to affect the exchange
rate directly. Another example can be drawn from an episode of positive productivity
shock where the use of both interest rate and FX intervention will instead amplify the
shock to the economy. By reducing the cost of borrowing through both the interest rate
and the exchange rate, policymakers will aggravate the optimistic view of agents, which
in turn will intensify the impact of the shock on the economy. This study also provides
evidence of a Taylor rule that increases responded with an exchange rate depreciation
is the best policy option to stabilise the economy. Therefore, the central bank needs to
specify its instruments to influence specific targets. An inflation-targeting central bank,
within its communication strategy framework, needs to communicate clearly its strategy
with regard to the use these instruments, which is to mitigate specific shocks, in particular,
the capital flow shocks (Ghosh et al., 2016). This is an important message in the context of

the ongoing debate about the choice and implementation of macroprudential instruments.

6.4 Limitations and future research

Despite augmenting the knowledge about the interaction between monetary and macro-
prudential policies, this thesis is subject to some limitations. Here, we present an as-
sumption that there is no barrier for agents to convert their payment basis from cash to

electronic. They may also move easily across the market and convert their assets without
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the presence of a high transaction cost. However, this may be challenged in the case of
emerging economies. Converting assets from one form to another may not be as simple as
that in a developed market. There is a significant transaction cost that may be present.
The convenience of using cash, as stipulated in our second paper, may be observed in
emerging markets. Also, the lack of infrastructure in providing efficient transaction may
be attributed to this factor (Titiheruw and Atje, 2009). However, this is beyond the
scope of this study or even the scope of monetary and macroprudential policies. This
study may benefit from a study identifying the determinants of cash in the economy, and
on policies that enhance the infrastructure condition in the emerging market.

In addition to the above, we employ reserve requirement as the only macroprudential
instrument in this study. It may be limited to see the impact of macroprudential policy
in managing external shocks. Other macroprudential instruments, such as capital flow
measures, can be applied to relieve massive capital flows. However, such measures need
to consider the effect of capital flows on growth and financial system stability and the
importance of sectoral destination in determining the effects of capital flows (Samarina
and Bezemer, 2016). Restricting access to foreign financing may have contributed to
the low investment and growth performance (Chamon and Garcia, 2016) In addition,
capital flow measures may strengthen or diminish the effect of FX intervention. It is
thought-provoking to see the interaction of these instruments to stabilise the economy.

Finally, we focus our discussion on the interaction between monetary and macropru-
dential policies. By doing so, fiscal policy is absent from the discussion. As indicated in
the fourth study, a macroprudential instrument in the form of reserve requirement acts
as a tax on the financial intermediaries. It affects the financial intermediation by influ-
encing the deposit rate as the funding cost for the banks. Fiscal policy may also work
in a similar channel, which is through a distortionary tax on the income of depositors
or banks (depending on the tax structure of the country). It would be worth combining

such analysis with our framework.
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