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A B S T R A C T

The finite element model updating procedure of large or complex structures is challenging for
engineering practitioners and researchers. Iterative methods, such as genetic algorithms and
response surface models, have a high computational burden for these problems. This work intro-
duces an enhanced version of the well-known Efficient Global Optimisation technique to address
this issue. The enhanced method, refined Efficient Global Optimisation or rEGO, exploits a two-
step refinement and selection technique to expand the global search capability of the original
method to a global–local, or hybrid, search capability. rEGO is tested and validated on four
optimisation test functions against the original methods and genetic algorithms with different
settings. Good results in terms of precision and computational performance are achieved, so
an application for model updating is sought. A penalty function for the finite element model
updating is identified in residuals of the modified total modal assurance criterion. Finally, rEGO
for finite element model updating is implemented on a hybrid, numerical and experimental, case
study based on a well-known experimental dataset and on a higher dimension finite element
model of a wing spar. Satisfactory results in terms of precision and computational performance
are achieved when compared to the original methods and genetic algorithms, needing two
orders of magnitude fewer evaluations and achieving comparable results in terms of precision.

1. Introduction

Finite Element Models (FEMs) are a fundamental tool for the design and analysis of engineering structures. However, out-of-the-
ox FEMs rarely match the behaviour of a system without tuning. The process of tuning a model to data obtained from an existing
tructure is known as FEM updating (FEMU) and for large, or complex structures the process can become lengthy and convoluted.
articularly, iterative processes driven by Evolutionary Algorithms (EAs) suffer this drawback. In this work, a novel global–local
ptimisation routine based on the Efficient Global Optimization (EGO) [1] and Kriging [2] is introduced to address this problem.
The new technique draws on the advantages of meta-modelling to create an iterative routine for FEMU, which, in particular, can be
applied for damage detection of mechanical systems. The method is first outlined and, then, validated against existing optimisation
techniques on a selection of well-known test functions. Subsequently, a suitable goal function for FEMU is identified and, lastly, the
method is used for the model updating and damage detection on the well-know three storey frame structure from the Engineering
Institute at the Los Alamos National Laboratory (LANL) [3] and on larger FEM of a wing spar built in ANSYS Mechanical APDL.
The goal of this paper is to introduce and validate a new surrogate-based optimisation technique which broadens the scope of EGO
to global–local optimisation. The new technique needs to improve the precision and computational performance, particularly in the
applications of interest: FEMU and damage detection.

∗ Corresponding author.
∗∗ Primary corresponding author.

E-mail addresses: gdessena@ing.uc3m.es, gabriele.dessena@cranfield.ac.uk (G. Dessena), j.f.whidborne@cranfield.ac.uk (J.F. Whidborne).
1 Present address: Department of Aerospace Engineering, Universidad Carlos III de Madrid, Av. de la Universidad, 30, 28911 Leganés, Madrid, Spain.
vailable online 9 October 2023
045-7825/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

ttps://doi.org/10.1016/j.cma.2023.116511
eceived 20 February 2023; Received in revised form 15 July 2023; Accepted 2 October 2023

https://extranet.cranfield.ac.uk/locate/,DanaInfo=www.elsevier.com,SSL+cma
https://extranet.cranfield.ac.uk/locate/,DanaInfo=www.elsevier.com+cma
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/projects/national-security-education-center/engineering/ei-software-download/,DanaInfo=www.lanl.gov,SSL+index.php
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
https://extranet.cranfield.ac.uk/10.5281/,DanaInfo=doi.org,SSL+zenodo.8406030
mailto:gdessena@ing.uc3m.es
mailto:gabriele.dessena@cranfield.ac.uk
mailto:j.f.whidborne@cranfield.ac.uk
https://extranet.cranfield.ac.uk/10.1016/,DanaInfo=doi.org,SSL+j.cma.2023.116511
https://extranet.cranfield.ac.uk/dialog/,DanaInfo=crossmark.crossref.org+?doi=10.1016/j.cma.2023.116511&domain=pdf
https://extranet.cranfield.ac.uk/10.1016/,DanaInfo=doi.org,SSL+j.cma.2023.116511
https://extranet.cranfield.ac.uk/licenses/by/4.0/,DanaInfo=creativecommons.org+


Computer Methods in Applied Mechanics and Engineering 418 (2024) 116511G. Dessena et al.

r
a
p

A
c
m
m
m

t
d

(
m
m
t

m
d

t
o
i

i
d
t

n
A
t

A brief review of the application of FEMU for damage detection and a description of Kriging and EGO are given in Section 2.
Section 3 introduces the newly developed technique, refined Efficient Global Optimisation (rEGO), its application to model updating
is outlined in Section 4, a hybrid, numerical and experimental, case study on the three storey frame structure from the Engineering
Institute at LANL is presented in Section 5 and the FEMU of the wing spar is shown in Section 6.

2. Methods

In this section the applications of FEMU for damage detection are recalled before introducing Kriging and EGO.

2.1. Model updating for damage detection

Model updating, intended as the calibration of FEMs using experimental data, is an established strategy within structural
engineering [4]. Hence, the main goal of model updating is to establish a FEM representative of the actual system as much as
possible. In fact, due to manufacturing, materials or modelling assumptions, an out-of-the-box FEM is rarely adequately coherent
with its real counterpart [5]; for this reason, a growing interest in model updating is registered over the last three decades [6–9].

Apart from matching the behaviour of a model to a real structure, model updating can be used for damage detection, commonly
eferred to as Structural Health Monitoring (SHM) [10]. SHM is defined as the statistical pattern recognition strategy of damage in
system, by which operational capability or functionality is influenced. According to [11] this can be summarised in a four-point
rocedure:

1. Operational evaluation: such as a testing campaign;
2. Data acquisition and cleansing: data collection and processing from the test data;
3. Feature selection: defining what parameters or values are going to employ for the SHM task;
4. Statistical model development: assessing the structure by comparing the undamaged and current state.

large number of SHM methods have been proposed [12]; however, the most prevalent are the vibration-based approaches, which
an be further divided into direct [13] and indirect [14] methods. The former involves data obtained directly from tests, such as
odal parameters or frequency response functions (FRFs), whereas the latter is the subject of this work, involving model-oriented
ethodologies known as model-based SHM. The underlying assumption of this approach is that a change in the parameters of the
odel between a baseline and a damaged scenario returns information on the presence, location, and severity of the damage [15].

Giving a thorough review of SHM is beyond the scope of this paper and the interested reader is referred to [16] for a general
overview, to [12] for a summary on the state of industry implementation for SHM and to [15] for a review on iterative methods
for SHM.

Model updating techniques can be divided into direct and indirect methods [15]. The former are efficient and accurate
methods that use modal characteristics to update the FEMs. Direct methods include matrix updates [17], optimal matrix [18], error
matrix [19] and eigenstructure assignment [20]. However, these methods are not particularly appealing for engineering practice,
particularly damage detection, as they present several critical drawbacks: (i) they require very precise measurement of the structural
vibration response, (ii) they are sensitive to noise, (iii) they cannot be used with truncated data and (iv) they may lose symmetry in
the FEM matrix. With these preconditions, indirect, or iterative, methods are introduced. Firstly, it is beneficial to make a distinction
based on the information used for the FEMU, which can be modal data (𝜔𝑛, 𝜁𝑛, and 𝝓𝑛) or directly the structure response, either in
ime or frequency domain. Most commonly, modal parameters and frequency domain data are used. This work focuses on modal
ata-based FEMU.
The indirect FEMU methods can be divided into five subcategories: (i) sensitivity-based methods, (ii) response surface methods

RSMs), (iii) Bayesian and Monte Carlo methods, (iv) computational intelligence techniques, and (v) Evolutionary Algorithms (EAs)
ethods. The general rule for indirect methods is that there is a penalty, or goal, function to be minimised in order to update the
odel, generally based on frequency response [21] or modal parameters [22]. The distinction within the methods lies in the way
his is obtained.
Sensitivity-based methods consider a system’s measured response as a change in the initial FEM parameters and the aim is to
inimise this difference with a penalty function. The main limitation of this approach is its constraint in detecting small-scale
amage. Nevertheless, the method is widely employed in literature, e.g the work of [23] for heritage structures.
Bayesian–Monte Carlo methods are based on the probability distribution function built on a set of data, such as defined by Bayes’

heorem. These methods have the drawbacks of high computational cost, due to the requirement of solving complex integrals, and
f the prior knowledge of interval distributions of updating parameters [24]. Nevertheless, fruitful implementations are available
n the literature, such as the work of [25].
Computational intelligence, or machine learning, model updating techniques take advantage of the fact that FEM model updating

s an optimisation problem. The requirement for a large amount of data, as for any other machine learning problem, is the main
rawback of this method. However, researchers have successfully applied the method in many instances. A prominent example is
he work of [26], which treats online model updating for structural health monitoring.
Sometimes classified with the computational intelligence methods, EAs are regarded as an efficient method to solve highly

onlinear and multimodal problems [15]. This allows them to be accurate instruments for dealing with optimisation-driven FEMU.
s stated in [27], the most prominent and employed EA technique is a genetic algorithm (GA) [28], which, however, was shown
o have a major drawback for model updating [29]: the number of iterations needed is relatively high, when compared to other
2
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techniques. This poses a problem when employing this methodology with complex or very large structures. Nevertheless, many
applications of FEMU with EAs exist, such as the work of [30], which employed GAs to tune a FEM from modal data.

Lastly, the RSM is a statistically driven approach where a correlation is built between the input variables and response. A
redefined goal or penalty function drives the response. While simple methods like polynomial functions can be used to draw the
SM, more advanced techniques are available, such as Kriging [2] and its RSM implementation, the Efficient Global Optimisation
EGO) [1]. A slightly modified version of EGO is used in [29] for FEMU, while [7] usees classical polynomial regression for the
ame scope. The main drawback of RSM for FEM is the application of statistical approximations with unknown parameters which
ay result in the ill-conditioning of the final model [24].
The reader interested in a more comprehensive review can refer to the book by [31] and the work by [6]. The reader particularly

nterested in indirect methods can refer to works of [15,24].

.2. Kriging and the Efficient Global Optimisation

The idea behind meta-modelling is to create a response surface which mimics the relationship between a function, or problem,
nput variables and its output. RSMs obtain this goal by replacing the underlying implicit function of the original problem with an
pproximation model, traditionally a polynomial; hence, a computationally inexpensive function to evaluate [24]. However, more
nvolved approaches exist that offer models with higher fidelity. One of these approaches, Kriging, is used in this work. The reader
ho is interested in a review and application of classical techniques is directed to the book in [24] and the work in [7].
Kriging originated in geostatistics, in the 1950s [2]; however, more recently it has seen multiple applications within engineering,

articularly in design [32,33]. Nevertheless, applications for FEM model updating are scarce [29,34–36] and mostly do not take
ull advantage of surrogate-based optimisation, being mostly limited to response surface fitting. The main reason for the lack of
pplications in FEMU is because there is no real proof of convergence, in the sense that the obtained minimum could be far from
he actual minimum [37]. However, this has longly [1] been deemed to be irrelevant when the meta-model is built strategically
(following a workflow), such as for EGO. EGO can be defined as the strategic RSM implementation of Kriging and can be outlined
as follows:

1. The design of experiment (DoE) is created in order to collect a large number of samples from the goal, or penalty, function
in a strategic manner (usually LH);

2. Kriging is applied to the data obtained from the DoE, and a predictor is created.;
3. The RSM can be strategically updated with new results, such as computing the value of the expected minimum;
4. Iteratively moving between points 2 and 3 until convergence is achieved.

In fairness, the procedure could stop after point 2 is cleared. However, the approximated response at that stage is most likely not
going to be accurate enough to exploit it, which is what EGO aims to do. The procedure starts with the DoE, which aims to evaluate
the original function, or problem, at well-distributed points in the search space. The most prominent technique to obtain this is
the Morris–Mitchell optimal Latin hypercube (LH) [38,39], which minimises the largest distance between any pair of points within
the sample through an iterative procedure. This technique is considered to create the initial population, the DoE, within this work.
General consensus [40] is that the initial sample should contain ten times as many points as there are variables in the problem. The
interested reader can refer to the work by [41] for a broader review of sampling strategies.

Kriging is a stochastic meta-modelling technique that is based on the relationship between sample data (input) 𝑿 and observed
response (output) 𝒀 as follows:

𝑦𝑖(𝒙) = 𝒇𝑇 (𝒙𝑖)𝜷 + 𝑧(𝒙𝑖), for 𝑖 = 1, 2,… , 𝑛

with
𝑿 = {𝒙1,𝒙2,… ,𝒙𝑛}𝑇 , 𝒀 = {𝑦1, 𝑦2,… , 𝑦𝑛}𝑇

(1)

where 𝒇 (𝒙) is the polynomial vector of 𝒙, 𝜷 is the linear regression vector of the coefficients to be estimated and 𝑧(𝒙) represents the
rror as a stochastic process following a normal distribution, such as 𝑁(0, 𝜎2) with a zero mean (𝜇) and standard deviation (𝜎). In
order to estimate 𝑧(𝒙), a correlation model needs to be set. The most common model is Gaussian correlation [29]; hence the entries
of the correlation matrix 𝑹 can be built accordingly:

𝑹𝑖𝑗 (𝑧(𝒙𝑖), 𝑧(𝒙𝑗 )) = exp
(

−
𝑚
∑

𝑘=1
𝜃𝑘
|

|

|

|

𝑥𝑘𝑖 − 𝑥𝑘𝑗
|

|

|

|

2
)

(2)

where 𝑥𝑘𝑖 are 𝑥𝑘𝑗 the 𝑖th and 𝑗th elements of, respectively, 𝒙𝑖 and 𝒙𝑗 , 𝑚 is the number of variables and 𝜃𝑘 is the decay rate of
correlation between the different variables, defined iteratively at each model implementation. At this point the likelihood function
can be defined:

𝐿 = 1
(2𝜋𝜎2)𝑚∕2|𝑹|

1∕2
exp

[

−
(𝒀 − 𝑭𝜷)𝑇𝑹−1(𝒀 − 𝑭𝜷)

2𝜎2

]

(3)

where 𝑭 represents the matrix of 𝒇 (𝒙) for each point. If the maximum likelihood is considered [32], the following are defined:

�̂� = (𝑭 𝑇𝑹−1𝑭 )−1𝑭 𝑇𝑹−1𝒀

�̂�2 =
(𝒀 − 𝑭𝜷)𝑇𝑹−1(𝒀 − 𝑭𝜷) (4)
3

𝑛



Computer Methods in Applied Mechanics and Engineering 418 (2024) 116511G. Dessena et al.

w
s

w

W
m
i
i
a

3

v
o
E

3

s
h
c
a
l
v

The maximum likelihood can be expressed in a logarithmic way:

ln(𝐿) ≈ −𝑚
2
ln(�̂�2) − 1

2
ln|𝑹| (5)

At this stage, Eq. (5) is maximised via a GA to obtain the value of 𝜃𝑘 for the different variables.
The Kriging model is now built and the predictor for any point 𝒙0 can be defined as follows:

�̂�(𝒙0) = 𝒇𝑇 (𝒙0)�̂� + 𝒓𝑇 (𝒙0)𝑹−1(𝒀 − 𝑭 �̂�) (6)

with 𝒓 denoting the n-vector of correlations between the value 𝑦(𝒙0), at 𝒙0 and the error terms 𝑦(𝒙0−𝑛) at the previously sampled
points, such that:

𝒓𝑇 (𝑥0) = [𝑅(𝒙0,𝒙1),… , 𝑅(𝒙0,𝒙𝑛)] (7)

After generating the initial model, an updating strategy has to be considered to increase the model’s precision. Traditionally,
the quantities such as the minimum of the model error are infilled (data points added to model); however, EGO [1] introduced the
expected improvement (EI), which can be defined intuitively as the amount by which the minimum of the goal function can be
improved if a point at a given location is filled. Also, it is, graphically, defined as the first moment of the area under the Gaussian
distribution of the probability of finding a better minimum than the best-observed value [32]:

EI = 𝐸[𝐼(𝑥)] = (𝑦𝑚𝑖𝑛 − �̂�(𝒙))

[

1
2
+ 1

2
erf

(

𝑦𝑚𝑖𝑛 − �̂�(𝒙)

�̂�
√

2

)]

+

+ �̂� 1
√

2𝜋
exp

[

−(𝑦𝑚𝑖𝑛 − �̂�(𝒙))2

2�̂�2

] (8)

here �̂�(𝒙) is the model predicted value at 𝒙, erf is the error function and �̂� is the standard deviation, defined as the population
tandard deviation.
For deeper insights into the EI the interested reader is referred to [1,32]. The graphical definition of EI in Eq. (8) is considered

ithin this work.
Summarising, direct methods for FEMU are not feasible in real operations; hence, resorting to indirect methods is imperative.
ithin this realm, drawbacks exist for all four subcategories. Moreover, the good track record of RSM in engineering design [33,42]
akes them a suitable candidate to solve, with a novel implementation, its modest drawbacks. Given the aforementioned
ntroduction of FEMU methods, SHM and meta-modelling, the aim of this work is to exploit the capabilities of RSM FEMU by
ntroducing a new RSM, based on Kriging and EI, to improve the search performance in a global–local, or hybrid, sense for FEMU
nd damage detection applications.

. The refined Efficient Global Optimisation

This section deals with the introduction of the newly developed meta-modelling technique, the rEGO, and with its numerical
alidation. First, the rEGO workflow and foundations are described, and then a numerical study, of four test functions, has the goal
f establishing a general rule for the quantification of the first stopping criterion (𝜖1) and comparing rEGO to the well-established
GO and GA for optimisation purposes.

.1. Workflow

The main goal of rEGO is to enhance the search capability given by the standard EGO by implementing a global–local
earch capability,a partly successful attempt is found in [43], where however no formal study was carried out on the method’s
yperparameters and its performance. The hyperparameters, in particular of 𝜖1, study in this work fully motivates and proves its
ontribution to the established EGO. The enhancement is achieved in two ways: refinement and selection. First of all, refinement is
chieved at a global scale, by halving the search space, when good knowledge of the response surface is achieved. Then, at a local
evel, with a local convergence criterion, the second stopping criterion (𝜖2), which is based on the Euclidean distance between the
ariables of proposed minima and the current best estimate (x𝑑𝑖𝑠𝑡). The former is inspired by the design domain reduction method
in [44,45], which aims to halve the search space near the known minimum after some condition is met, in a similar fashion to
multi-objective optimisation [46] and Pareto fronts dominance [47]. In the application under scrutiny, the condition is related to
the exploration of the response surface and, hence, to the 𝜖1 and the EI. Moreover, the latter is a common feature of optimisation
algorithms and it is set as 10−4, such that 𝜖2 =10−4.

The refinement technique can be split into two separate tasks: exclusion and de-clustering. Exclusion is a direct consequence
of the search space halving and consists in eliminating from the data pool the points which do not lie in the new search space.
However, this is not sufficient in ensuring an efficient computation, as a cluster of points might have formed within the data pool.
At this stage, de-clustering enters into action by ensuring points within the same cluster are excluded and only the middle point, in
terms of variables’ position in space, is left. This ensures the most efficient possible computation of the updated Kriging meta-model.
In order to avoid convergence to local minima with few data points, a minimum requirement for the size of the data pool is created,
in such a way that the 𝜖1 cannot be satisfied if the number of points is less than ten times the number of variables, which is the same
4

principle driving initial sampling. In addition, two stopping criteria are defined. The first prescribes a refinement if, after 100 times



Computer Methods in Applied Mechanics and Engineering 418 (2024) 116511G. Dessena et al.

g
s
c
f
i
b

t
t

Fig. 1. rEGO workflow chart. 𝑚 is the number of variables of the problem.

the number of variables (𝑚 × 100) iterations, there has not been another refinement (𝜖1 not reached), while the second criterion
stops the optimisation when the minimum of the function has not improved (stall) after 100 times the number of variables (𝑚 × 100)
iterations.

The techniques mentioned above allow rEGo to become a global–local optimisation technique and improve the global-only
capability of EGO. Now, the running algorithm if rEGO is outlined:

1. The initial population of size 10 × 𝑚, m is the number of variables, is computed using an LH for ;
2. The initial Kriging model is built as per Eq. (6);
3. The point where the maximum EI is found is computed and the Kriging model is updated. This process is known as infill;
4. The 𝜖1 is verified. If the condition is not met the process goes back to step 2;
5. The minimum location, with a GA, found from the predictor is computed;
6. If 𝜖2 is verified the algorithm terminates. Otherwise, the number of points is evaluated and if less than 10 × 𝑚, the process
goes back to point 2.

7. The search space is refined and the dominant points are selected, de-clustering, and the algorithm iterates from step 2.

Steps 1 to 3 represent the left column of the rEGO diagram in Fig. 1 and frame the EGO algorithm first introduced in [1].
The critical part of the workflow is the definition of 𝜖1, linked to the EI. In theory, perfect convergence can be reached when

�̂� = 0 of Eq. (8); nevertheless, when dealing with real data this is highly impracticable. However, in practice [1] suggests that a
ood convergence condition can be achieved for EI = 1% of the minimum of the function that is searched. If the condition is not
atisfied, then the point with the maximum EI is infilled and the process iterates until convergence. The impracticability of the �̂� = 0
ondition makes EGO less reliable in global search because an amount of uncertainty is postulated with the stopping criterion. In
act, in rEGO 𝜖1, as per EGO, is the measure of the global exploration of the response surface and, since a new method is proposed, it
s improper to retain the value suggested in [1]. Hence, a numerical study, in the following subsection, investigates the relationship
etween EI and the algorithm’s precision.
Within this work, the Design and Analysis of Computer Experiments (DACE) toolbox [48] is used to create the Kriging model

and for de-clustering the data pool, for which its dsmerge function is employed. The EI function is retrieved from [49,50], while
he optimal LH code is native to MATLAB, the lhdesign function. The authors’ complete implementation and an introductory
utorial of rEGO can be found in a Cranfield Online Research Data entry linked in the Data Availability Statement.
5
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Table 1
Test functions.
Function Number of variables

Modified Branin [32] 2
Hartmann 4-D Function [52] 4
Rastrigin [53] 6
Styblinski–Tang [54] 8

Fig. 2. Results of the numerical study concerning 𝜖1 and computational efficiency. The ellipses represent the uncertainty in terms of a 95% Confidence Interval
(CI) over 100 realisations.

3.2. Numerical validation

In order to investigate the relationship between the EI and the precision of the algorithm, four optimisation test functions,
presented in Table 1, have been selected and their inputs and outputs scaled between 0 and 1. The functions implementations are
adapted from [51].

The 𝜖1 taken into consideration within this numerical study are EI = [1%, 0.1%, 0.01%, 0.001%]. Since the original EGO
implementation considered 1% to be a suitable stopping criterion, only smaller values are considered. This study’s main goal is to
select a suitable EI value to be used as 𝜖1 within rEGO. The decision is based on the compromise between precision and computational
effort, the number of functions evaluations to convergence. The results of this survey for the functions in Table 1 are presented
n Fig. 2. The plots’ ellipses represent the 95% Confidence Interval (CI) and the markers show the mean values, both over 100
6

ealisations, intended as runs of the algorithm.
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Fig. 3. Results of the numerical study concerning the objective, f(x), and computational efficiency, number of evaluations. The plots’ error bars represent the
95% Confidence Interval (CI) over 100 realisations.

The statistical study is necessary for the random nature of the Kriging modelling. In all cases, the largest intervals for CI are
bserved for the highest EI value, 1%. This is somewhat expected as for a higher EI the knowledge of the response surface is more
ncertain than smaller EIs. Nevertheless, this general rule does not apply for the number of evaluations. In fact, as clearly shown
n Figs. 2(b)–2(d), for the smallest EI value (EI=0.001%) the largest uncertainty, in terms of computational effort, is found.
The highest and lowest proposed EI have two major drawbacks: the former’s precision is notably worse than the others and

he latter is the worst computationally; hence, they are excluded, leaving two potentially suitable values. Apart from the Modified
ranin, the 0.01% value always offers a steep improvement in precision, in terms of both average value and smaller CI, than its
arger counterpart. Even if the computational effort is larger for EI = 0.01%, when compared to EI = 0.1%, the difference is small,
lways within 10%. Finally, from a graphical consideration, only the EI = 0.01% value lies in what is called the knee of the Pareto
ront, which, for a two-objective problem like this, indicates a good compromise between the two objectives. Hence, the value of
I = 0.01% is selected as the 𝜖1 within this work and as the standard value for the rEGO algorithm.
After having established the two stopping criteria driving the rEGO search, it is pivotal to validate the new algorithm against

existing techniques. The same test functions are evaluated by rEGO, EGO and GA 100 times (realisations) for statistical relevance.
For rEGO, 𝜖1 is 0.01% and 𝜖1 is 10−4, while for EGO two implementations are considered. One takes into consideration EI = 0.01%
as the stopping criterion (EGO_EI) and the other with a maximum number of function evaluations equal to the average of rEGO’s
evaluations to convergence (EGO_n). This means that the evaluation budget for the four functions is set, respectively to 39, 75, 176,
and 265. With respect to GAs, two sets of GAs are considered. One with a number of generations of 10 (GA_10) and the other of
100 (GA_100). All the other parameters are standard as per the ga function MATLAB implementation. For all strategies, the starting
population is defined by an LH generating a number of points ten times the number of variables.

In Fig. 3 the results of this numerical study are presented. Fig. 3(a) compared the mean of the minima of the functions, and their
95% CI, found over 100 realisations with the said techniques. As expected, GA_100 generally identified the lowest values. However,
as shown in Fig. 3(b), which deals with the number of evaluations to convergence, the price is that many more iterations, two
orders of magnitudes more, are needed. The CI is not represented due to its negligible magnitude when compared to the number
of evaluations. In terms of precision, rEGO outperformed EGO_EI, GA_10, and GA_100 for the Modified Branin Function, same
7
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Fig. 4. Elapsed time for each iteration of rEGO and EGO_n for the Styblinkski-Tang function. The scatter represents the actual measurements and solid lines are
he regression lines (reg_line).

Table 2
Preliminary study: Potential goal functions for FEMU.
Function Formula

Residuals of the mean of the MAC diagonal 1 − 𝜇(MAC(𝝓𝐸
𝑖 ,𝝓

𝑁
𝑖 ))

Total modal assurance citerion (TMAC) [55] 1- ∏𝑚
𝑖=1MAC(𝝓

𝐸
𝑖 ,𝝓

𝑁
𝑖 )

Modified total modal assurance criterion (MTMAC) [30] 1 −
∏𝑛

𝑖=1

MAC(𝝓𝐸
𝑖 ,𝝓

𝑁
𝑖 )

(

1 + |𝜔𝑁
𝑖 −𝜔𝐸

𝑖 |

|𝜔𝑁
𝑖 +𝜔𝐸

𝑖 |

)

Root mean square error (RMSE) of the natural frequencies RMSE(𝑓𝑖𝐸𝑖 , 𝑓 𝑖𝑁𝑖 )

RMSE of the natural frequencies and mode shapes RMSE(𝑓𝑖𝐸𝑖 , 𝑓 𝑖𝑁𝑖 ) + RMSE(𝝓𝐸
𝑖 ,𝝓

𝑁
𝑖 )

for the Hartman-4D. However, for the Rastrigin function rEGO outperformed all the surrogate-based techniques, but not the two
GAs. Finally, for the Styblinkski-Tang function rEGO outperforms EGO_EI, lays in the CI of EGO_n and falls short of the two GAs.
Unsurprisingly, the GAs are able to obtain better minimums as they use many more function evaluations when compared to rEGO
and EGO. On the other hand, the baseline EGO is less precise for all functions, while the iteration-limited implementation reaches
better performance, due to having more function evaluations. This proves that the preliminary study for the 𝜖1 is justified as the
baseline EI value of 1% would have brought much worse results. The performance of rEGO and EGO_n are comparable, with the
latter, resulting slightly worse for the Modified Branin function and the Rastrigin. rEGO is more computationally efficient.

In Fig. 4 the elapsed time for each iteration of 100 realisations of rEGO and EGO_n for the Styblinkski-Tang function is presented.
The scatter represents the time measured for each iteration and the solid lines are the regression lines, respectively rEGO(reg_line)
and EGO_n(reg_line) for rEGO and EGO_n. Clearly, the slope of EGO_n(reg_line) is much steeper than its rEGO counterpart. This is
only presented for one function as results are similar for any possible function since the speed of the computation depends mainly on
the amount of data. This has to do with the way EGO, and Kriging, work. In fact, if refinement and selection are not implemented the
data matrix of the model keeps growing and slows down the computation. However, if the refinement and selection are implemented,
the computational time remains more stable. Consequently, it can be said that rEGO’s computational performance is more efficient
than EGO_n. Hence, justifying its implementation.

4. Model updating via rEGO

After having benchmarked rEGO against existing methods, its practical implementation is taken under scrutiny. Within this
section, rEGO is used for the FEMU of numerical and experimental systems. However, prior to diving into the FEM application,
a suitable goal function needs to be defined. In fact, rEGO clearly works as an optimisation technique and it needs a function to
search. Most commonly in FEMU, modal parameters are sought as the driving force of model updating. Hence, a set of five functions
are selected for the preliminary study and are shown in Table 2.

The five functions are used to update the FEM of a numerical case study: a 5-element Euler–Bernoulli cantilever beam, as shown
in Fig. 5.

The beam is made of Aluminium, resulting in the following properties: Young modulus, E, is 70 GPa and the density, 𝜌, is
2700 kg/m−3. The beam is 1 m long, L, and its cross-section is a square with 20 mm sides, resulting in a second moment of area,
I, of 1.33 × 10−8 mm4 and an area, A, of 4 × 10−4 mm2. The beam mass and stiffness matrices are modelled as per theory with
vertical displacement and rotation degrees of freedom (DoF). The said properties define the beam’s baseline scenario, while a 10%
reduction of stiffness in elements 2 and 3 and a 5% reduction of stiffness in elements 4 and 5 characterise the second scenario.
For the purpose of this study, the former is known as a baseline and the latter as pseudo-experimental. Table 3 summarises the
eam model scenarios and Table 4 shows the first five, for conciseness, natural frequencies of the baseline and pseudo-experimental
8
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Fig. 5. Preliminary study: 5-element Euler–Bernoulli cantilever beam.

Table 3
Preliminary study: Beam model scenarios.
Scenarios Description

Baseline baseline configuration as described above
Pseudo-experimental 10% reduction of stiffness in elements 2 and 3 and a 5% reduction of stiffness in elements 4 and 5

Table 4
Preliminary study: First five natural frequencies of the
baseline and pseudo-experimental beam model.
Mode # Natural frequency [Hz]

Baseline Experimental

1 16.443 16.098
2 103.098 99.928
3 289.570 280.946
4 572.042 553.945
5 949.446 920.842

This example mimics the mismatch between real structures and preliminary FEMs. In order to tune the beam model from the
aseline to the pseudo-experimental results, a GA, such as the one previously defined as GA_100, is used in 100 independent
ealisations, as runs of the FE model updating algorithms. The objective of this analysis is to find the function which offers the best
ompromise in terms of computational effort, number of evaluations, and precision, which is a two-fold objective as it considers
oth objective minimisation and parameters evaluation, the latter being critical for SHM applications.
In order to tune the model, a parameter, 𝑥𝑖, is used to scale a beam’s element stiffness, 𝑘𝑒𝑖 in such a fashion:

𝑘𝑒𝑛(𝑥𝑖) = 𝑘𝑒𝑖 × 𝑥𝑖 (9)

The beam stiffness elements are then assembled as usual and the system’s modal properties are obtained through eigenanalysis.
Hence, the optimisation problem is to minimise the functions in Table 2 by changing the ratios 𝑥𝑖 and so tweaking the model’s
stiffness. The parameters search bound is set between 0.7 and 1.

The results of this study are reported in Fig. 6, where Fig. 6(a) compares the numbers of average evaluations to convergence and
the mean values of the minimised objectives (𝑓 (𝑥)). In Fig. 6(b) the evaluations are compared with the mean euclidean distance
between the parameters ( 5

√

𝑥, because the number of variables is five). Only the mean values (𝜇) are reported as the standard
deviation (𝜎) is found to be of at least two orders of magnitude less than the 𝜇.

Fig. 6(a) shows that the MAC-based functions obtain the smallest 𝑓 (𝑥) values and the RMSE based ones the highest values. This
is somewhat expected as the RMSE-based functions are not scaled between 0 and 1 as the other three. Nevertheless, this outcome is
reverted in Fig. 6(b), which shows that the parameters are massively misidentified by the MAC-based goal functions. The best goal
function for parameter identification is the MTMAC. In fact, it has better results, both in terms of objective and parameters, than
the RMSE techniques for a comparable number of iterations. The MAC-only techniques are discarded because they do not offer a
real correlation between the minimised model and the real structure, as shown by the parameters mismatch. Hence, the MTMAC is
selected as the objective function for the FEMU via rEGO.

5. Three-storey frame structure

After having established the rEGO theoretical and practical backbone for FEMU, a hybrid, numerical and experimental, case study
is selected. The system is a three-storey frame structure, as shown in Fig. 7 developed at the Engineering Institute at LANL [3]. The
structure has been widely used as a benchmark for SHM [56–59].

The three-storey frame structure is made of four Aluminium plates (30.5 ×30.5 × 2.5 cm) stacked over four, twelve total,
Aluminium columns (17.7 ×2.5 × 0.6 cm) on each floor. The columns connect the adjacent corners of the plate to constitute a
frame-like structure. An additional Aluminium column (15.0 × 2.5 × 2.5 cm) hangs from the top plate and it is used to simulate the
9
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Fig. 6. Preliminary study: Results of the numerical study concerning the goal function selection. Fig. 6(a) shows the average objective over 100 realisations
for the five functions, while Fig. 6(b) shows the precision of the estimation of the parameters as the average Euclidean distance between the expected and the
computed value.

Fig. 7. Three-storey frame structure: Experimental test set-up and schematic diagrams of the three-storey frame structure.
Source: Adapted from [3,60].

onlinear behaviour induced by its interaction with a bumper placed on the second floor (see the zoomed-in particular in Fig. 7),
hich can be considered as a breathing crack mechanism [61]. The frame is excited in the transverse direction at the base plate,
hich is also constrained on rails to allow displacements only in that direction. The data collected refer to four accelerometers,
espectively placed at the centreline of each floor and to a load cell attached between the base and the stinger. The accelerometers
ave a nominal sensitivity of 1000 mVg−1 and the load cell of 2.2 mVN−1. The structure is excited with a 2.6 V RMS in the Dactron
ystem, which equals to approximately 20 𝑁 RMS measured at the input load cell. The selected excitation signal is a band-limited
andom excitation between 20 and 150 Hz, where the lower bound is selected to avoid a rigid body mode, and lasting 25.6 s.
The testbed includes 17 independent cases; however, for the scope of this work, only cases # 1–5 are considered. These cases

nclude damage and simulated damage, by the means of mass addition, scenarios. Respectively, case 1, the baseline, represents the
10
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Table 5
Three-storey frame structure: damage and nonlinear scenarios.
Case # Description

1 Linear, baseline
2 Linear, added mass of 1.2 kg at the base
3 Linear, added mass of 1.2 kg at the first floor
4 Linear, 87.5% stiffness reduction in one column of the first inter-storey
5 Linear, 87.5% stiffness reduction in two columns of the first inter-storey

Fig. 8. Three-storey frame structure: equivalent mass–spring–damper system.
Source: Adapted from [62].

ystem in clean configuration. This is used for the preliminary model updating, as a reference for cases # 2–5, and as a base to
uild the baseline numerical model for the numerical study. Table 5 summarises the pertinent cases.
Fifty realisations for each case exist, with each instance including time histories recording for the input force, in N, and

accelerations, in g. The focus of this work is model updating via modal parameters. Benchmark data for the system under scrutiny
is only available in terms of 𝜔𝑛 and 𝜁𝑛, since 𝝓𝑛 values are not quantitatively given in [3]. Hence, 𝜔𝑛 and 𝜁𝑛 are retrieved from the
benchmark data, while 𝝓𝑛 are retrieved from [62], where they are identified with the Loewner Framework, a modal parameters
extraction method introduced by the authors [62–64]. These data are considered as the average over fifty realisations of the same
case. The reader interested in a more detailed description of the experimental system is referred to [3].

5.1. Model updating

According to [3], the frame can be represented as a 4 DoF system, with each DoF corresponding to a floor, or plate. These take
the form of a classic mass–spring–damper system:

𝑴�̈� + 𝑪�̇� +𝑲𝒙 = 𝑭 (𝑡) (10)

where 𝑴 , 𝑪 , and 𝑲 are respectively the mass, damping, and stiffness matrices, 𝑭 (𝑡) is the input force vector and 𝒙 is the
displacements vector.𝑴 and𝑲 are constructed in accordance with standard practice for such systems, while 𝑪 is built by considering
the uncoupled modal damping assumption in [65]:

𝑪 = 𝝓−𝑇𝑪𝑛𝝓−1 for 𝑪𝑛 = 2𝜁𝑛𝜔𝑛𝑀𝑛 (11)

𝝓 are the eigenvectors from the eigenanalysis involving 𝑴 and 𝑲 , 𝑪𝒏 is the uncoupled modal damping matrix, 𝜁𝑛 is the 𝑛th
damping ratio, 𝜔𝑛 is the 𝑛th natural frequency and 𝑀𝑛 is the uncoupled modal mass matrix. The mass–spring–damper system
equivalent to the three-storey structure is shown in Fig. 8.

𝑴 can be assembled considering the structure mass:

𝑴 = diag
{

𝑚1, 𝑚2, 𝑚3, 𝑚4
}

(12)

where 𝑚𝑛 corresponds to the mass of the corresponding floor. Since real mass values are not specified in [3], by assuming the density
of Aluminium to be 2700 kgm−3 and considering the above-mentioned dimensions for the plates and columns it can be estimated
that:

𝑚1 = 6.442 kg
𝑚2 = 𝑚3 = 6.565 kg

𝑚4 = 6.750 kg
(13)

Also for 𝑲 , no information about the actual stiffness is supplied in [3]. However, given the material properties of Aluminium
and the geometric dimensions of the columns the stiffness of a single column, 𝑘𝑐 can be derived [66]:

𝑘 =
12EI𝑧𝑧 (14)
11
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Table 6
Optimisation technique summary.
Optimisation technique Description

EGO_EI Standard EGO
EGO_n Iterations-limited EGO. The limit comes from the average number of iterations for 100 realisations of rEGO
GA_10 GA with 10 generations
GA_100 GA with 100 generations
GA_1000 GA with 1000 generations

Table 7
Three-storey frame structure: Natural frequencies, in Hz, and MAC values between the experimental 𝝓𝑛 and those derived from the models.

Natural frequency [Hz]

Model Mode # 2 Mode # 3 Mode # 4
(%) (%) (%)

Experimental 30.7 54.2 70.7
FEM_model [3] 29.8 54.0 71.6

(−2.9) (−0.4) (1.3)
FEM_base 24.852 45.813 59.947

(−19.050) (−15.475) (−15.210)
EGO_EI 30.537 54.132 71.234

(−0.531) (−0.125) (0.756)
EGO_n 30.639 54.181 70.916

(−0.198) (−0.035) (0.306)
GA_10 30.586 54.165 71.073

(−0.370) (−0.064) (0.527)
GA_100 30.699 54.001 70.729

(−0.004) (0.002) (0.041)
GA_1000 30.700 54.200 70.718

(−0.002) (0.001) (0.026)
rEGO 30.696 54.200 70.751

(−0.012) (0) (0.072)

MAC Value [–] wrt Experimental

Model Mode # 2 Mode # 3 Mode # 4

FEM_model [3] NA NA NA
FEM_base 0.983 0.999 0.997
EGO_EI 0.991 0.997 0.997
EGO_n 0.990 0.997 0.997
GA_10 0.991 0.997 0.997
GA_100 0.990 0.996 0.996
GA_1000 0.990 0.996 0.996
rEGO 0.990 0.996 0.996

where E is Young’s modulus, I𝑧𝑧 is the second moment of area of the column, and h is the column height. For this formulation, the
iscretisation in a mass–spring–damper system means that the stiffness of the equivalent spring is equal to the sum of the columns’
tiffness on that floor. Given this information, it is possible to compute the stiffness of the three inter-storey column arrangements:
2−4 = 68.167 × 103 Nm−1. In accordance with [3], 𝑘1 is modelled to simulate the friction between the rails and the structure
nd for this use is set to 1 Nm−1, to allow for the large displacements of the rigid body mode outside of the experimental signal
andwith. By the same argument, also 𝜁1 is set to zero. For modelling the shear frame structure under scrutiny several implications
nd simplifications are made. In particular, the axial deformation of columns and the linked axial forces are neglected.
Having defined𝑴 and 𝑲 , and using the benchmark values for 𝜁2−4 it is possible to extract the modal parameters of the system via

eigenanalysis of Eq. (10) (by setting 𝑭 to zero). This allows updating the developed model using the benchmark and experimental
data described above. The updating is carried out as described for the beam model, with the difference that this time rEGO’s
performance is going to be compared with EGO_EI, EGO with a number of function evaluations equals to the mean over 100 iterations
of rEGO (EGO_n) and three GAs with, respectively, 10 (GA_10), 100 (GA_100), and 1000 (GA_1000) generations. For all scenarios
and methods, the FEMU is run 100 times to obtain statistically significant results.The optimisation techniques are summarised in
Table 6.

Results of the updating procedures are presented in Table 7. Experimental refers to the data reported in [3] (for 𝜔𝑛) and those
from LF (for 𝝓𝑛), FEM_model identifies the data, only 𝜔𝑛 is quantitatively available, from the FEM developed in [3], FEM_base
indicates the results from the baseline model developed in this section and the others identify the results, obtained from the input
parameters average over 100 realisations, for rEGO and the comparative techniques. Also, Table 8 reports the number of required
functions evaluations, in terms of mean (to the nearest integer), minimum and maximum over 100 realisations.

The model developed for the frame structure in this section (FEM_base) clearly underestimates 𝜔2−4 of the real frame, but it still
coherently matches 𝝓2−4. However, a 𝜔2−4 relative error exceeding 15% is not acceptable in a FEM model, so tuning is required. This
s carried out via rEGO and can be compared with the said comparative techniques’ results. The rEGO updated FEM has 𝜔2−4 closer
to the experimental value than those obtained from EGO_EI, EGO_n and GA_10 models, while GA_100 results are on par with rEGO.
Only GA_1000 derived models outperform rEGO in terms of identified 𝜔𝑛. On the 𝝓𝑛 side, the identified 𝝓𝑛 are all very consistent
with those from experimental data and their MAC values are at least 0.99, showing almost perfect correlation. The only exception
is FEM_base, where the MAC value is slightly lower for 𝝓2, being 0.983, which however still shows great coherence.

In terms of evaluations, as shown in Table 8, EGO_EI needs the least function evaluations to converge and GA_1000 the most.
EGO, on average, requires 3.3 times the number of iterations than EGO_EI, but the relative difference, between experimental and
dentified, of 𝜔2−4 obtained through rEGO is at least an order of magnitude less than EGO_EI. Hence, rEGO offers performance on
ar with the more computationally intensive GAs, but requires a number of function evaluations orders of magnitude less than them.
n the other hand, it requires more evaluations than EGO_EI, but it offers a more coherent model, particularly in terms of 𝜔 .
12
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Table 8
Three-storey frame structure: Functions evaluations needed for convergence for
the model updating case. Mean (to the nearest integer), maximum (Max), and
minimum (Min) values of 100 realisations are presented.

Evaluations [–]

Model Mean Max Min

EGO_EI 128 233 83
EGO_n 427 427 427
GA_10 2110 2110 2110
GA_100 19210 19210 19210
GA_1000 116669 190210 22630
rEGO 427 655 280

Fig. 9. Three-storey frame structure: Comparison of the 𝝓2−4 identified from Experimental data and computed from FEM_base and rEGO.

For validation purposes, the Experimental, FEM_base, and rEGO 𝝓2−4 are plotted for comparison in Fig. 9.
Notably, the 𝝓2−4 computed from the FEM model have, graphically, a very similar trajectory to those, model-derived, presented

in [3].
From now on the FEM updated via rEGO is known as FEM_rEGO and it represents the baseline condition for the numerical and

experimental study. The new parameters, in terms of 𝑚𝑛 and 𝑘𝑛, of the new model are:

𝑚1 = 6.202 kg 𝑘1 = 1 Nm−1

𝑚2 = 7.504 kg 𝑘2 = 398.93 kNm−1

𝑚3 = 8.225 kg 𝑘3 = 464.36 kNm−1

𝑚4 = 7.656 kg 𝑘4 = 457.67 kNm−1

The differences in mass values between the floors are justified by the fact that the mass of the accessory items is also taken under
onsideration. These include the columns and the bumper. In fact, the largest mass values are shown for floors 2 and 3 where the
anging column and the bumper are placed.

.2. Numerical case study

After having successfully updated FEM_base to FEM_rEGO improving the model’s fidelity to experimental data, a numerical study
s defined. The main goal of the numerical study is to preliminarily assess the capability of rEGO-based model updating to detect
amage, modelled as a decrease in stiffness, or by the addition of masses. For these reasons four damage scenarios are postulated:
wo stiffness reductions and two mass additions. Table 9 defines the damage scenarios characteristics.
The assumption of this approach is that the change in the updated parameters matches the change in the conditions, mass or

stiffness, of the structure. This allows the detection of a stiffness decrease and, hence, damage. As previously for the model updating,
rEGO is compared with the other methods to assess its precision and performance over 100 realisations, for statistical significance.
For the scope of this study 𝜁𝑛 stay constant for all scenarios, such that 𝜁2−4 = [0.06. 0.02, 0.008]. In scenarios # 2 and 3 only the
stiffness values are updated, giving three variables, while for the remaining two, four masses and three stiffness, are considered
13
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Table 9
Three-storey frame structure: Numerically damaged scenarios.
Scenario # Description

1 Baseline scenario. Mass and stiffness properties as defined for FEM_rEGO.
2 15% stiffness reduction in the first inter-storey and 10% in the third inter-storey.
3 15% stiffness reduction in the first inter-storey and 20% in the third inter-storey.
4 15% stiffness reduction in the second inter-storey and 10% in the third inter-storey and 2 kg mass addition on the first floor.
5 15% stiffness reduction in the second inter-storey and 20% in the third inter-storey and 2 kg mass addition on the first floor.

Table 10
Three-storey frame structure: Functions evaluations needed for convergence for the numerical case study. Mean (to the nearest integer), maximum (Max), and
minimum (Min) values of 100 realisations are presented.

Numerical Case Study - Evaluations [–]

Scenario # 2 # 3 # 4 # 5

Model Mean Max Min Mean Max Min Mean Max Min Mean Max Min

EGO_EI 37 69 32 37 68 32 90 163 75 92 127 76
EGO_n 112 112 112 111 111 111 314 314 314 329 329 329
GA_10 523 523 523 523 523 523 2110 2110 2110 2110 2110 2110
GA_100 4753 4753 4753 4751 4753 4565 19210 19210 19210 19210 19210 19210
GA_1000 13515 34316 5270 12601 32013 4565 66302 190210 22630 69676 176910 22630
rEGO 112 159 60 111 172 67 314 461 172 329 523 188

variables. The search bounds for the stiffness values are [0.7, 1.02] and for the mass values [0.98, 1.3]. Bounds below unity have been
selected for stiffnesses as only reductions are expected for damage and similarly, over unity for the masses as only mass addition is
foreseen.

The results, in terms of identified change in the parameters, are presented in Fig. 10, where a boxplot is used to condense the
results for the 100 realisations. The central mark in the boxes indicates the median, while the bottom and top edges of the box,
respectively, indicate the 25th and 75th percentiles. The most extreme data points not considered outliers are comprised within the
whiskers. Figs. 10(a) and 10(b), respectively showing the results for scenarios # 2 and 3, only presents the results for the three
variables updated, while Figs. 10(c) and 10(d) show results for all the seven variables.

Table 10 shows the required number of function evaluations for convergence for all scenarios and models used within the
numerical case study. The results are presented in terms of mean (to the nearest integer), minimum and maximum over 100
realisations.

For all scenarios analysed, Fig. 10 shows that all methods, apart from EGO_EI, give somewhat satisfactory results. However,
rEGO outperforms, for nearly all variables in all scenarios and for all comparative methods. In Fig. 10(a), for scenario # 2 the
higher generations GA and rEGO perform very similarly, while EGO_n performs slightly worse. EGO_EI and GA_10 are well behind.
Nevertheless, all the methods are somewhat consistent such that their median line overlaps, or it is close to overlapping, the
numerical damage line. The same can be said for scenario # 3 in Fig. 10(b). Things start to change for the more complex scenarios, #
4 and 5, where also the mass values are considered. In Fig. 10(c), the results for the variable changes for scenario # 4 are presented
and rEGO-derived parameters are the most accurate, in terms of median and 23th to 75th percentile. However, for one instance, 𝑘4,
rEGO slightly overestimates the stiffness value. EGO_n’s median line seems to perfectly match the numerical value, but at the cost
of more uncertainty, a bigger box. Hence, rEGO is still the best compromise, precision-wise, even for its least-performing value. An
identical occurrence is identified in Fig. 10(d), but the same conclusion can be drawn in favour of rEGO. Notably, the maximum
difference from the numerical value for rEGO computed variables never exceeds 1%, for all cases and for both mass and stiffness
values.

Concerning the required number of function evaluations for convergence, a similar situation to the one presented in Section 5.1
s found. From Table 10 it is clear that GA_10 and GA_100 struggle to converge before the maximum number of evaluations is
eached. This is clear from the fact that the values presented for them are all equal to the maximum values. Once again, EGO_EI
equires the least number of evaluations to converge, but, as aforementioned, it is less precise than all methods, and particularly
uch worse than rEGO. On the other hand, rEGO takes two orders of magnitude fewer evaluations to converge when compared
ith GA_1000, one to two when compared with GA_100 and at least two-thirds less than GA_10.
Given these results, it can be asserted that rEGO is suitable for the model updating for damage detection in numerical systems,

articularly rEGO is able to both damage localisation and severity assessments.

.3. Experimental case study

After having updated the baseline FEM and verified the feasibility of damage detection on a numerically damaged system, model
pdating for damage detection via rEGO is tested on the experimental case study from EI at LANL: the three-storey frame structure.
s aforementioned, for the sake of model updating, cases # 2–5 from Table 5 are considered. Table 11 shows the characteristics of
ases # 1–5 in terms of decrease, or increase, of parameters relative to the updated baseline model in .
Notably, cases # 2–3 deal with a mass addition and # 4–5 with a stiffness reduction in the first inter-storey. There are no
14

xperimental cases where mass and stiffness values are changed at the same time. Hence, for cases # 2–3 only the mass values are
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Fig. 10. Three-storey frame structure: Results, in terms of identified change in the parameters, of the numerical study for the four damaged scenarios. Scenario
# 2 is shown in Fig. 10(a), Scenario # 3 in Fig. 10(b), Scenario # 4 in Fig. 10(c), and Scenario # 5 in Fig. 10(d).

Table 11
Three-storey frame structure: cases under scrutiny.
Case # Description

1 Baseline
2 19.35% mass addition at the base
3 15.99% mass addition at the first floor
4 21.88% stiffness reduction in the first inter-storey
5 43.75% stiffness reduction in the first inter-storey

tuned, and, likewise, for cases # 4–5, only the stiffness values are. The procedure is as followed for the previous case study: rEGO
and the comparative methods are used to match FEM_rEGO to experimental data for detecting damage, or changes, in the structure
via its modal parameters. The procedure is repeated 100 times for each method and case for statistical significance. The search
bounds for the mass values are [0.98, 1.5] and for the stiffness values are [0.5, 1.02].
15
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Fig. 11. Three-storey frame structure: Results, in terms of identified change in the parameters, for the experimental case study. Case # 2 is shown in Fig. 11(a),
ase # 3 in Fig. 11(b), case # 4 in Fig. 11(c), and case # 5 in Fig. 11(d).

In Fig. 11, the results for the changes in parameters are presented in a boxplot, as in the numerical case study, that allows
understanding the stability, as in the 25th and 75th percentiles, and precision, median value, of each method.

For case #2 (Fig. 11(a)) 𝑚2 amd 𝑚3 are well identified by all methods apart EGO_EI and GA_10, particularly for 𝑚2. On the other
hand, 𝑚4 is slightly overestimated by the more precise methods, GA_1000 and rEGO, and unstable results, in terms of 25th and
75th percentiles, are reported for the remaining. However, all methods clearly identify a prominent mass change in the base floor
with rEGO and GA_1000 showing the best compromise between stability and precision. In fact, GA_10 upper whisker is closer to the
expected value, but its lower bound falls much lower, between 5 and 10% when the expected value is 19.35%. A similar situation
can be seen for case # 3 in Fig. 11(b), where, however, the slightly overestimated masses is 𝑚3 and 𝑚2, the increased mass, is actually
overestimated rather than underestimated. Notably, the absolute maximum difference between the rEGO-identified parameters and
the actual values never exceeds 4.3% for the mass values of case # 2 and 2.2% for those of case # 3.

Cases # 4 and 5 deal with the damage, by stiffness reduction, cases. In Fig. 11(c) the results for the computed parameters of 𝑘2−4
re reported. In case # 4 the damage is localised in the first inter-storey for a stiffness reduction of 21.88% over FEM_rEGO. Damage
s successfully localised, but its severity is slightly underestimated, at 𝑘2, by all methods; however, rEGO is the best performing in
erms of precision and stability. The maximum absolute difference between the computed and the expected value is 3.4% and it is
ocated in the damaged inter-storey. For the remaining stiffness values, 𝑘3 is slightly overestimated (< 1%) and 𝑘4 is underestimated
2%). A similar situation is found for case # 5, where the damage located in the first inter-storey is modelled with a stiffness
eduction of 43.75%. Again, the damage is localised accordingly, but it is underestimated (7.2%). On the other hand, 𝑘3 is perfectly
dentified and 𝑘4, once again, is underestimated (2.6%).
In terms of computational performance, rEGO, as per other cases, takes many fewer function evaluations, e.g. 2 orders of
agnitude less than GA_1000, for convergence. The only method taking fewer function evaluations for convergence is EGO_EI,
ut at the price of precision. These results are presented in Table 12.
rEGO outperforms all other methods in terms of stability, precision and computational performance. However, all methods seem

o be influenced by some bias resulting in over-, or under-, estimation of some values. Since damage is correctly localised and
everity reasonably assessed, these differences are to be traced back to the assumptions made in Section 5.1 to characterise the
hree-storey frame structure with the mass–spring–damper model and to the system’s intrinsic nature. Such as in [67], where this
henomenon was more intense and even the localisation of the damage was not feasible using only modal data.

. High aspect ratio wing spar

In order to further validate the capability of rEGO for damage detection, a numerical case study of a high aspect ratio wing
par is created. The spar’s design is inspired by that of the eXperimental Beards 2 wing [68,69] from the Beam Reduction Dynamic
16
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Fig. 12. Top view of the spar with its characterising cross sections. Not in scale.

Table 12
Three-storey frame structure: Functions evaluations needed for convergence for the experimental case study. Mean (to the nearest integer), maximum (Max), and
minimum (Min) values of 100 realisations are presented.

Experimental Case Study - Evaluations [–]

Case # 2 3 4 5

Model Mean Max Min Mean Max Min Mean Max Min Mean Max Min

EGO_EI 46 51 44 46 54 43 36 42 33 37 49 33
EGO_n 185 185 185 174 174 174 133 133 133 132 132 132
GA_10 523 523 523 523 523 523 523 523 523 523 523 523
GA_100 4753 4753 4753 4753 4753 4753 4725 4753 4142 4746 4753 4048
GA_1000 28952 47053 5646 12727 39110 4753 8865 27689 4142 23938 47053 4048
rEGO 185 247 131 174 277 105 133 195 88 132 204 84

Table 13
Modal parameters of the baseline, target and updated models.

Natural Frequencies [Hz]

Mode # 1 2 3 5 6 7 9 10

Baseline 5.527 27.267 33.447 90.298 148.556 173.979 278.173 319.738
Target 2.695 13.222 30.679 74.429 133.143 142.319 235.864 301.311
Updated 2.695 13.222 30.669 74.430 133.356 142.143 236.363 301.472

(0%) (0%) (−0.03%) (0%) (0.16%) (−0.12%) (0.21%) (0.05%)

MAC Value wrt baseline [–]

Mode # 1 2 3 5 6 7 9 10

Target 1 1 0.99 0.80 0 0 0.75 0.01
Updated 1 1 0.99 0.80 0 0 0.75 0.01

Scaling project at Cranfield University [70,71]. The geometry of the spar is shown in Fig. 12 and be summarised as a tapered beam,
arying linearly according to three characterising cross sections.
A FEM model is built in ANSYS Mechanical APDL using 1450 BEAM188 elements, a rectangular section for the root, and two

aper sections, as per Fig. 12. The material is aluminium with Young’s modulus, E, of 70 GPa and density, 𝜌, of 2700 kgm−3. A
amage and loaded scenario is introduced for the verification of rEGO capabilities. The scenario includes a reduction of stiffness,
odelled as a change in I(1−3)𝑥𝑥 and I(1−3)𝑦𝑦 of the characterising sections, and a mass addition modelled as lump mass on the cantilever
eam. These account for a total of eight parameters (𝑥𝑛), six concerning the second moments of area and two the mass. In particular,
oth the mass values and their spanwise position are characterised by the two mass parameters. The optimisation search bound for
he parameters relating to the second moments of area is [0.7 1.1] and [0.5 1] for the two related to the added mass. Before starting
he FEMU procedure the baseline beam is defined without any damage or mass addition and the modes that show predominantly
orizontal and vertical displacements are selected within the first 10 modes. This means that the 𝜔𝑛 and 𝝓𝑛 of modes # 1, 2, 3, 5,
, 7, 9, and 10 are considered in computing the MTMAC within the algorithm. In order to collect the displacement data of the 𝝓𝑛,
0 evenly spaced query positions are selected along the cantilever spar.
After 3173 model evaluations, rEGO returns a minimum MTMAC of 0.003. Tables 13 and 14 show the results of the FEMU

procedure and compare it with the expected and baseline values. The values in brackets represent the relative difference, in
17

percentage, between the target and updated values.
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Table 14
Parameters values of the baseline, target and updated models.

Model properties

𝑥𝑛 # I(1)𝑥𝑥 [m4] I(1)𝑦𝑦 [m4] I(2)𝑥𝑥 [m4] I(2)𝑦𝑦 [m4] I(3)𝑥𝑥 [m4] I(3)𝑦𝑦 [m4] Position [m] Mass [kg]

Baseline 64895 × 10−12 2313 × 10−12 34612 × 10−12 1904 × 10−12 12878 × 10−12 1241 × 10−12 NA NA
Target 51916 × 10−12 2082 × 10−12 34612 × 10−12 1523 × 10−12 10302 × 10−12 1241 × 10−12 1.2 0.8
Updated 52800 × 10−12 2113 × 10−12 33903 × 10−12 1499 × 10−12 11262 × 10−12 1287 × 10−12 1.199 0.808

(1.70%) (1.52%) (−2.05%) (−1.61%) (9.32%) (3.68%) (−0.11%) (1%)

Updating parameters [–]

Mode # 1 2 3 5 6 7 9 10

Target 0.8 0.9 1 0.8 0.8 1 0.8113 0.8
Updated 0.814 0.914 0.980 0.787 0.875 1.037 0.8105 0.808

In Table 13, the modal parameters are found to be very coherent between the target and updated model. In particular, the
difference between the 𝜔𝑛 of the two models is always less than 0.3% and the MAC value with respect to the baseline model are
very similar. It can be said that the rEGO updated model is able to mimic the modal behaviour of the target model.

Table 14 shows the parameters applied to the model to determine the updated model and the resulting values. I(3)𝑥𝑥 aside, all
parameters are very much coherent (less than 4% difference) with the target model. In particular, the mass position and value
are correctly identified. This is deemed to be the most challenging part of this procedure as its position or value might have been
absorbed by other parameters. However, it must be noted that the reduction in I(3)𝑥𝑥 is underestimated by 9.32%; nevertheless, a
eduction is still identified in the model.
Yielding the great results of the modal data comparison between the target and updated model and the ability to localise and

uantify the added mass, the rEGO is deemed as a suitable alternative for the detection of changes, stiffness or mass related, in a
arge FEM model.

. Conclusions

In this work, a computationally efficient version of the well-known Efficient Global Optimization method is proposed. The
ptimisation technique is named rEGO, refined Efficient Global Optimisation, and it extends the global capability of the original
ethod to a global–local, or hybrid, search. This is achieved with the introduction of a refinement and selection technique,
mplemented in two steps: search domain reduction and sample points de-clustering. The capability and performance of the new
ethod are tested successfully on four test functions, where the method outperforms its predecessor and performs accordingly
o genetic algorithms, in terms of precision, but shows a lower computational burden. This successful implementation is then
ollowed by the introduction of a model updating technique based on rEGO. The technique uses modal parameters, extracted
rom experimental data, to tune a finite element model via a penalty function, the modified total modal assurance criterion.
fter validation on a numerical system, a five degrees of freedom cantilever beam, the technique is employed on a well-known
xperimental dataset from the Engineering Institute at the Los Alamos National Laboratory: the three-storey frame structure. First,
baseline model is developed, and then it is tuned to the real experimental case. The tuned model is then numerically damaged, by
tiffness reduction in four cases, two considering damage-only and the other damage and mass addition. Then, rEGO is implemented
n four experimental cases for the detection of damage, or mass addition. rEGO is able to detect, localise and quantify damage and
ass addition satisfactorily in all cases, numerical and experimental, examined. Finally, rEGo is successfully implemented on a
inite element model of a wing spar built in ANSYS Mechanical APDL for the identification of changes in stiffness and mass on the
tructure. For these reasons, the authors highly recommend the use of model updating via rEGO for the detection of damage in
echanical and civil structures and the implementation of rEGO as a single-objective optimisation technique over existing ones,
uch as very computationally heavy genetic algorithms. Also, the authors’ implementation of rEGO is made available in an open
epository.
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