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Executive Summary

A turbofan engine flying through adverse weather conditions will experience a change

in its performance. One of the most common examples of these hostile conditions

is the case of ice crystals ingestion. Identifying these performance variations would

lead to a detection strategy, that could be used to inform the pilots about the fly-

ing conditions, enhancing their decision making capability. In order to be able to

understand which are the key features of the engine behaviour during ice ingestion,

it is necessary to model and simulate such phenomenon.

In literature there are some examples of engine and compressor performance mod-

elling during ice ingestion, but they are either incapable of producing transient or

full engine simulations, or impose very strict assumptions to the particles behaviour.

The objective of this PhD is to develop a gas turbine performance model for the

simulation of engine performance during ice particles ingestion and analyse the en-

gine behaviour in those conditions, to identify its key characteristics.

The method was generated by coupling an engine simulation tool internally available

at Cranfield UTC and a newly developed code capable of modelling the ice particles

evolution. The engine simulation tool splits the engine core into a compression side,

modelled using 1D Euler equations with source terms to account for the influence of

bleeds, compressors and combustion chamber, and an expansion side, modelled via

quasi steady state matching. The ice particles code adopts a Lagrangian approach,

introducing a certain amount of ice particles at defined time steps and modelling

their behaviour until they completely evaporate in the engine. The influence of the

particles on the engine performance is taken into account by source terms in the Eu-

ler equations and a new mass equation has been added to model the water vapour

that is being introduced into the main flow. The model takes into consideration also

the possibility of ice particles accretion on the compressor stator vanes.

The results have been compared with in-flight data, showing promising results in

capturing the expected trends in shaft rotational speed as well as pressure and tem-

perature at the high pressure compressor outlet.
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Chapter 1

Introduction

In this introduction, four main topics will be discussed. First of all, the aim and

objectives of the project will be listed, followed by the exposition of its novelty

and contribution to knowledge. These introductory aspects will be followed by an

explanation of the background of this project and how it came to be, to finish with

a brief outline of the thesis organisation.

1.1 Project aim and objectives

The aim of this project was to investigate the behaviour of a whole engine under ice

crystals ingestion conditions.

In particular, the focus was to understand some specific behaviours of shaft rota-

tional speeds and high pressure compressor outlet pressure and temperature which,

from the observation of some in-flight data, seemed to be two peculiar characteristics

of this phenomenon.

In order to do it, a series of objectives has been defined, as a guide for the different

phases of the project:

• review the technical and scientific literature on the problem

• analyse the different phenomena interacting and develop a methodology to take

them into account

• develop a gas turbine performance model following the aforementioned method-

ology
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• search if the simulation results confirmed the rotational speed, temperature and

pressure behaviours of in-flight data

1.2 Novelty and contribution to knowledge

The method developed for this project presents two main aspects of novelty:

• It is a novel modelling method capable of carrying out a transient simulation of

both an isolated compressor or a full engine during ice ingestion conditions

that can be applied to any engine architecture

• It represents the first time an independent Euler mass equation for water vapour

was introduced in a similar method

In the literature three main methods to model compressor and engine performance

during ice ingestion can be found. However, they all lack some key characteris-

tics compared to the one presented in this thesis. While these aspects will be

explored in much more detail in the next chapter, it is worth anticipating here

some key points. One one side, some methods present in literature are in fact ca-

pable of modelling the performance of a whole engine and can be applied to any

engine architecture[1, 2, 3, 4, 5], however, those are not capable of modelling the

engine transient behaviour. On the other side, one model that is able to simulate

the engine transient behaviour, imposes such strict conditions on the ice particles

evolution that it is only applicable to the specific engine architecture that it was

developed for[6, 7]. Finally, a promising method that did not impose restrictive

limitations on the particles behaviour and was capable of performing transient sim-

ulations has only been implemented in isolated compressor simulations at constant

speed[8, 9, 10, 11, 12, 13].

The main contribution of this project is that this is the first research analysing the

general engine behaviour during ice ingestion.

In fact, previous studies on full engine behaviour have all been focused on the

specific event of engine rollback during ice ingestion, and in reproducing it in a

simulation[1, 2, 4, 5, 6, 7, 14, 15].

Thanks to the various simulations run during this project, it was possible to under-

stand the intricacies of the ice ingestion phenomenon. It was possible for example to

understand how the particles ingestion causes a variation in shaft rotational speed,
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by causing an imbalance between the compression and expansion side torque of the

shaft. This imbalance is due to a combination of the mass and energy effects that

the particles have on the fluid flow, by adding mass flow in the form of vapour and

absorbing energy in the form of heat. During the project various simulations were

performed also to understand the influence that different air inlet conditions and

particles properties have on the engine performance. This allowed to improve our

knowledge of the event, showing for example that a lower air and particles inlet

temperature reduces the effects of ice ingestion.

Finally, an important aspect to take into consideration is the huge potential for

future research that the development of this new method has opened, and that will

be explored in the conclusions of this thesis. Without the modelling methodology

presented here, the contribution that these future projects will have could not be

possible.

1.3 Project background

This research is part of a larger project started by Rolls-Royce aimed at finding new

ways to improve the pilots decision-making capabilities by giving them more and

better information about the engine, named Enhanced Cockpit Decision Making

(ECDM).

The idea behind this project was that if the pilots were aware of the health conditions

of the engine during in-flight events, they might be able to avoid potential mistakes,

make better decisions and, in doing so, minimize the disruptive effects of such events.

Even though this research is only part of the ECDM project, it is appropriate to

present the work that has been done within this project before the scope of this

PhD was determined, as it was crucial in determining the aim and objectives of the

final research, and because it highlights well the potential value of it.

1.3.1 ECDM project

Given the extremely complex and broad nature of the project, an overall strategy

was devised, which can be summarised in Figure 1.1.

The first steps of the project were to identify the main stakeholders for the project,

consider different scenarios for its applicability, identify the potential functions of

an ECDM system and categorize the events that might benefit from such a system.
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Figure 1.1: ECDM project overall strategy

After this, one or more events would be analysed at a time, at first analysing the

decision making process of the pilots during these events. This would set focus for

the events modelling effort, which is where this research lies within the main project

strategy, which would in turn suggest changes to the decisional process and new

ways to eventually diagnose or even prognose certain events. Finally, there would

be an assessment of how the new diagnostic systems and the better decisions made

by the pilots assisted by the ECDM system could reduce the disruptiveness of the

selected events in the future.

Preliminary work

The final and most important phase of the preliminary work was to devise a cate-

gorisation method for in-flight events. This categorisation method is shown in Table

1.1. The classification is based on the effect that the events have on the engine oper-

ability, and it defines four main categories. The first two include recoverable events,

either self recoverable by the engine itself or requiring action from the pilot, such as

an engine religth. The third category, defined as ECDM operability, includes those

events where, even though the engine has incurred in some kind of actual damage,

it would still be operable at certain power sets. The reason for the name of this

category is that now an engine with any kind of damage would most likely be shut
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Minimise economic damage Mission Completion Crew and passengers
safety

Self recoverable Recoverable with ECDM Engine out
action operability of order

Ice ingestion Engine flame out FOD/DOD blade Engine fire
stall/surge Ice ingestion damage Engine seizure

Ash ingestion stall/surge Blade missing FOD/DOD blade
stall/surge Ash ingestion Fatigue blade damage

Lightning strike stall/surge damage Blade missing
surge Lightning strike Bearing damage Fatigue blade

Tip rub surge surge damage
Tip rub surge Bearing damage

Shaft failure
Fan blade off

Table 1.1: ECDM events categorisation

down. With the possibility to inform the pilot about the safe operative settings that

the engine could operate at, its operability would now be directed by the ECDM

system. Finally, the last category includes those events where a catastrophic failure

causes the engine to be completely unusable. It is worth noting that many events

appear in more than one category, this would depend on the severity of the event

itself and its effects on the engine.

On top of this classification, which is more pilot centered, a second one was realised,

alos reported in Table 1.1, where the focus is the main objective that the ECDM

system should pursue in the aim of reducing the event disruptiveness. For example,

the first two categories of the pilot based classification would be grouped together,

as the main objective in both cases would be to minimise the economic damage

resulting from the bad management of an essentially healthy engine. In the case of

the third class, the focus would be to assure the completion of the mission, without

turnbacks, diversions or delays, even with one damaged engine. Finally, for the last

category of the pilots centered classification, the objective would be to preserve the

safety of the crew and passengers in case of a catastrophic event.

It appears clear that the events that would benefit the most from an ECDM sys-

tem are those in the first and third categories. On one side, there is the issue that

pilots might overestimate the severity of an actually innocuous malfunction, caus-

ing unnecessary engine relights followed by overhauls on ground. In case of ECDM

operability, it is obvious the added value that there would be in being able to keep

running an engine, even at a lower power set, and being able to complete the mis-

sion.

Being this the first research effort related to the ECDM project, it was decided
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to not delve into the heavily safety-related cases of the enhanced operability cat-

egory. Instead, the focus has been set on self recoverable events where the pilots

might take unrequired actions. In particular, it has been decided to investigate the

decision making process in case of self recoverable surges.

1.3.2 Decision making process analysis

The second phase of the work that has been done in preparation for the research ef-

fort that is described in this thesis included the analysis of existing aircraft checklists

in case of surge and their comparison against malfunction reports[16] and conversa-

tions with Rolls-Royce experts and pilots.

What came out of this analysis is that, even though pilots do have checklists to fol-

low in case of surge, they often overestimate the gravity of simple, self recoverable

surges, due to the startling effect of the surge loud noise and the rightful concern

for the passengers safety. A tree chart was developed, highlighting all the possible

decision points where the pilot could step out of the checklist, and cause additional,

unwanted disruptions. The result of this analysis can be seen in Figure 1.2. In the

chart, the out of checklist decision points are highlighted in purple, and the ending

points are coloured in green, yellow or red depending on the disruption level. The

number in parenthesis is the Disruption Index, DI. It was taken from Rolls-Royce

tables, it assesses the level of disruption of each different outcome, and its values

have been normalised, for confidentiality reasons, with the maximum reached in this

scenario. Also, the abbreviation UER stands for Unplanned Engine Removal.

The preferable course of action, highlighed in green in the figure, is to not act at

all, as with the surge being self recoverable the engine is perfectly safe and can keep

operating without any problem.

The biggest question was then how to provide the pilots the information they need

to correctly assess the situation and not overestimate the severity of the event taking

place. From conversations with human factor experts and pilots, the main concerns

about this topic were the absence of any signal that could reduce the startling effect

that comes with the loud noise of an engine surge, and lack of characterization of

different surges, that often lead the pilots to consider the worst possible scenario.

Given the wide variety of possible surge causes, it was decided to proceed in a pro-

gressive manner and address and characterise them one at a time, which meant that

an additional event selection was needed. The exact event taken into consideration

was ice particles ingestion.
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Figure 1.2: Decision making process tree chart in case of self recoverable surge

1.3.3 Ice ingestion selection and simulation effort rationale

Ice particles ingestion takes place when an aircraft flies throught a cloud with dis-

persed ice crystals in it, which end up being ingested by the engines. This could also

lead to the particles partially melting and then sticking to the stationary parts of

the compression system. This process is defined as engine icing, which differs from

normal icing, that normally takes place on fan blades and wings leading edges, as in

that case we are in presence of supercooled water droplets, that need an accreting

surface to solidify.

The conditions for the formation of ice crystals are generally met in the outflow

region of large thunderstorms, called anvil[17]. Even though pilots generally pre-

fer to fly around thunderstorms, due to weather or air traffic restrictions, they are

sometimes forced to fly through them.

Ice particles ingestion is a phenomenon that has gained importance over the last
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decades[18]. It can cause various malfunctions spreading from surge to engine roll-

back. All these events are generally self recoverable, in the case of surge, or easily

recoverable, in case of rollback, with an engine relight. However, the sudden noise

of an engine surge or the loss of power without any anticipation could lead the pilot

to misjudge the situation and overreact, causing an unnecessary disruption in the

operations and economical costs to the company.

All these potential problems could be reduced by a system able to identify the be-

haviour of the engine in ice ingestion conditions and communicate it to the pilot.

In this way, pilots situation awareness would be increased, and they would not be

surprised if any event occurred, being ready to manage it in the best way possible.

Such system could be a data-based model able to recognise the behavioural pattern

of engines in ice particles ingestion conditions.

A data-based model is an algorithm that, after a process called training, is able

to recognise patterns and behave accordingly. The training process is probably the

most crucial aspect of a good data based model. During this phase, a great amount

of data are used to set the parameters that will allow the algorithm to operate.

The main problem arising when trying to apply data based models to engine events

and malfunctions, is that they are so rare that there are not nearly enough data

to perform a data based model training. Even though the focus would be to only

characterize the engine behaviour during ice ingestion, those data are collected and

analysed only when an event does in fact occur, initiating an investigation that lead

to the conclusion that the engine was flying in ice particles ingestion conditions.

Hence, it is necessary to develop an engine performance model capable of simulat-

ing a whole engine under ice crystals ingestion conditions. This would improve our

knowledge of this phenomenon, and allow us to generate enough data to train a

data based model capable of recognize the engine behaviour in these conditions in

real time and communicate it to the pilots. In this way, they would be aware of the

possibilities of minor malfunctions of the propulsive system, and would be able to

manage them correctly, improving their decision making capabilities, and minimis-

ing possible disruptions that could arise from a mismanaged event.

Where the in-flight data are useful are in assessing the validity of the engine model.

In particular Rolls-Royce provided a set of data about ice ingestion related surges

that highlighted how, apparently, in the moments immediately ahead of the event,

in all ice ingestion related cases there was a convergence of intermediate and high

pressure shaft rotational speeds, and a divergence of high pressure compressor outlet

temperature and pressure.

The objective of the following modelling effort is then to reproduce the two main
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features that were just presented. However, given the fact that in these data many

parameters were not known, such as ice ingestion rate, particles size, particles tem-

perature, humidity or control system schedules, it will not be possible to quantita-

tively compare the simulation results with the in-flight data.

1.4 Thesis structure

The structure of the thesis follows the completion of the objectives that were outlined

in the previous section.

After this initial introduction, the literature on the subject of ice particles ingestion

will be reviewed in Chapter 2, concentrating in particular on the studies that were

most useful in the following development of the new model.

Subsequently, Chapter 3 will present a quick exposition of the main challenges posed

by modelling such a complex phenomenon and an explanation of the methodology

adopted to solve them, followed by the description of the actual model developed in

Chapter 4.

The results of this modelling effort will then be discussed in Chapter 5, with them

being split into isolated compressor, single shaft and whole engine results.

Finally, in Chapter 6 the conclusions of this project will be drawn, and its possible

future developments will be discussed.
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Chapter 2

Ice Particles Ingestion Background

and Literature Review

In this chapter, after a brief introduction of the topic of ice particles ingestion and

ice particles accretion, and how it is different from normal aircraft ice accretion, we

will analyse the state of the art of the research on ice particles ingestion modelling.

2.1 Ice particles ingestion background

Atmospheric ice particles can either be small single ice crystals with the average

dimensions of a few µm, or aggregates of multiple ice crystals, that can reach di-

mensions of a few millimiters[19, 20]. The conditions for their formation are gener-

ally met in the outflow region of vast convective systems, such as the thunderstorm

anvils[18, 21]. The anvil region of a thunderstorm, named after its characteristic

shape, is the region above 8 km where the cold water spreads[17]. Even though

anvil clouds are most common in tropical thuderstorms, they can be found all over

the world[17, 18, 21, 22].

Even though a study from Lawson et al. pointed out the potential effects of ice

particles on engines[17], until the last two decades they were believed to be a be-

nign phenomenon for turbofan and turbojet propulsion systems[18], as they would

bounce off the engine internal surfaces, without causing significant damage. On the

other side, the main concern for aircrafts related to cold weather and icing conditions

were the supercooled liquid droplets (SLD)[23].

The SLDs are water droplets that are still in liquid form at temperatures lower than
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Figure 2.1: Anvil cloud over Europe[24]

273.15 K, and can be found in the atmosphere at altitudes that range from 7000 to

22000 feet[23], which correspond to roughly 2100 and 6700 m. These SLDs tend to

freeze and accrete upon hitting the external surfaces of an aircraft, such as wings,

engine nacelles and fan blades[23]. Once the ice starts to form on these surfaces,

it can have a detrimental effect on their aerodynamic characteristics as well as, in

the case of fan blades, shed and cause foreign object damage to the engine internal

parts.

This idea changed at the beginning of the twenty first century. Starting from the

last decade of the twentieth century, a series of engine icing events took place at alti-

tudes above 22000 feet, where SLDs can not be found[18]. In 2003 for the first time

the connection was made between the presence of high quantity of ice particles and

these events[22], dated 2003 is also the first experimental campaign that included

the possibility of icing caused by mixed phase and glaciated clouds[25]. The first

study specifically on the topic of ice ingestion was then published in 2006[18].

The fact that the interest in ice particles ingestion is relatively new, is most likely

the main reason for the low number of studies on the subject, which have, however,

started to substantially increase after 2011 and 2012[1, 8, 43].

When these ice particles are ingested into the engine, a mutual influence starts to

take place between them and the main flow field[26], the air surrounding them starts
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to be accelerated, compressed and heated up by the engine compression system. As

a result of these phenomena the particles start to evaporate and their temperature

starts to increase, until they eventually melt, to rise again once they have com-

pletely become water droplets. These phenomena by themselves induce changes in

the compressor performance[8] and could potentially cause stability problems such

as compressor surges[9]. With the ice particles being transported forward by the

accelerated fluid flow, they also induce a drag effect as a reaction.

As the ice particles hit a compressor rotating surface, such as the rotor blades, they

are succeptible to breakage[27].

Additionally, once the particles start to melt, becoming mixed phase particles, un-

der certain conditions of melt ratio, total water content in the air and air wet

bulb temperature, the particles can start accreting on the static surfaces of the

engine[28, 29, 30, 31, 32, 33]. The ice formations, modifying the stator vanes shape,

can easily induce a degradation of the stator aerodynamic performance[28]. More-

over, by restricting the passage area, the accreted ice could cause some more serious

effects such as an uncommanded engine rollback, which means that there is a de-

crease in engine delivered power without any action from the pilot or the engine

controller[34, 35, 36].

As already mentioned, the first paper to specifically study ice ingestion was published

in 2006 by Mason et al.[18]. In this study, analyzing data coming from in-flight event

reports and two test flights with instrumentend aircrafts, they analysed in particular

the environment in which ice particles ingestion events, and specifically ice particles

accretion events, might take place, and identified the most important challenges for

the aerospace industry and research moving forward.

The main challenges for the aerospace industry that they identified were:

• the avoidance of areas with dense presence of ice particles

• the improvement of engine ice particles accretion tolerance

• atmospheric characterization of ice particles

• development of new testing facilities for ice particles ingestion, and in particular

ice particles accretion

• development of modelling methods for ice particles ingestion and accretion

Given the topic of this thesis, this literature review will analyse the body of knowl-

edge concerning the improvements in ice particles ingestion and accretion modelling

methods.
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2.2 Ice particles ingestion and accretion modelling

methods

There are various high fidelity methods capable of modelling the phenomenon of ic-

ing on the aircraft external surfaces, which is caused by supercooled liquid droplets.

Two of the most important icing codes are McGill University FENSAP-ICE[37, 38]

and NASA LEWICE3D[39].

In 2007 FENSAP-ICE was modified to allow for the simulation of internal geome-

tries and mixed phase particles[40], and the resulting tool was later validated against

both the experimental results obtained in 1979 by Lozowski[41] on a cylinder and

in 2003 by Al-Khalil on a NACA 0012 profile[25, 41, 42]. These changes allowed

FENSAP-ICE to simulate the engine ingestion of partly glaciated water droplets.

The results obtained with this method highlighted how higher concentrations of ice

particles can be found at the exit of the compressor stages, where pressure increases

and velocity decreases. These findings suggest that the components that are poten-

tially most vulnerable to ice particles accretion are the compressor stator vanes.

On the other side, NASA started to adapt LEWICE3D to ice and mixed phase par-

ticles ingestion in 2012[43] with the implementation of the previously developed par-

ticles trajectory and phase change model GlennICE[44]. By coupling LEWICE3D

with GlennHT[45, 46], an internal flow solver which would calculate the flow condi-

tions within the compressor and pass them on to LEWICE3D, Bidwell, Rigby and

colleagues were capable of analysing the low pressure compressor of an engine that

would have later been used in a series of experimental campaigns at the Propulsion

Systems Laboratory[35, 36, 47, 48]. The method successfully predicted the the pos-

sibility to have or not ice accretion in various conditions[36, 49].

Additionally, NASA has also worked on their 2-D code LEWICE[50]. In 2015 Wright

and colleagues[51] modified the aformentioned code by adding a break-up model that

took into account the experimental findings by Hauk et al.[52] for what concerns

the particles impact behaviour, Palacios et al.[53] for the particles trajectory after

the break-up, and Currie et al.[54] for the assessment of whether the particles would

bounce or impinge upon contact with the compressor surfaces.

Finally, it is worth mentioning that also ONERA[55], the Turkish Aerospace In-

dustries Flight Sciences Department in cooperation with the Middle East Techincal

University[56], and Oxford University in cooperation with Rolls-Royce[57], have all

developed their own 2-D and/or 3-D ice particles ingestion and ice accretion codes.

While all these high fidelity tools are extremely valuable for understanding the de-

tailed behaviour of the ice particles as they travel through the compressor, as well
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as the mechanisms for ice accretion and its effects on compressor aerodynamics,

they are not well suited for more systemic analyses. These methods, in fact, are

not capable of performing whole engine simulations, where it could be possible to

investigate the effects that the ingestion of ice particles has on the overall engine

performance and behaviour.

Given that the overall engine behaviour is in fact the main focus of this research

effort, we will now concentrate our analysis on the 0/1-D models.

In fact, these more simple models allow to more easily simulate the interactions

between different subsystems and components, given their lower computational de-

mands, which is something that would not be feasible with more complex and refined

tools.

The main contributor in this area are NASA and General Electric, which followed

two slightly different approaches.

2.2.1 NASA modelling approach

NASA tried different methods over the years to model the ice particles ingestion in

the engine with a systemic approach, always focusing however on the mechanisms

and effects of ice particles accretion.

In their first iteration, they adopted a combination of a 0-D, a 1-D and a 2-D code. In

a study published by Jorgenson and colleagues[1] a mix of NPSS (Numerical Propul-

sion System Simulation), COMDES and the 2-D version of GlennICE was used to

determine which conditions, over a determined flight envelope, could present risk of

ice accretion within the compressor of a two spool turbofan engine.

NPSS is an object oriented software developed by NASA[58, 59, 60]. This software,

given a set of maps for the different components of the engine, is able to simulate

the performance of the engine and the thermodynamic values of the flow at the inlet

and outlet of each component at different ambient conditions and throttle settings.

On the other side, COMDES is a 1-D, mean line compressor flow code[61]. The

software can be used both for the preliminary design[62] of a new compressor or for

the analysis of the off-design performance of an existing one. In this second case,

the software calculates the compressor performance using as inputs the rotor blade

angles for both leading and trailing edges at hub, mean and tip radius, and the flow

inlet conditions.

With this method, NPSS would determine the low pressure compressor (LPC) in-

let conditions and shaft rotational speed, together with the performance of all the

other engine components. The LPC performance, on the other hand, are calculated



16 Ice Particles Ingestion Background and Literature Review

by COMDES, as well as the blade-row to blade-row flow characteristics, which are

passed on to GlennICE. Finally, this last code would determine the particles evo-

lution and assess the possibility of ice accretion. This methodology is displayed in

Figure 2.2

Figure 2.2: Jorgenson et al. modelling methodology[1]

During the first phase of the study, Jorgenson and colleagues ran the NPSS-COMDES

code in steady state at different locations over a typical flight envelope to identify

possible ice accretion conditions. They assumed that there would be ice accretion on

stator vanes with static temperature between 509 and 515 degrees Rankine, based

on some previous laboratory test results[28], and introduced there a blockage factor

to simulate the effect of ice accretion on the LPC compressor characteristics.

In the second half of the study, they confirmed the locations of potential ice accre-

tion with the use of GlennICE, which takes into account also other parameters such

as temperature and relative humidity.

While the approach taken by Jorgenson and colleagues was a good starting point

and presented good preliminary results, some of which also in agreement with some

experimental work, it considered only the influence that the fluid flow has on the

particles, and not how the ice crystals influence the flow as their temperature rises,
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they change state and evaporate. Also for what concerns the ice accretion, the only

influence that it has on the flow, according to this model, is the induced blockage.

Finally, the study does not take into consideration the transient behaviour of the

engine, which will be modelled in a fairly different way in the follow-up study[14],

but only the changes in the compressor characteristics.

The aforementioned follow-up study by May et al.[14] represents the first attempt by

NASA to simulate the transient behaviour of an engine during ice accretion, and in

particular to simulate the occurence of an ice accretion induced engine rollback. In

this study, they used C-MAPSS40k, a publicly available MATLAB/Simulink code

that models a generic 40.000 lbf thrust double spool high bypass turbofan engine,

including an engine controller. They also generated some component blocked maps

for the LPC using COMDES, and progressively transitioned from the standard maps

to the blocked ones, to simulate the build up of ice. This method, however simple,

gave good results, allowing them to reproduce the behaviour of an engine rollback.

In the following years, the modelling method proposed by Jorgenson et al. was

improved in several ways:

• The NPSS-COMDES code was modified by adding GASPLUS, a code capable of

calculating the fluid properties of a air/water vapour mixture. NPSS has also

been replaced in some studies by a code directly provided by the manufacturer

of the engine they were testing and/or modelling[2, 3, 4, 5]

• A new particles code was developed: MELT, a 1-D code with equations taken

from LEWICE2D[50], capable of calculating the evolution of the particles as

they proceed through the LPC

• The enthalpy necessary for the particles evolution was subtracted from the main

flow in COMDES at the gap between rotor and stator and through the stator

vanes

The main implication of these changes was that the method now did take into

consideration the mass and enthalpy effects of the particles on the fluid flow, leaving

out only the potential effects on the flow momentum. There was also athe addition

of the capability to calculate wet bulb temperature, Twb, and the melt ratio, the

ratio between the mass of liquid water and solid ice, that were found to be crucial

parameters for the onset of ice accretion[29]. The ice accretion blockage then was

modelled as a reduced spacing in COMDES, and was a function of time and ice

accretion growth rate, which has been preliminarly estimated by Struk et al.[30].
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The NPSS set-up for this new modelling method is shown in Figure 2.3, while the

relations between the different codes are displayed in Figure 2.4.

Figure 2.3: Veres et al. NPSS set-up[63]

This methodology was first implemented by Veres and colleagues in 2012[63] with

the main focus of assessing the probability of ice accretion.

In a 2013 study[2], this methodology successfully reproduced ice accretion in the

same cases where it was detected during some test runs that replicated flying condi-

tions. In addition, it predicted ice accretion for some additional altitudes and flying

conditions, which were then confirmed by additional tests. Moreover, one of the

main findings of this study was the confirmation that no ice accretion event pre-

sented a 0 melt ratio, meaning that ice accretion is possible only if the ice crystals

are partially melted.

In a following study[3] this method helped understanding the differences in wet bulb

temperature and melt ratio between cases that during the experimental tests showed

an imminent (fast) icing event, a gradual (slow) icing event, or no icing event at all.

By introducing proper degradation factors, in 2016 it was possible to reach a good

agreement between experimental data and NPSS computational results for a full

rollback event of a Honeywell turbofan commercial engine[4]. The comparison be-

tween test data and NPSS results can be seen in Figure 2.5, where N1 is the fan

speed, N2 the core speed, WF the fuel flow rate, PT3 and TT3 the core compressor

exit pressure and temperature respectively, and finally TT45 is the high pressure

turbine exit temperature.
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Figure 2.4: Veres et al. modelling methodology[63]

Figure 2.5: NPSS calculated performance results (dots) and test data (solid curve)[4]
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Additionally, by calculating with COMDES the level of blockage required to have

the same level of degradation introduced in NPSS, they were able to obtain an esti-

mation of the blockage growth rate with varying wet bulb temperature and ice-water

to air ratio (IWAR), which have been found to be the most important parameters

for determining the ice growth rate.

Using the same method, these findings were then expanded and refined in a 2017

paper by the same authors, whose results will be discussed later in this thesis.[5].

While this second approach does introduce the thermodynamic effects that the par-

ticles have on the flow with their evaporation, temperature rise and phase change,

this method still is not capable of performing transient simulations, but it rather

produces single operative points. Moreover, it lacks a particle break-up modelling

capability and does not take into consideration the effect that the particles have on

the flow momentum.

The last approach to be described here took by NASA is the most simple to be

listed in this review. In this method, the engine is modelled using only NPSS, with

the simulation set-up that can be observed in Figure 2.6[6]. In the model, scalar

correction terms for pressure ratio and efficiency are applied to the LPC maps in or-

der to take into consideration the deterioration effect of ice accretion. The enthalpy

required to raise the particles temperature to 273.15 K and subsequently completely

melt them is calculated and extracted at the end of the LPC. On the other side, the

HPC is divided stage by stage, and the enthalpy necessary to convert the resulting

water droplets into vapour and raise its temperature to the HPC exit temperature

is extracted between each stage. Finally, a correction parameter is applied to the

HPC required power to take into account the effect of the non-adiabatic compression

process.

By appropriately setting the degradation factors, this method produced similar re-

sults to the previous one in modelling ice accretion induced rollbacks in two different

occasions[6, 15].

What really differentiates this approach from the previous two, however, is that in a

2017 study Simon and colleagues derived from this a modelling method in T-MATS

capable of performing dynamic and transient simulations[7]. T-MATS (Toolbox

for the Modeling and Analysis of Thermodynamic Systems) is a NASA-developed

MATBLAB/Simulink code[64]. Simon et al. model transferred the same NPSS sim-

ulation set-up of Jorgenson et al.[6] to T-MATS, adopting also the same assumptions

for enthalpy extraction and deterioration factors.

In order to transform the Jorgenson method[6] into a dynamic model, they merged it

with the maps stacking methodology already applied by May[14]. In this method, as
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Figure 2.6: Jorgenson et al. NPSS set-up[6]

already described, a series of progressively blocked maps is produced using COMDES,

using a method proposed by Jorgenson in 2011[1], and the operative map utilized by

the solver is progressively changed as the blockage level increases. Moreover, Simon

et al.[7] utilised new experimental data obtained from NASA PSL test facility[35, 36]

to calibrate their input data, such as the particles density. The model also had the

possibility to control fuel flow, bleeds and auxiliary power extraction actuators, and

these controls could be operated both in open or closed loop. This method produced

results with very good agreement with engine test data for ice accretion induced roll-

backs for what concerns engine system level behaviour, and it was set to be used to

formulate new ice accretion detection techniques in future studies.

This last approach, while being able to perform transient and dynamic simulations,

does not take into consideration the physics behind the particles evolution, relying

on the assumptions made about their melting in the LPC and evaporating in the

HPC. While it did bring good results, it is not clear if these assumptions would

reveal to be as reliable when simulating engines with a different architecture.

We will now discuss the modelling approach adopted by General Electric, before

closing this literature review section with some final remarks.



22 Ice Particles Ingestion Background and Literature Review

2.2.2 General Electric modelling approach

From 2012 General Electric started a research effort with the aim to model the

effects of ice ingestion on a compressor, in cooperation with the Georgia Institute

of Technology. In their first publication, they laid down what would be the main

method they would use to model this phenomenon[8]. The base of their approach is

a quasi 1-D Euler solver that calculated the main flow characteristics, and that was

validated in a following paper[65]. In parallel, a dedicated code would calculate

Figure 2.7: Kundu et al. numerical scheme[8]
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Figure 2.8: Kundu et al. results for mass flow[8]

the evolution of each single particle ingested by the compressor, whose diameter

is determined using a probability curve around a mean value. The particles were

assumed to be spherical and to be dragged forward by the flow, which means that

they had an influence also on the momentum equation, not only on the mass and

energy ones. The enthalpy exchange between the particles and the flow was con-

sidered to take place only at the stators, while the particles passing through the

rotors were broken up, and the water droplets splashed. The break-up model is an

inportant novelty compared to the previous approaches considered. The influence

of the particles on the flow was accounted for with the introduction of source terms

into the Euler equations. Finally, instead of having a second mass equation, they

opted to introduce a species balancing equation in the form of[8]:

∂ρAq

∂t
+
∂ (ρAq)u

∂x
=

∂ṁwv

∂x
(2.1)

Where ρ is the flow density, A the passage area, q the humidity ratio, defined as the

ratio of mass of water vapour over mass of dry air, t is time, u is the flow velocity

and ṁwv the particles evaporation/sublimation rate. The method numerical scheme
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Figure 2.9: Kundu et al. results for temperature and pressure ratio[8]

can be observed in Figure 2.7.

Using this approach, Kundu and colleagues simulated a ten stages compressor at

constant rotating speed, and found that the introduction of ice particles causes a

series of changes in the operative conditions of the compressor. The first of these

changes was the increase in overall mass flow, with a further increase throughout the

compressor due to the evaporation of water particles, that can be seen in Figure 2.8.

It is worth noting that the fluctuations visible in this figure are due to the numer-

ical error of the solving scheme, and were greatly reduced by Kundu in subsequent

refinements of the method[11].

Additionally, in Figure 2.9 can be observed how temperature and pressure ratio be-

have differently along the different stages.

All these effects combined together cause the initial stages operative points to move

away from the surge line, while the operative points of the last stages move towards

it[8].

Using this method, they also showed how the ingestion of ice crystals could trigger

a compressor surge[9]. Considering the research done by NASA on ice accretion

induced engine rollbacks, this finding highlights the importance of understanding

the engine behaviour during ice ingestion and its effects.

After a study analysing the influence and importance of different particles and flow

parameters on the compressor behaviour in modelling the ice shedding phenomenon[10],

a new study by General Electric highlighted how a compressor might actually sus-

tain more easily, under a thermodynamic point of view, a moderate amount of ice

ingestion for a prolonged period of time, rather than the abrupt introduction of a

big amount of ice, even though for just a brief moment[12].
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Finally, the last research published by the GE working group was a comparison

between different strategies for particles break-up and droplets splashing[13].

This modelling approach does account for the particles influence on all the aspects

of the fluid flow (mass, momentum and energy), includes the particles break-up and

droplets splashing, and is able to perform transient simulations. However, it has

never been applied to a full engine, and does not account for possible ice accretion

within the compressor. Moreover, it most likely requires a high computational power

and/or computational time, as it models the evolution of each ice particle separately.

2.2.3 Final remarks

Figure 2.10 is an overview of the different ice ingestion model presented in this

literature review, showing their characteristics, their pros and cons.

Figure 2.10: Overview of ice ingestion models charactersitics

The first models proposed by NASA were preliminary attempts to assess the ef-

fects that ice particles, and in particular ice particles accretion, have on engine

performance[1, 14]. In doing so, they considered only the effects that the main flow

has on the particles, and the blockage effect that the particles accretion has on the

engine performance. This approach, however simple, gave promising results, and

induced NASA in going forward in their modelling effort.

In its second wave of studies, NASA took into consideration also the effects that

ice particles have on the engine flow mass and energy, with the introduction of wa-

ter vapour and subtraction of enthalpy resulting from the particles evolution. This

approach has produced excellent results, improving the understanding of the mech-

anisms of ice particles accretion[49], which was the main target that NASA was
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pursuing, and these findings are and will be of paramount importance for anyone

who aims at appropriately model the phenomenon of engine ice ingestion including

the possibility of ice crystals accretion.

Additionally, NASA carried out a study that could be seen as the first study to

analyse the engine system behaviour in case of ice ingestion[7]. The model they

used, however, is arguably very specific to the engine it was applied to, given the

assumptions that were made about the particles evolution. These assumptions were

however understandable, considering that the main focus of the study was the mod-

elling of the single case of ice ingestion and ice accretion induced engine rollback

on a specific engine, rather than the general engine behaviour during ice crystals

ingestion conditions.

On the other side, the General Electric and Georgia Institute of Technology working

group has proposed an interesting methodology for modelling ice ingestion that ne-

cessitates of less assumptions about the particles behaviour, hence it can be applied

to a wide range of engine architectures. However, they only used this model to

analyse an isolated compressor, and did not consider ice accretion. Moreover, the

methodology could result to be very demanding under the computational point of

view, as it models the particles one by one.

In conclusion, it appears that at the moment there are no models in literature capa-

ble of simulating the overall transient behaviour of an engine subject to ice ingestion

that include the influence of the particles on the flow mass, momentum and energy,

that can take into account for ice accretion, and that are not constrained by critical

assumptions regarding the crystals evolution. The method presented in this study

tries to accomplish the target to put all these characteristics together, as it can be

seen in the last row of Figure 2.10, and in doing so tried to couple together the best

of both NASA and General Electric approaches. Moreover, no studies have been

found that investigated the general behaviour of the entire engine in these condi-

tions, without focusing on one specific type of event.
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Chapter 3

Methodology

The aim of realising a simulation tool capable of modelling the behaviour of a whole

engine in ice ingestion conditions presented many challenges due to the big number

of concurrent phenomena that such scenario implies.

These different phenomena can be summarised as follows:

• the performance of the engine compression system

• the performance of the combustor

• the performance of the expansion system

• the shaft behaviour

• the particles behaviour

• the process of particles breaking up upon encountering the compressor blades

• the eventual process of ice accretion on the compressor stator vanes

• the behaviour of the accreted ice

Each of these main phenomena is extremely complex, and they all are intertwined

and influence each other:

• the compressor performance influences the behaviour of the combustor
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Figure 3.1: Correlations between simulated phenomena

• there is a mutual inluence between the combustor and the compression system,

while the former unilaterally affects the turbine, as in most cases the first row

of NGVs is choked

• both the turbine power output and compressor power requirement define the shaft

rotational speed, which in turn influences the performance of both of them

• the particles behaviour is affected by the main flow conditions, which are defined

by the compressor performance, and in turn it affects the compression system

with the mass, momentum and energy exchanges that it implies

• the particles break-up is dependant on the particles velocity, size, and on the

compressor blades velocity, and it results in a reduction on particles size and

an increment of their number

• the process of ice accretion is regulated by a mixture of ambient conditions, defined

by the compressor performance, and particles characteristics. This process

obiviously influences the amount of ice that passes from the particles form to

the accreted, static one

• the static ice behaviour is influenced by ambient conditions and by the amount of

ice that is accreting at every moment and, in a similar manner to the particles

behavior, influences the compressor with the mass and heat exchanges that it

implies

The aformentioned relations can be visually portrayed in figure 3.1.
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Now that the very complex nature of the problem has been highlighted, it is also

possible to notice a way to simplify it. For example, it is pretty clear that it is

possible to divide the blocks in Figure 3.1 in two groups, with those on the left

representing the engine, and those on the right representing the ice, both particles

and static.

This observation determined the choise to split the overall modelling of ice particles

ingestion into two main problems: the modelling of the engine behaviour, which is

calculated by a tool already present within Cranfield UTC, and the modelling of ice

particles and accreted ice, which is carried out by a new model that was developed

for this thesis.

Moreover, among the engine subsystems perfomance blocks, only the compressor

one influences and is in turn directly influenced back by the phenomena on the right

side of the picture. Of course, all the systems feel the effects of the ingestion of ice

particles, such as the introduction of water vapour or the temperature drop, but the

ice is directly acting only on the compressor, which then carries these effects over

to the other components.

Following the fact that only the engine compressors do have a direct interaction

with the ice particles and the accreted ice, the project was divided into three main

phases and a series of sub-steps, which can be observed in Figure 3.2, with the light

blue boxes highlighting the coding steps, and the dark blue ones indicating the steps

where the work was constituted by running simulations and analysing their results.

The first phase began with the development of the code modelling the particles

behaviour, which was tested by simulating the particles evolution as they enter

a duct with a fixed set-up of air velocity, pressure and temperature. The results

of these simulations will not be reported in this thesis as they were carried out

merely to check for evident mistakes in the particles code. After this, the parts of

the method that allow the compression system and the particles to interact were

coded. The effects of particles evaporation on the compressor flow mass, momentum

and energy are taken into account with dedicated source terms to the flow solving

equations, as it will be explained in detail in the next chapter. On the other side, the

interaction between compressor blades and particles determines the necessity of a

break-up model, and a splashing model for water droplets, which were implemented

at this stage. Finally, the introduction of water vapour introduces some changes

in the thermodynamic properties of the compression system working fluid, which

is not pure air anymore. The coding of these changes was carried out during this

phase, which concluded with a series of simulations of an isolated compressor at

fixed rotational speed, followed by a plenum. The results of these and the following
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Figure 3.2: Project work flow

simulations are reported in

Chapter 5 of this thesis.

For the second phase of the project, the addition of the expansion side to the sim-

ulations required the implementation in the expansion side part of the engine per-

formance code of the aforementioned changes to the flow thermodynamic properties

of the working fluid. This operation was then followed by single shaft simulations.

Once the code was capable of smoothly running with both the compression and

the expansion sides of the engine implemented, the whole engine simulations were

carried out, and their results analysed.

Finally, the capability to detect and model the eventual particles ice accretion was

implemented into the particles modelling code, and a series of simulations was car-

ried out to test this new capability.

The remaining of this chapter will be dedicated at analysing how the elements listed
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in Figure 3.2 were implemented and interacted between each other during the three

mentioned phases.

3.1 First phase

Figure 3.3: Isolated compressor simulations modelling methodology

At the time this project was being defined, a new tool was being developed internally

by the UTC. WEST (Whole Engine Simulation Tool) is a Matlab code capable of

performing whole engine unsteady simulations, which was first meant for simulating

shaft failure overspeed events, and to be applied in the preliminary design phase of

an engine [66].

WEST, which will be the subject of the first section of the next chapter, in par-

ticular models the flow of air in the compressor using quasi 1-D Euler equations

with source terms. This characteristics makes it very suitable for simulating many

different phenomena within the compressor. In the case of ice ingestion, for ex-

ample, where the aerodynamic effects can be considered negligible, it is possible to

model the influence that the ice has on the flow that is being compressed by adding

the appropriate source terms to the Euler equations. This made WEST the chosen

baseline for this simulation effort.

Hence, while WEST simulates the compressor, and more precisely the behaviour

of the air flowing through the compressor, it is not able to simulate the behaviour

of particles or static ice. It has been the main work of this project to build some

additional routines into WEST in order to be able to perform a full ice ingestion

simulation.

In order to do so, the flow is split in two phases, a continuous one, constituted by the

air and water vapour, which is modelled by WEST, and a discrete phase, formed by

the ice particles and accreted ice, which are modelled using a Lagrangian approach.

The particles are followed as they enter the compressor, melt and evaporate, so that

their evolution will define the values for the source terms to be applied to the con-
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tinuous phase. The behaviour of both the particles and the accreted ice is regulated

by basic mechanical and thermodynamic equations[67], so that the calculation does

not need any iterative process. This approach is similar to the one already utilised

by Kundu[8]. The influence of the particles on the main flow is accounted for by the

aforementioned source terms, but also by the modification of the flow composition,

that induces a series of changes in the flow thermodynamic properties. A particles

break-up model and a water doplets splashing model were also implemented. These

models were taken from the literature[13].

Figure 3.3 shows how WEST and the ice modelling formulation interact with each

other.

On one hand, the WEST calculated flow conditions serve as ambient conditions for

the particles calculation. On the other, the evolution of the particles themselves de-

termines the magnitude of the source terms for the Euler equations and the amount

of water vapour that will change the flow composition. On the right side of the

figure is then possible to appreciate how the particles break-up model, by taking

into account particles diameter, mass and velocity and shaft speed, which is fixed

in these simulations, calculates the interaction between particles and rotor blades

determining the new mass and diatemer of the formers.

3.2 Second phase

In order to perform single and multiple shaft simulations, it was necessary to add

the combustion chamber and the WEST turbine system simulation code, allowing

the shaft rotational speed to change responding to the varying operating conditions

of the components. This new set-up is shown in Figure 3.4. In the figure, all the

blocks and connective links present from phase one and lacking the description do

not serve any additional purpose compared to Figure 3.3

As it will be clarified in the next chapter, the combustion chamber in WEST is

still modelled using quasi 1-D Euler equations, and is actually considered one sub-

component in the overall compression system subroutine. This means that its in-

troduction did not require any additional coding.

The WEST turbine modelling tool, on the other side, is a separate subroutine. Us-

ing the flow conditions coming from the combustion chamber as inlet conditions and

the ambient pressure as an outlet condition, it uses an iterative method, which will

be discussed in the modelling chapter, to identify the flow conditions at the inlet

and outlet of each turbine that is being modelled, as well as the final nozzle. As
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Figure 3.4: Single and multiple shaft simulations modelling methodology

it has already been mentioned, the ice particles completely evaporate within the

engine compression system, which means that they do not have any direct influence

on the turbines. However, the changes in flow composition determined by the intro-

duction of water vapour are carried past the combustion chamber. This means that

the turbines code had to be modified in order to account for these flow composition

changes.

Finally, considering the balance of the opposite torque coming from the compressor

and the turbine, a third WEST subroutine calculates the variation of shaft rotational

speed in time. In these simulations, this unsteady rotational speed is considered for

the particles break-up and droplets splashing calculations.

There is no methodological difference between single and multiple shaft simulations,

since the presence of one or more shafts is implemented into WEST by introduc-

ing one or more subcomponents into the compression and expansion subroutines

respectively. For this reason they were both included into the second phase.

3.3 Third phase

The focus of the last phase of the project was the addition of the capability to

simulate ice accretion to the modelling method. Figure 3.5 shows how the new

subroutines necessary for this feature interact with the already existent method,

like in the previous section, the blocks and links lacking any description serve the

same purpose as in Figure 3.4.
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Figure 3.5: Ice accretion simulations modelling methodology

The main features added during this phase are the ice accretion model and a code

capable of modelling the behaviour of the accreted ice. It is assumed that the ice

accretion process can take place only at the compressor stator vanes.

The ice accretion code assesses for each compressor stator vane if the conditions for

ice accretion are met. It does so comparing ambient conditions and particles param-

eters, coming from WEST and the particles code respectively, and the requirements

for ice accretion that were found by NASA[49]. Using those same findings, the model

also calculates the ice growth rate, and the number of particles that need to accrete.

These particles are subtracted from the particles code, and go to increase the mass

of accreted ice.

The accreted ice code, on the other side, serves a very similar purpose as the par-

ticles code. Using the flow data coming from WEST as ambient conditions, and

considering the mass that accretes at every time step calculated by the ice accretion

code, it models the evolution of the accreted ice using the same basic thermody-

namic equations that the particles code adopted. The influence of the accreted ice

on the main flow is then accounted for by source terms, formulated very similarly

to those used for the particles, and by the change in flow composition induced by

the ice and water evaporation. All these processes will be discussed in more detail

in the dedicated section of the next chapter and in Appendix B.
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3.4 Overall simulation strategy

Figure 3.6: Overall simulation process

Before discussing the details of the various models used in the present method and

how they are linked together, it seems to be useful to give an overall presentation

of the simulation strategy that has been adopted.

Figure 3.6 is a top-level flow chart of what the typical simulation process would look
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like.

WEST requires a number of design and air/ambient data, on top of that, the parti-

cles and some thermodynamic parameters are needed as inputs by the ice ingestion

code.

These data are then initialised to form the nondimensional parameters required in

WEST Euler equations.

After this phase, the proper calculation begins, with the aforementioned Euler equa-

tions and turbine matching on one side, and the particles and ice calculation on the

other. These two calculations proceed in parallel and are mutually influenced by

each other, as it was already discussed in previous sections.

Finally, the output of the code are the performance of the engine and the history of

the particles evolution through the compression system at the various time steps.
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Chapter 4

Modelling

Figure 3.1 showed how various phenomena and engine subsystems could influence

each other during ice ingestion. All these components are also the building blocks of

the numerical model. Hence, updating Figure 3.1 by highlighting which phenomena

are modelled by WEST and which are included in the newly developed ice ingestion

code, it is possible to obtain a picture that shows the basic architecture of the present

model. This picture is Figure 4.1.

Figure 4.1: Model building blocks and connections between them

The numerical model here presented is divided in three main components, which

will also be the three sections of this chapter: WEST, the ice particles code, and

the links between them.
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WEST will be briefly discussed in the first section, and in particular how it mod-

els the behaviour of the main components of the engine: compressors, combustion

chamber and turbines, and how it calculates the shaft or shafts rotational speed.

The second section of this chapter deals with the modelling of ice particles and

the eventual ice accretion. As Figure 4.1 shows, the main components of the ice

ingestion code are:

• Ice Particles : the ice particles are modelled using a Lagrangian approach, with

the evolution of various groups of particles being modelled independently, and

using basic mechanical and thermodynamic principles and equations

• Particles Break-Up Process : when ice particles or water droplets pass across

a rotor leading edge, they are broken up or splashed. The models used are

taken from the literature and take into consideration both particles parameters

and shaft rotational speed

• Ice Accretion Process and Ice Behaviour : the method also accounts for ice

accretion and the behaviour of the accreted ice. The accretion model is based

on NASA experimental and computational findings, while the behaviour of

the accreted ice follows the same principles and equations as the ice particles.

The final section of this chapter is dedicated to all the measures that were necessary

to adopt in order to assure that all the influences that the particles have on the main

flow were taken into consideration. The biggest examples of these changes are the

modification of WEST solving scheme to accomodate for the particles calculation

and WEST solving equations to include the source terms necessary to account for

the particles influence on the flow mass, momentum and energy. The model also

takes into account the area reduction determined by the presence of the particles

and accreted ice, and the modifications of flow thermodynamic parameters induced

by the presence of water vapour.

4.1 WEST

As already mentioned, WEST is a Matlab code developed by Cranfield UTC to

simulate the behaviour of the core engine during shaft failure overspeed events and

all the phenomena related to them (compressor surge, shaft overspeed, turbine fric-

tion,...).

Figure 4.2 shows how WEST divides the core engine in different domains[66]:
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• Blue the compression side, that goes from the engine inlet to the first nozzle

guided vane’s (NGV) throat, including so the combustion chamber

• Red the expansion side, from the first NGVs throat to the end of the exit nozzle

• Green the secondary air system (SAS)

• Purple friction, wear and tangling calculations.

It is worth noticing that, while the first three are actual computational domains, the

friction, wear and tangling calculation is more of a function triggered by the shaft

failure, and the purple area is where the phenomenon should take place.

Figure 4.2: Turbofan core engine cross-section with the four main “computational
domains” highlighted in different colours[66]

An important feature of WEST is its modularity. It is in fact possible to build a

simulation that uses only one or more of the computational domains. For the present

work, in particular, only the compression and expansion side domains will be used.

The computational approach for both these domains, as well as the shaft manage-

ment part of the code needed to couple the two together, will now be discussed.

4.1.1 Compression side

The computational domain defined as compression side includes the core engine

compressors and combustion chamber until the throat section of the first row of

NGVs. An important assumption that has to be made for this division to be valid is

that the aforementioned throat area is choked, which is generally the case in normal

operations, so that the information can not run upstream, going from the turbine

to the combustion chamber.

The domain is defined as an annular duct with length and area equal to the length
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and passage area of the actual engine. This duct is divided into a linear grid, and

the number of its elements is defined by the user.

Equations

The compression side is modelled using quasi 1-D Euler equations for mass, momen-

tum and energy, plus two balancing equations for combustion results and uncom-

busted fuel:

∂

∂t


ρA

ρuA

ρAE

ρAYSP

ρAYFNB

+
∂

∂x


ρuA

ρu2A+ psA

ρuAH

ρuAYSP

ρuAYFNB

 =


−WB +WF

Fcomp − Fcomb + ps
∂A
∂x
− FB + FF

Q+ SW −HB +HF

ω̇SP

ω̇FNB

 (4.1)

Where YSP and YFNB are the mass fractions for combustion products and unburnt

fuel. The operative fluid behaviour is supposed to follow the ideal gas law, Eq. 4.2,

with its specific enthalpy, h, and internal energy, e, defined by Eq. 4.3 and Eq. 4.4.

ps = ρRTs (4.2)

h = h (T ) (4.3)

e = h−RT (4.4)

From these formulations, the total internal energy, E, and enthalpy, H, are expressed

as shown in Eq. 4.5 and Eq. 4.6:

E =

(
e+

u2

2

)
(4.5)
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H = h+
u2

2
(4.6)

As can be seen, Eq. 4.1 can be split into three different matrices, the first containing

the conserved variables, U , the second consisting of the fluxes, F , and the last one

including the source terms, G, and the pressure forces, W = ps
∂A
∂x

.

The meaning of the different source terms are:

• WB represents the mass flow removed by the bleed valves

• WF is the amount of fuel introduced into the flow in the combustion chamber

• Fcomp represents the momentum increase induced by the compressor blades

• Fcomb takes into account the momentum losses that take place in the combustor

• FB accounts for the momentum lost due to the flow extraction at the bleeds

• FF represents the momentum gained from the fuel injection

• Q is the energy introduced by the heat released from the burnt fuel

• SW takes into account the work input necessary for the compressor to pressurise

the flow

• HB accounts for the energy removed by removing the bled flow

• HF represents the energy added by the fuel before combustion

• ω̇SP is the source term for the production of combustion results

• ω̇FNB accounts for the presence of unburnt fuel

Compressors, Combustor and Bleeds Modelling

The compressor source terms are derived from its design characteristics. So that at

a given rotational speed, mass flow, inlet temperature and inlet pressure the values

of corrected mass flow WRTP and rotational speed NRT , defined by Eq. 4.7 and

Eq. 4.8, can be calculated, and from there the values of pressure and temperature

ratio are univocally defined by the compressor map.
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WRTP =
W
√
T

P
(4.7)

NRT =
N√
T

(4.8)

An important assumption that is worth mentioning has to do with the fan flow split-

ting into core and bypass. While core fan maps do exist for this purpose, in order

for this division to be possible it is necessary to assume that eventual compressor

instabilites occurring in the core engine do not develop radially in the fan. Moreover,

the outer part of the fan has still to be considered when it comes to engine match-

ing. This can be performed, since the fan torque maps show that non-dimensional

rotational speed is the primary factor in defining outer fan power absorption [66],

which means that outer fan torque is defined solely by non-dimensional rotational

speed, which is known, without considering the unknown bypass flow.

On the other side, WEST combustor model is based on the work done by Portincasa[68].

The publicly available NASA CEA software[69] was used to create a generic com-

bustor map, and using this map, given the combustor inlet conditions, the enthalpy

change and the combustor source terms are calculated.

Finally, the bled mass flow is either linearly distributed accross a component’s length,

or extracted at a defined point, and spread throughout a defined number of elements,

so that:

WB =
ṁB

∆x
(4.9)

Moreover, the value of ṁB can assume the form of a fixed mass flow, a percentage

of the main gas path flow, or the bleed can be coupled with a boundary node of the

secondary air system.

In this study, only the first two options have been used.

Boundary Conditions

In any numerical scheme it is necessary to set appropriate conditions at the buon-

daries of the computational domain, called buondary conditions, and WEST is no
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different.

There are two different types of boundary conditions available in WEST, and the

user can choose which is better suited for the simulation at hand.

The first kind is the physical boundary conditions, where a value is set for certain

physical values at the inlet and, if necessary, at the outlet of the compression do-

main. The second set of boundary conditions are the non-reflective ones, where the

physical value can deviate to prevent wave reflections at that boundary. The latter

is generally used in cases of transient simulations. However, given the fact that ice

ingestion is a relatively slow phenomenon, it has been decided to adopt the physical

boundary conditions.

It is then necessary to specify which physical variables have to be set for different

inlet and outlet conditions.

Given the fact that WEST has been developed for performance simulations of high

bypass turbofan engines, the only option available for the inlet is for it to be sub-

sonic. In this case the total pressure pt and temperature Tt have to be specified.

The velocity is extrapolated from the first two grid nodes as V1 = 2V2 − V3, γ and

the static temperature Ts are iterated to match Tt. Finally, the static pressure is

calculated as ps = pt/
[
Tt
Ts

] γ
γ−1

and density as ρ = ps/RTs.

On the other side, for the outlet, there is both the possibility of a subsonic and

supersonic outlet.

In the case of a subsonic outlet, which is generally used only when it is necessary

to simulate an isolated compressor followed by a plenum, it is necessary to specify a

value for outlet static pressure. Then, velocity and density are linearly extrapolated

for the domain as VN = 2VN−1 − VN−2 and ρN = 2ρN−1 − ρN−2, where N is the

total number of grid nodes, and the temperature is calculated using the ideal gas

law: Ts = ps/ (ρR).

In the case of a supersonic outlet, on the other side, no physical value needs to

be set. Velocity, density and pressure are all extrapolated as VN = 2VN−1 − VN−2,
ρN = 2ρN−1 − ρN−2 and ps,N = 2ps,N−1 − ps,N−2, while temperature is obtained by

the ideal gas law: Ts = ps/ (ρR).

Solution Scheme

In WEST, two alternative solution strategies are available to solve the compression

side governing equations: the MacCormack scheme and the Transient Roe Source

Solver. In this study, only the first solution scheme is used, hence it will be the only

one to be described.
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Eq. 4.1 is a system of non-linear, hyperbolic equations with respect to time. In

order to have a stable explicit solution in a set of non-linear hyperbolic equations,

a limit has to be set on the time steps[70]. This limit is determined by the Courant

number, C, which has to be ≤ 1. The relation between C and the local time step is

given by:

∆ti = C
∆xi

ai + |Vi|
(4.10)

Where ai is the local speed of sound, defined as ai =
√
γRTi, an Vi is the local

velocity.

Eq. 4.10 is known as the Courant-Friedrichs-Lewy condition for one-dimensional

flow, and it has been shown to work well throughout the literature.

In order to select one single time step for the entire compression domain, Eq. 4.10

is applied to each grid node at the start of every iteration, with the smallest of the

local time steps being selected to advance the solution.

This process is carried out independently from the solution method employed.

The MacCormack scheme, first applied by MacCormack for impact velocity crater-

ing in 1969[71], is an explicit finite-difference technique. It is a predictor-corrector

scheme, resulting in a second-order central difference. A more in-depth analysis of

the method is given by Anderson[70], while the details of its application to WEST

can be found in the work of Lucas Pawsey[66].

What is important to highlight in the context of this study is the general set-up and

the two-steps nature of the MacCormack scheme.

After the time step has been selected, and the compressor and combustor perfor-

mance are obtained from their respective maps, the source terms and the F matrix

are evaluated. At this point, the first step of the calculation, named predictor step,

is performed. This takes the form of either a forward difference scheme or a back-

ward difference scheme, alternating at every time step. In the case of a forward

difference scheme the predictor step calculation will look like Eq. 4.11.

Ūi = Un
i + ∆t

[
Gn
i −

F n
i+1 − F n

i

∆xi

]
+ Sni + ∆tW (4.11)

Where the S term represents the artificial viscosity. The introduction of this new
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parameter is necessary to stabilise the solution, as the MacCormak scheme does not

have per se enough numerical dispersion to sufficiently dampen oscillations due to

gradients. The artificial viscosity formulation in WEST is:

Sni = Cx

∣∣pns,i+1 − 2pns,i + pns,i−1
∣∣

pns,i+1 + 2ps,ni + ps,ni−1

[
Un
i+1 − 2Un

i + Un
i−1
]

(4.12)

Where Cx defines the magnitude of the artificial viscosity, and it generally is set at

0.03 for steady state simulations and 0.3 for transient simulations.

After the predictor step, the boundary conditions are updated and flow properties

are recalculated. With the new set-up of flow properties the source terms, artificial

viscosity and the fluxes matrix are re-evaluated in order to perform the second step,

or corrector step, of the calculation. If the predictor step has been carried out using

a forward difference scheme, the corrector step will adopt a backward difference

scheme, and the reverse applies if the predictor step used backward differences. So

in the considered case, the corrector step will be:

¯̄Ui = Un
i + ∆t

[
Ḡn
i−1 −

F̄ n
i − F̄ n

i−1

∆xi−1

]
+ S̄ni + ∆tW̄ (4.13)

Finally, the flow set-up for the next time step is given by the average between the

predictor and corrector step results:

Un+1
i =

Ūi + ¯̄Ui
2

(4.14)

And the boundary conditions and flow properties are then updated for the next time

step.

The overall process is schematically shown in Figure 4.3, highlighting the two-step

nature of the MacCormack method.

One last feature that is important to highlight before moving on is that the force

wall term included in W changes its formulation depending if the forward or back-

ward differences scheme is adopted. Eq. 4.15 shows the formulation for forward

differences, and Eq. 4.16 for backward.
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Figure 4.3: Computational routine for MacCormack scheme

ps
∂Ai
∂x

=

(
ps(i+1) + ps(i)

2

)[
Ai+1 − Ai
xi+1 − xi

]
(4.15)

ps
∂Ai
∂x

=

(
ps(i) + ps(i−1)

2

)[
Ai − Ai−1
xi − xi−1

]
(4.16)

4.1.2 Expansion side

The expansion side solver is a stand alone tool that calculates the performance of a

system of turbines with a quasi-steady matching method.

The boundary conditions for the expansion solver at the inlet are the inlet mass flow,

total pressure and total temperature, and the mass fractions of both combustion

products and unburnt fuel. Additional boundary conditions are the shafts rotational

speeds, the nozzle outlet static pressure, and the mass flow and temperature of all

the secondary flows injected into the main gas path, together with the position of

the injection ports.
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Considering the boundary conditions supplied at the inlet, outlet and the secondary

Figure 4.4: WEST expansion side computational process

flows, the tool finds a match on the turbine performance characteristics that satisfies

various requirements.
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The matching routine for the expansion side is shown in Figure 4.4 and can be

summarized in nine steps:

1. If any injection port is present at the NGV inlet, the secondary flow is mixed

to the main flow

2. If any injection port is present at the rotor inlet, the injected flow is mixed

with the main flow

3. WRTP is calculated to give W
√
T

p
|calc

4. W
√
T

p
|map and ηmap are obtained from NRT and ∆H/T at the rotor inlet, using

the turbine characteristics

5. If this is not the first turbine, where the capacity is imposed by the compression

domain, calculate the error value as:

errorV alue =

(
1−

W
√
T

p
|map

W
√
T

p
|calc

)
× 100 (4.17)

6. Calculate the rotor outlet conditions using ∆H/T and ηmap

7. If any injection port is present at the rotor outlet, the secondary flow is mixed

to the main flow

8. In case this is the last turbine, the nozzle calculations are carried out as if it

was an isoentropic nozzle, obtaining the last error value.

9. repeat the process for each turbine, with the outlet conditions of the previous

one becoming the inlet conditions for the next. The number of error values is

equal to the number of turbines. If any error value is greater than 0.001, the

Broyden method, a generalisation of the secant method, is used to minimisefind

a new guess for the values of ∆H/T for each turbine. Once the error values

have become smaller than the target value, final ∆H/T for each turbine has

been found.

A more in depth explanation of WEST expansion side solver can be found in the

original study by Lucas Pawsey[66].
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4.1.3 Shaft management

Once both the compression and expansion sides have been solved, WEST calculates

the rotational speed of the shaft for the following time step.

The code does it by integrating the shaft speed, starting from an initial one for t = 0,

based on the torque imbalance on the shaft. In WEST, there are various different

torque sources that can be introduced, but for simplicity reasons, in this work only

the turbine, τt, and compressor, τc, torques are considered, which are calculated in

the expansion and compression solver respectively.

Thus, the net torque balance, τ , results to be:

τ = τt − τc (4.18)

This net torque causes then the rotational speed, ω, to change according to Eq.

4.19:

∂ω

∂t
=

τ

I
(4.19)

Where I is the shaft inertia.

Equation 4.19 needs to be integrated to find the new shaft speed. WEST does it

using a 2-step Adams-Bashford method, expressed in Eq. 4.20

ωn+1 = ωn +

([
1 +

∆tn
∆tn−1

]
τn
I
−
[

∆tn
2∆tn−1

]
τn−1
I

)
(4.20)

Where the subscripts n−1, n and n+1 identify the previous, current and next time

step respectively. The different values in ∆t reflect the variability of the time steps,

so that ∆tn = tn+1− tn and ∆tn−1 = tn− tn−1. Finally, it is worth noticing that for

the first time step, when ∆tn−1 and τn−1 are not available, an Euler forward method

is used, as expressed in Eq. 4.21:
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ωn = ωn +
∆tnτn
I

(4.21)

This process is carried out for each shaft if more than one is present, or it can

be omitted for fixed rotational speed simulations, and is omitted when only the

compression side is being simulated.

The overall computational sequence followed by WEST can be summarized as shown

in Figure 4.5. The compression side is the first subroutine to be executed, followed

by the expansion side. After these two, the subsequent rotational speed is quantified,

and the calculation moves to the next time step.

Figure 4.5: WEST Computational sequence

4.2 Ice ingestion code

This section describes the newly developed code for the simulation of the behaviour

of ingested ice particles. As already mentioned, the modelling approach has been

inspired by the publications of Kundu et al.[8].

In this method, the particles are treated as a separate entity compared to the air

flow, and their development is followed with a Lagrangian approach while they travel

in the compressor.

The following section will describe how the various phenomena that determine the

particles evolution have been modelled and also some assumptions that it has been

necessary to make for coding purposes.

4.2.1 Particles discretisation

The ingestion of ice particles in reality is a continuous phenomenon, which means

that, in order to build a computer code able to model it, some sort of discretiza-

tion is necessary. With the aim of this project being to develop a relatively simple
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Figure 4.6: Particles discretization

simulation tool, that could represent the fundamental architecture for future devel-

opment, a very simple discretization strategy has been chosen, which is depicted in

Figure 4.6.

Every given time step, where this time step is independent from the Eulerian calcu-

lation one, and is imposed as an input by the user, a certain amount of particles is

introduced in the engine. These particles are assumed to be spherical and to have

all the same diameter, which is, as well as their temperature and velocity, an input

also set by the user.

The number of particles introduced at every time step is determined by the combi-

nation between the time step itself, the mass of a single particle, which is uniquely

defined by its diameter and temperature, and the total ice mass flow, which is again

an input parameter, with this combination being:

Np =
wpdtp
mp

(4.22)

Where Np is the number of particles introduced at that timpe step, wp is the total

ingested ice mass flow, dtp is the particles ingestion time step and mp the mass of a

single particle.

This discretization generates groups of homogeneous particles, where all the single

particles within the group will evolve in the same way as the others in the same

aforementioned group. From now on, every group of homogeneous particles Np will

be called wall.

Another challenge in modelling the evolution of the ice particles is represented by

the complex nature of the thermodynamic phenomena that determine this evolution

(i.e. temperature change, evaporation, melting,...). Often more than one of these



52 Modelling

phenomena acts at the same time, so it has been necessary to make some assump-

tions, and some of them are shown in Figure 4.7.

Figure 4.7: Particles evolution

It can be seen that the particles evolution is split in 4 main phases:

• Only Ice: when the particles are constituted only by ice, there are three main

phenomena that take place. The particles lose mass due to the evaporation

driven by the water concentration difference between the particles and the

surrounding air, the particles are accelerated by the surrounding fluid, and

their temperature rises.

• Ice Melting: once the ice reaches its melting temperature, it starts to become

water. During this process, the evaporation and acceleration of the particles

continue to take place, while the temperature is assumed to remain constant

across the whole single particle, until all the ice has melt.

• Only Water: after the melting process, the particles temperature starts to rise

again, until the critical vaporisation temperature is reached.

• Critical Temperature: once the critical temperature is reached, particles state

change from liquid to vapour is driven by temperature instead of concentration.

This process, named here as vaporisation, is essentially the same as water

boiling, and it is assumed to take place at constant temperature.
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As it can be noticed, more than one phenomenon take place at the same time during

each phase. It is then necessary to decide how to simplify this problem. At each

time step, the five main phenomena (acceleration, temperature rise, evaporation,

melting and vaporisation) are taken into consideration one at a time, and for each

phenomenon its governing equation is applied only to the walls that are in one of the

phases that require its application. For example, acceleration applies to all the walls,

ice melting only to the walls in the Ice Melting phase, while the concentration-driven

evaporation influences the walls that are in the first three phases of their evolution.

The order by which these phenomena are calculated is the following:

1. acceleration is calculated first. This is because it takes place throughout the

whole particles evolution. Also, even though it is affected by the loss of par-

ticles mass, this change has been assumed to be negligible, given that the

calculation time step (dt) is small enough

2. the next process whose effects are calculated is the evaporation. This is the

second most common phenomenon during the four aforementioned phases, and

it is unaffected by other processes, while the mass reduction that it involves

affects them

3. the ice melting is then simulated

4. particles temperature rise is evaluated as fourth

5. the last calculated process is the particles vaporisation at critical temperature

The order of the last three phenomena is arbitrary, since they do not take place at

the same time. However, it may happen that during one single time step one group

of particles passes from the conditions that are fit for one of the three processes

to those that characterize another of them (e.g. all the ice melts, requiring the

temperature to start rising again). In this case, the heat absorbed by the first

process is calculated, since all the three phenomena are heat driven, subtracted

from the total heat that the particles can absorb from the contiuous phase during

that time step, and the remaining is used for the second process.

In the next subsection the modelling of all these different processes will be explored

in more detail.
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4.2.2 Air-particles interaction phenomena

In this subsection the mathematical modelling of the various processes affecting the

particles evolution will be analysed, following the computational order undergone

during the simulations.

All the equations in this subsection, if not stated otherwise, are taken from ”Multi-

phase Flows with Droplets and Particles” by Crowe et al.[67].

Acceleration

The first phenomenon analysed is the particles acceleration. Particles are being car-

ried forward as a result of the drag they excert on the surrounding air, so, according

to Crowe[67], the particles velocity change, dup, in one time step dt is equal to:

dup =
ρCDAp |u− up| (u− up)

2mp

dt =
FD
mp

dt (4.23)

Where ρ is the air/vapour mixture density, CD the drag factor, Ap the particles

cross sectional area, u the flow velocity, up the particles velocity, mp the particles

mass and FD the acting drag force.

With the particles being spherical, the drag coefficient has been considered to change

with the Reynolds number, defined as:

Re =
ρ |u− up| dp

µ
(4.24)

Where µ is the dynamic viscosity of the air/vapour mixture. Thus, there are three

different expressions for CD for three different ranges of Re:

CD = 24
Re

for Re < 1

CD =
24(1+0.15Re0.687)

Re
for 1 ≤ Re ≤ 1000 (4.25)
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CD = 0.44 for Re > 1000

Finally, with the flow being one directional, the particles cross sectional area is:

Ap = π
d2p
4

(4.26)

Evaporation

The amount of water evaporating or ice sublimating during every time step, dmv1,

is defined by the difference in vapour concentration between the area surrounding

the particle, where the vapour is considered to be saturated, and the rest of the flow

domain. So, according to Crowe et al.[67]:

dmv1 = hmπ (ρps −RHρvs) d2pdt (4.27)

Where hm is the mass transfer coefficient, whose value will be explained in the next

subsection, ρps is the saturated vapour density at the particles temperature, RH is

the relative humidity, ρvs the saturated vapour density at the air temperature and

dp the particles diameter.

The saturated vapour density is calculated as ρs = ps
RvT

, following the ideal gas law,

where ps is the vapour saturation pressure and Rv the specific gas constant for water

vapour (Rv = 461.5J/kgK).

ps is calculated following the World Meteorological Organisation (WMO) formulation[72].

According to the WMO, at a given ambient pressure, a parameter f(p) is defined

as f(p) = 1.0016 + 3.15· 10−6p− 0.074p−1, together with it, the saturated pressures

of pure water/vapour and ice/vapour are defined with changing t (temperature in
◦C):

p∗sw = 6.112exp [17.62t/ (243.12 + t)]

p∗si = 6.112exp [22.46t/ (272.62 + t)]
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For the saturated pressure of moist air at varying p and t we then have ps(p, t) =

f(p)p∗s(t), using the ice or water p∗s, depending if it is required for the sublimation

or evaporation calculation respectively.

Finally, as it will be shown later, the primary humidity parameter obtained from

the Euler calculations is the mixing ration q = ρv
ρa

, where ρv is the vapour density,

while ρa the air density. It is also true, according to ASHRAE handbook[73], that

q = 0.622 pv
p−pv where pv is the vapour partial pressure and p the air/vapour mixture

pressure, which means that q = 0.622RH ps
p−RHps . So, in order to obtain the relative

humidity RH, the following formula is applied:

RH =
qp

ps(0.622 + q)
(4.28)

Melting

The third phenomenon taken into consideration is the particles ice melting into

water at 273.15 K, which is calculated with the following equation:

dmw =
hπd2p (T − Tp) dt− Lvwdmv1w − Lvidmv1i

Lm
(4.29)

Where dmw is the amount of ice melted in a time step dt, h the heat transfer coeffi-

cient between the air and the particles, Lvw and Lvi the latent heats respectively for

water evaporation and ice sublimation, dmv1w and dmv1i the amount of water evap-

orated and ice sublimated, and Lm the latent heat of fusion for ice. The calculation

and values of all these themodynamic parameters, except the latent heat of fusion

that, like the melting temperature, is considered constant at 333506.525J/kg, will

be explained in the next subsection.

The evaporation terms have to be taken into consideration because, even though

that process is driven by concentration, the energy required for the state change

still is part of the total heat that the particles can extract from the main flow dur-

ing one time step.

As already mentioned, in case all the ice melts within one time step, the remaining

heat absorbed by the particles will result in the rising of the particles temperature,

as it will be evident later.
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Temperature rise

When the particles are not at a critical temperature, they are heated up by the

surrounding air. The formula that regulates this process is:

dTp =
hπd2p (T − Tp) dt− Lvwdmv1w − Lvidmv1i − Lmdmw

Cpp
(4.30)

Where dTp is the temperature rise occurred in the time step dt and Cpp the particles

heat capacity.

While the evaporation terms take into account the heat absorbed by the evapora-

tion and sublimation processes that always take place, the melting term takes into

account the possibility that, within one time step, all the ice melts and the particles

temperature starts to increase again.

On the other side, it might be possible that a critical temperature is reached before

the end of a time step. In this case, the temperature rise is determined by the differ-

ence between the critical temperature and the particles temperature dTp = Tcrit−Tp.
Tcrit will be 273.15K in case of melting, while for the vaporisation process it has a

value Tvap that changes with pressure, and its calculation will be shown in the next

subsection. Also, in these cases the next phase will begin within the same time step,

subtracting the heat quantity necessary for the temperature increase, so for the case

of ice melting the result will be:

dmw =
hπd2p (T − Tp) dt− Lvwdmv1w − Lvidmv1i − Cpp (273.15− Tp)

Lm
(4.31)

Vaporisation

Finally, the last phenomenon to be considered is the vaporisation. As already men-

tioned, this is the water state change from liquid to vapour when the particles reach

the critical vaporisation temperature. In this case, instead of being driven by the

different water concentration between saturated vapour surrounding the particles

and the remaining flow, the process uses all the heat that the particles can absorb

from the flow to enact the state change. The equation that models this process is:
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dmv2 =
hπd2p (T − Tp) dt− Cpp (Tvap − Tp)

Lvw
(4.32)

Where dmv2 is the amount of water that passes from liquid to vapour in one time

step dt while the Cp(Tvap − Tp) term takes into consideration the aforementioned

possibility that the vaporisation begins at a time step where some absorbed heat

had aready been used to increase the particles temperature.

These were the thermodynamic processes that determine the particles evolution

along the compressor. In the next subsection the focus will be on the thermodynamic

parameters that influence these phenomena and on how they are determined.

4.2.3 Particles thermodynamic parameters

The topic of this subsection is the explanation of how the different water thermo-

dynamic parameters mentioned earlier were calculated in the ice particles ingestion

code. They will be analysed in the order they have appeared in this section.

The first parameter to be considered is the mass transfer coefficient between air and

ice/water, hm. According to Kundu[8] the mass tranfer coefficient can be expressed

as:

hm =

[
2 +

(
0.4
√
Re+ 0.06Re2/3

)
Sc0.4

]
Dν

dp
(4.33)

Where Sc is the Schmidt number, defined as Sc = µ
ρDν

, and Dν is the diffusivity

between air and ice/water. This last property is obtained following the methodol-

ogy suggested by Welty [74]. Starting from the air and water collision diameters

(respectively σa = 3.617Å and σw = 4.055Å), the air and water energy of molecular

interactions divided by the Boltzmann constant ( εa
k

= 97K and εw
k

= 356K) and

their respective molecular masses (Ma = 29 and Mw = 18), two parameters are

defined as:
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σaw =
σa + σw

2
Tεaw
k

= T

√
εaεw
k2

A third coefficient, Ω, comes from the interpolation of Tεaw
k

with data taken from

Welty[74] that can be found in Appendix A.

The diffusivity between water and air is then obtained by:

Dν = 0.001858

√
T 3
(

1
Ma

+ 1
Mw

)
p

101325
σ2
awΩ

1

10000
(4.34)

Where the pressure is divided by 101325 because it is required to be in atm, while

WEST works in Pa, and the overall result is divided by 10000 to pass from cm2/s

to m2/s.

For the other transfer factor that has been mentioned, the heat transfer coefficent

h, according to Das[75], a correlation similar to Eq. 4.33 can be applied:

h =

[
2 +

(
0.4
√
Re+ 0.06Re2/3

)
Pr0.4

]
k

dp
(4.35)

Where Pr is the Prandtl number, defined as Pr = Cpµ

k
, and k is the air/vapour mix-

ture coefficient of thermal conduction, while Cp its specific heat at constant pressure.

After the transfer coefficients, the proper thermodynamic parameters are now con-

sidered, which are the latent heats of sublimation for ice, Lvi, and vaporisation for

water, Lvw, and the particles heat capacity, Cpp.

According to Murphy and Koop[76] the latent heat of sublimation for ice is:

Lvi =
[
46782.5 + 35.8925T − 0.07414T 2 + 541.5 exp{− (T/123.75)2}

] 1000

18.01528

for temperatures over 30K, the final multiplication is made to pass from J/mol to
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J/kg.

On the other side, the latent heat of evaporation for water has been calculated using

XSteam, an open source MATLAB code that adopts correlations taken from IAPWS

IF-97[77].

For what concerns the particles heat capacity, it has to be taken into consideration

three cases: the case in which the particles are fully composed of ice, the case when

they are made of just water, and the case when the two phases coexist together.

In the case of only ice, it has been adopted again a formulation taken from Murphy

and Koop[76]:

Cpi =
[
−2.0572 + 0.14644T + 0.06163T exp{− (T/125.1)2}

] 1000

18.01528

for temperatures over 20K, with the final factor introduced again to pass from

J/molK to J/kgK.

Similarly to what has been done for the latent heat of evaporation, also the water

heat capacity Cpw is calculated using XSteam.

Finally, for the case in which the particles are composed both by ice and water, the

overall heat capacity is considered to be the average of Cpi and Cpw, weighted with

the mass of the respective phases:

Cpp =
mpiCpi +mpwCpw

mp

Where mpi and mpw are the masses of the particles ice and water portions respec-

tively, and mp is the total particle mass.

4.2.4 Break-up models

The particles modelling code takes into consideration also the break-up process of

both ice particles and water droplets.

Since the aim of this project was to develop the main architecture for ice ingestion

modelling, the decision has been made to keep the break-up models as simple as

possible. In order to do this, it is assumed that the break-up process takes place

only at the inlet section of the compressor rotors.
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Figure 4.8: Particles impact geometry

Before analysing the different models for ice particles and water droplets, it appears

to be useful to clarify the main geometric assumptions made in both these cases.

These assumptions are shown in Figure 4.8.

The particles are assumed to travel in a straight line along the compressor, parallel

to its axis, and the rotor blades are considered to be flat plates oriented in line with

their own chord. Moreover, the particles are assumed to be all at the compressor

mean radius. This assumption greatly simplifies the calculations, even though it is

not perfect, as in reality more particles will be concentrated toward the case due

to the centrifugal forces at play. This means that the particles apparent velocity

uap is uap =
√
u2p + (rmNπ/30)2, where N is the rotor rotational speed expressed

in rpm and rm the compressor mean radius. Thus, the particles impact velocity on

the blades, ui, is:

ui = uap sin (α) (4.36)

With α being:

α = arctan

(
rmNπ/30

up

)
− γ

Where γ is the blades stagger angle.
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Ice particles break-up model

For simplicity purposes again, the mixed ice-water particles are assimilated to the

ice particles, so they break-up as if they were fully solid.

According to Hauk et al.[52] two critical impact velocities for ice can be defined: the

maximum velocity at which no particle break-up is possible, Ucrack = 0.046 1
3
√
d2p

, and

the maximum velocity at which only minor break-up is observed, Uattr = 0.45 1√
dp

.

Considering that the aim of the present model is to take into account only major

particle break-ups, it has been decided to consider Uattr as the critical impact veloc-

ity that would trigger a break-up event.

The model for the actual ice break-up has been taken from the 1995 report of the

Advisory Group for Aerospace Research & Development (AGARD) titled ”Recom-

mended Practices for the Assessment of the Effects of Atmospheric Water Ingestion

on the Performance and Operablity of Gas Turbine Engines”[78]. In the AGARD

report, statistical correlations are used to take into consideration the fact that, in

reality, not all particles have the same size and that the break-up process is not a

deterministic phenomenon. So they define the maximum particles diameter after

the impact as:

dmax =

[
1.2647 + 0.16001 ln

(
1

ui

)
− 0.0796 (dp − 1)

]
dp (4.37)

And after that, the average particles diameter after the impact:

d̄′p =

[
−0.19422 + 1.05

(
dmax
dp

)]
dp (4.38)

Considering the simplicity requirements already mentioned, and the fact that, in the

present model, all the particles impacting a defined blade have the same starting

diameter, and they all impact the blade at the same radius and with the same

velocity, it has been decided to consider the diameter of the new particles equal to

the mean diameter in the AGARD method: d′p = d̄′p.
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Water droplets break-up model

For what concerns the break-up mechanism of the water droplets, Saxena et al.[13]

carried out a sudy comparing three different droplet/blade interaction models using

a computational tool similar to the one described in this thesis.

The three methods were the Mundo model[79], one where the number of child

droplets after the break-up event is equal to the number of original particles mul-

tiplied by a constant factor, and a third one where there was a linear correlation

between the number of child and parent particles. They also changed the frequency

of the events, by allowing the break-up process to take place either only at the rotors

leading edge, or both at the rotor and stator leading edges.

The Mundo model resulted to be the most aggressive of the three, however, it was

also the most consistent, with similar results for the cases with break-up allowed

only at the rotors, or both at the rotors and stators. Considering the fact that it

was decided for this simulation set-up to limit the break-up events to the compressor

rotors, the Mundo model as applied by Saxena et al. has been adopted as the water

droplets break-up model.

According to Mundo et al.[79] a parameter K is defined as:

K =

(
ρ3pd

3
pu

5
i

γ2µp

)1/4

(4.39)

Where γ is the particles surface tension and µp their dynamic viscosity. γ is obtained

interpolating particles temperature with a table reporting data from Welty et al.[74],

and this table can be found in Appendix A. On the other side, the dynamic viscosity

is calculated by interpolation of particles temperature and flow pressure with values

calculated using the IAPWS-IF97[77] formulations.

Once the K parameter is defined, according to Mundo[79] only droplets with K ≥
57.7 break up, and the number of child droplets resulting from a given particles wall

is:

N ′p = 1.676· 10−5K2.539Np (4.40)

Like in the work of Saxena[13], here also a limiting factor has been applied, so that
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N ′p/Np can never be greater than 50.

The overall computational method for particles break-up and droplets splashing can

be summarized as shown in Figure 4.9. It is worth noting that the two models

apply opposite strategies to define the outcome of the disruptive process. While the

AGARD model defines the average diameter of the particles after the impact, and

from there it is possible to obtain their number, the Mundo model first calculates

the number of child droplets, from which one can quantify their average diameter.

Figure 4.9: Break-up model computational process
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4.2.5 Ice Accretion

Part of this project has been also to implement a simple way to identify the occur-

rence of ice accretion on compressor stator vanes, and model the accretion process

and its effects. The process applied to identify and quantify the eventual ice accre-

tion can be summarized as seen in Figure 4.10.

Figure 4.10: Ice accretion model computational process

Several studies from NASA showed that the two most critical factors for ice accretion

are wet bulb temperature and particles melt ratio[49], which is the percentage of

particles mass that has melt over the total mass. It was seen that generally, in

cases where ice accretion had occurred, the average static wet bulb temperature

was 2R above freezing, and within a range of 9R to 14R, while the average melt

ratio was always greater that 10%. For this reason, in the simulations the ice

accretion conditions are identified if simultaneously the flow presents a static wet

bulb temperature between 484.67R and 502.67R, equal to 269.26K and 279.26K

respectively, and the particles melt ratio is greater or equal than 10%.

NASA investigated also the growth rate[49], they found that, once the criteria for

ice accretion are met, the two main parameters that define ice growth rate are Twb

and ice-water flow to air ratio, IWAR, which is the ratio between the total mass of

water, wether it is solid or liquid, entering the engine, and the mass flow rate of air.

Figure 4.11 is an example of their findings[5]. It can be observed that the results

take the shape of a wedge, named ”Icing Wedge”.

In the present code, these data have been used, by interpolation, to determine the
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ice growth rate at varying wet bulb temperature and IWAR. Even though the

results were obtained only for a small window of particle sizes, the lack of better

data made it necessary to rely on them, and apply them to any particle size. The

limitations of the experimental campaign, however, had to be considered for what

concerns the range of IWAR that was tested. As it can be seen in Figure 4.10 a third

requirement is present in this model for ice accretion which has not been mentioned

yet: the limitations on IWAR, whose values have to be between 0.0015 and 0.00725.

This was because of the lack of data for ice growth rate outside of this range, making

the interpolation impossible. The aforementioned range, however, included all the

simulations performed in this study.

Figure 4.11: Refined ”Icing Wedge” based on 1− 9.5µm Particle size[5]

Once the stator stations with ice accretion are identified, and the growth rate is

set, particles are taken from the flow to stick to the outer wall of the compressor

annulus, in a number that matches the mass required by the determined growth,

creating an iced outer ring, with length equal to the distance between the x station

with ice accretion and the successive station, outer radius equal to the compressor

annulus outer radius, and thickness given by the ice accretion code.

The particles are pulled from the walls that are in the area where the ice is forming,

which is between the x point where the icing conditions where matched and the next

one. If there is only one wall between these two poins, the number of particles after
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a time step dt will be:

N ′′p =
Npmp − 2πdδ

(
rext − δ − dδ

2

)
dxρp

mp

(4.41)

Where N ′′p is the number of particles after dt, rext the compressor annulus external

radius, δ is the ice thickness and dδ the ice growth in the time dt. On the other

side, if there is more than one wall of particles in the area where the ice is forming,

the number of particles taken from each wall will be inversely proportional to the

distance between the wall and the mean point of the icing zone.

Moreover, the accreted ice behaviour is regulated by correlations that resemble ex-

actly those used for the particles development, with the obvious exception of the

momentum equation, which is not present, given the static nature of accreted ice.

For brevity reasons, the aforementioned equations will not be repeated here, but

the extensive explanation of their adaptation to the accreted ice can be found in

Appendix B.

This is the end of this section, the next one will discuss the changes that was nec-

essary to make on WEST to take into account the effects that ice particles and

accreted ice have on the continuous phase of the flow.

4.3 WEST modifications

In order to make it possible for the particles and accreted ice to have an effect on

the performance of the compressor, a series of changes had to be made to the core

WEST code.

Both the solving scheme and the equations had to be modified. Moreover, to have a

better understanding of the internal dynamics that take place within the compressor

during an ice ingestion event, some simulations had to be performed splitting the

compressor in single stages, which involved some changes in WEST input files, all

these topics will be discussed in the present section.
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4.3.1 Solving scheme

As it can be seen in Figure 4.12, the introduction of the ice simulating code has made

it necessary to introduce some drastic changes in the WEST solution scheme. In the

figure, both the expansion side and the shaft speed calculations are condensed in one

single block because their solving process has not been changed by the introduction

of the particles.

At the beginning of every time step, a subroutine is present to introduce a new group

of particles if necessary. The calculations regarding the evolution of ice particles

Figure 4.12: Computational routine modified for the inclusion of ice

and accreted ice had to be placed before the compressor performance evaluation,

because the area blockage effect that they both generate influences the compressor

behaviour, on top of the effect that it has on the solution of the Euler equations. The
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particles break-up and the ice accretion calculations, as well as the update of both

particles and ice properties for the following time step, are both performed after the

calculation of the source terms for the corrector step, since neither the particles nor

the ice will be involved in the solving process anymore at that point. It is also worth

noting that the ice and particles calculation is performed only once, and does not

follow the two-step rule of the MacCormack scheme. This is because the equations

that regulate the behaviour of ice have, given a set of starting conditions, all very

well defined solutions.

Moreover, the physical effects on the main flow caused by the phenomena described

in the previous section are taken into account in additional source terms and changes

to the solving equations, which will be described in the next subsection.

4.3.2 Equations

The inclusion of the particles and ice calculation required some major changes to

be made to the core WEST equations. First of all, the evaporation of ice and water

implies the inclusion in the system of water vapour. In order to accomodate for

this, the mass equation has been split in two parts, like the bleeds mass source

term, where the portion of air, WBa, and vapour, WBv, that they absorb is defined

by the local humidity. On the other side, the momentum and energy equations did

not need to be split, as it is assumed that the water, once evaporated, will have the

same temperature and velocity of the surrounding air.

On top of this change, it was necessary to include three new source terms to account

for the effects of the particles and ice on the mass, momentum and energy of the main

flow. With the additional mass flow coming from the ice being solely consituted by

vapour, the relative source term is added to the vapour mass equation only.

As a result of all these changes, the matrices U , F and G + W will look like what

is shown in Eq. 4.42, Eq. 4.43 and Eq. 4.44.

U =
∂

∂t



ρaA

ρvA

ρuA

ρAE

ρAYSP

ρAYFNB


(4.42)
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F =
∂

∂x



ρauA

ρvuA

ρu2A+ psA

ρuAH

ρuAYSP

ρuAYFNB


(4.43)

G+W =



−WBa +WF

−WBv + Smp + Smi

Fcomp − Fcomb + ps
∂A
∂x
− FB + FF + Smop+

Q+ SW −HB +HF + Sep + Sei

ω̇SP

ω̇FNB


(4.44)

Where ρa is the air density, ρv the vapour density, and ρ the total flow density,

equal to ρ = ρa + ρv. Finally, Smp, Smi, Smop, Sep and Sei are respectively the mass,

momentum and energy source terms respectively resulting from the particles and

ice calculations, and their formulation will be the next topic of this subsection.

Source terms formulation

The aforementioned source terms take the form of a differential over x. The main

challenge in the formulation of the particles source terms is the fact that the positions

of the particle walls does not coincide with the WEST grid nodes.

In order to overcome this problem, the source terms have been formulated as:

S =
s

dx
(4.45)

Where S is the general source term, and s the value that needs to be differentiated,

from now on named source value, for each interval dx.

Every wall of particles brings a certain amount of mass, momentum and energy

source values sp, and these values are associated to one or more intervals, proportially

to the distance between the wall and their center. Figure 4.13 shows a general case

that will help understand the logic for this association.
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Figure 4.13: Source terms association logic

In this case, x are the WEST grid nodes, xc the intervals center points, xp the

position of the particle walls and sp the walls source values, that may be spm for

mass, spmo for momentum and spe for energy.

The values of s for the three different intervals here displayed will be:

si−1 =
spi(xci−xpi)
xci−xci−1

, si =
spi(xpi−xci−1)

xci−xci−1
+

spi+1(xci+1−xpi+1)

xci+1−xci , si+1 =
spi+1(xpi+1−xci)

xci+1−xci

It is now necessary to define the source values for mass, momentum, and energy.

The evaporation and sublimation processes lead to a positive flux of vapour into the

main flow:

spm = Np
dmv1 + dmv2

dt
(4.46)

For what concerns momentum, on one side there is the positive contribution brought

by the added vapour, while on the other you have the negative effect of the particles

being carried forward by the main flow:

spmo = upspm −NpFD (4.47)

Finally, for the energy source value there is the positive term coming from the new
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vapour in the flow and the negative terms generated by the heat absorption caused

by the processes already described (evaporation, melting, temperature rise,...) and

by the work done by the air/vapour mixture to accelerate the particles:

spe = spmHp −Np

(
dQ

dt
− FDup

)
(4.48)

Where Hp is the specific energy of the vapour being released by the particles and

dQ the amount of heat that the particles absorbed in the time step dt.

Hp has two terms, one expressing the specific enthalpy of the vapour, and the second

its specific kinetic energy: Hp = hp + 1
2
Cpvu

2
p, where Cpv is the vapour specific heat

at the temperature Tp.

Finally, the heat absorbed by the particles includes the amount necessary to cause

the evaporation/sublimation, the temperature rise and the melting of ice:

dQ = Lvidmvi + Lvwdmvw + Cpp (mp − dmv) dTp + Lmdmw

The same source terms are applied to the ice accreted on the stator vanes, with the

exception of the momentum energy, which is absent given the fact that the ice is

static, and the obvious simplification brought by the fact that in this case the origin

of the source terms matches the WEST grid. Again, the calculations for the ice

source terms can be found in Appendix B.

It is important to remind here that the particles and ice calculation is not repeated

after the corrector step. The difference for the particles and ice source terms between

the predictor and the corrector step is that, while the exchange values remain the

same (e.g. dmv1, dQ), for the other terms, such as up, the initial value is taken for

the predictor step source terms, and the final for the corrector.

4.3.3 Area blockage

The next effect to be taken into consideration is the reduction of the actual passage

area caused by the simple presence of the particles and accreted ice.

According to Crowe et al.[67], the area reduction induced by the particles at any

given point in the compressor is:
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dAp =
4

3
npπr

2
pA (4.49)

Where np is the particles volumetric density, rp the particles radius at that point,

here obtained by interpolation, and A the original cross-sectional area.

It is then necessary to calculate np. In order to do this, a new parameter, NpIi, has

been introduced, whose value is defined in a similar way as the aforementioned si

parameters for the source terms. Thus, the number of particles included in every

particles wall will be distributed between the intervals whose center points include

the position of the wall, with a criteria that is inversely proportional to the distance

between the wall and those center points.

Finally, the particles density at a given mesh grid point i will be:

npi =
NpIi−1 +NpIi

1
8

(Ai−1 + 2Ai + Ai+1) (xi+1 − xi−1)
(4.50)

On the other side, the area reduction due to the accreted ice is simply the one due to

the ice ring forming on the outer case of the compressor, since the accretion points

match the WEST grid points:

dAi = 2π

(
rext −

δ

2

)
δ (4.51)

4.3.4 Stage by stage division

As it will be seen in the next chapter, the ingestion of ice particles produces an

interesting dynamic between the stages of a single compressor. In order to better

capture this behaviour, it was necessary to split the map of the compressor in single

stage maps.

The assumption that was made is that the overall pressure and temperature ratios

of the compressor were equally spread among the stages, so that the pressure and

temperature ratios of the i stage are:
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PRi = PR1/Ns , TRi = TR1/Ns (4.52)

Where PR and TR are the overall pressure and temperature ratios and Ns is the

number of total stages.

It is then necessary to change the values of NRT and WRTP . Considering that

NRT is based on the inlet temperature, its value for the stage i will be:

NRTi =
NRT√
TRi−1

i

(4.53)

On the other side, WRTP is based on the outlet values of pressure and temperature,

so the formulation of the conversion from whole compressor to single stage will be:

WRTPi =
WRTP ·PRNs−1

i√
TRNs−i

i

(4.54)

4.3.5 Flow parameters and map reading changes

As it has already been highlighted, the particles evaporation introduces a new sub-

stance in the flow with the water vapour. This means that the compressor operative

fluid is not pure air anymore, and some key parameters need to be changed in order

to take into account the new conditions.

The main parameters affected by the introduction of vapour are the dynamic vis-

cosity, µ, the specific heat, Cp, and the operative gas specific constant, R.

All these parameters for the air/vapour mixture are defined as the weighted average

between the values of those for air and vapour. So for a general property X we will

have that:

X =
Xaṁa +Xvṁv

ṁ
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The dynamic viscosity value µv for vapour comes from the interpolation of the

flow temperature and pressure with a table whose values were obtained following

IAPWS-IF97[77] calculations.

The vapour specific heat Cpv is also obtained by interpolation of the flow temper-

ature, and its data were taken from the website www.engineeringtoolbox.com[80].

Again, the table with the data is available in Appendix A.

Finally, the value of the vapour gas specific constant is the universally recognised

Rv = 461.5 J
kgK

.

The change of this last property, however, made it necessary to change also how the

input maps were read by the code. In fact, the two parameters that define the com-

pressors characteristic in WEST, NRT = N√
T

and WRTP = ṁ
√
T

p
, are actually the

simplifications of ND√
γRT

and
ṁ
√
R
γ
T

p
, with D representing the compressor diameter,

given that the dimension and the operative fluid of the machine remain the same.

As already mentioned, the introduction of vapour obviously changes the operative

fluid, which means that it is not possible anymore to simplify those parameters.

In order to be able to use the same compressor characteristics with the new operative

fluid, two correction factors have been introduced:

corrN =
√
γRT√
γaRaT

and corrW =

√
R
γ
T√

Ra
γa
T

(4.55)

Where the subscript a indicates the γ and R values for pure air.

These factors are applied to the calculatedNRT andWRTP to obtainNRT ′ = NRT
corrn

WRTP ′ = WRTP · corrW , which are the actual values used to read the compressor

maps. In this way the operative point is shifted as much as needed to counterbalance

the changed operative fluid.
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Chapter 5

Results and Discussion

In this section, the results of the simulations carried out during this study are

presented and discussed.

The section structure reflects the progression of the simulations performed. The first

simulations that were carried out modelled a single, isolated compressor followed by

a plenum. After those a single shaft engine has been simulated to test if the ice

ingestion model would cause any problem to the running of the turbine and shaft

speed calculators. The main body of simulations has then been performed modelling

the whole core of a commercial high bypass turbofan engine and testing its behaviour

in response to ice particles ingestion at cruise under different ambient conditions.

Finally, a few more simulations were carried out to try to show the capability of the

model to simulate ice accretion and to test the sensitivity of the method to the way

the compressors were modelled: if considered as a whole or split into stages.

5.1 Isolated compressor

A series of simulations on an isolated 8 stage intermediate pressure compressor

(IPC) of a three spool commercial high bypass turbofan engine at take-off conditions

connected to a tank have been carried out. Here the results of a simulation with an

ice mass flow equal to 0.75 percent of air mass flow and particles diameter of 140

microns are presented.
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5.1.1 Compressor Behaviour

Figure 5.1 shows the static temperature ratio between the inlet station of each

subcomponent of the system and the overall compressor inlet. This displays how

the particles progressing into the compressor make the air temperature drop, and

how this behaviour becomes more and more evident in the last stages, where the

particles are melting and heating up as liquid droplets, which are phenomena that

absorb more heat than heating ice.

In Figure 5.2, instead, the mass flow at the beginning and at the end of the simulation

are depicted. In this figure, and in all the figures present in this chapter that have X

[m] on the abscissa, the X co-ordinate corresponds to the physical distance between

the inlet and outlet section of the WEST compression domain. It can be noticed

that the lower air temperature causes an increase in total mass flow, which further

increases along the compressor due to the evaporation of ice particles.

The combination of these results explains what can be seen in Figure 5.3, where it

is represented the evolution of the operative point on the maps of the eight stages,

with the final operative condition marked by a dot. The increase in total mass

flow drives the first stages away from the surge line, but the further increase due to

particles evaporation is not enough to compensate for the air temperature drop,

Figure 5.1: Inlet static temperature ratio
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causing the operative point of the last stages to move towards surge. Moreover,

the drop in temperature causes also the nondimensional rotational speed NRT to

increase along the compressor.

Figure 5.2: Normalised mass flow

Figure 5.3: Stages operative point movement during ice ingestion
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Figure 5.4: Stages operative point movement during ice ingestion

Figure 5.5: Ice particles aggregate mass along the compressor
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Furthermore, looking at Figure 5.3 it is possible to understand what happens in

Figure 5.4, where the ratio between the inlet static pressure of each component

and the overall inlet pressure is shown. With the operative points of the first stages

moving away from the surge line, the pressure ratio of those stages decreases. On the

other hand, the operative points of the stages in the second half of the compressor

move to higher nondimensional rotational speeds and, for the last stage, toward the

surge line. This causes the the pressure ratio of these stages to drop progressively

less than the previous ones until, in the last couple of them, after an initial drop the

pressure ratio becomes actually higher than what it was before the ice ingestion.

These results closely mimic those obtained, on a different compressor, by Kundu et

al.[8]. This has been interpreted as a sign of the validity of the ice ingestion model,

which led to the continuation of its development and its progressive integration into

a whole engine simulation.

5.1.2 Ice Particles Behaviour

It is interesting now, before moving to the results of more complex simulations, to

show and explain the general behaviour of the ice particles as they penetrate the

engine.

One of the most important characteristics of the particles behaviour is their progres-

sive evaporation and change in composition. This can be seen in Figure 5.5, where

the aggregate mass of the particles, defined as am = Np·mp, is depicted, together

with their aggregate ice and water mass portions. It is possible to notice that, as

soon as a film of water is formed due to the ice melting, the evaporation accelerates,

due to the water having a higher diffusivity with air compared to ice. This result

is in agreement with what was found in Figure 5.2, where the increase in mass flow

along the compressor due to the particles evaporation starts to be relevant only in

the second half of the compressor.

It has been decided to show the aggregate particles mass instead of the single par-

ticles mass and their ice and water portions because the particles break-up process

makes it difficult to use these parameters to analyse particles composition when con-

sidering the particles development along the whole compressor. In fact, the mass of

a single particle is greatly reduced after just a couple of stages, to the point that it

is not even comparable anymore to its initial value, as can be seen in Figure 5.6. On

the other hand, the impact of the particles against the blades determines an abrupt

increase in the number of particles with each break-up event, phenomenon that is
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Figure 5.6: Ice particles mass along the compressor

Figure 5.7: Number of ice particles along the compressor
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shown in Figure 5.7. It is interesting to note that after the third stage there are

no additional break-up events. This is due to the very small dimensions already

reached by the particles, that do not meet the requirements for the break-up models

to intervene anymore. Furthermore, by comparing these last three figures with

Figure 5.1, it is possible to verify that the real drop in temperature ratio takes place

after the beginning of the melting process.

Figure 5.8 shows how the particles temperature changes as they move through the

compressor. As expected, during the ice melting process the temperature remains

constant. It is also interesting to notice how to every break-up event corresponds

an acceleration in the temperature rising process, induced by the sudden reduction

in particles mass.

An unexpected feature of the temperature behaviour is the final stabilisation and

subsequent peak that can be noticed in Figure 5.8. The reason for this phenomenon

can be found in the complex interaction between the main flow conditions and the

different processes that characterise the particles development. As it can be seen

in Figure 5.9 the initial stabilisation of the particles temperature corresponds to

the end of the flow static temperature increase at the exit of the compressor, which

happens while the particles are still evaporating. The reason for this correspondence

can be found in the way that the particles behaviour is modelled. As it was explained

Figure 5.8: Particles temperature along the compressor
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Figure 5.9: Aggregate particles mass, particles temperature and main flow static
temperature in the last part of the domain

in the previous section, the evaporation process is calculated before the tempera-

ture rise, and the energy necessary for it to happen is subtracted from the total

heat absorbed by the particles, hence reducing the energy available to increase the

particles temperature. Thus, if the flow temperature stabilises and the evaporation

rate remains constant, it is possible that there is not enough energy left for raising

the ice temperature, and this is the case in the area that goes from 1.12 m to 1.16

m in Figure 5.9.

After 1.16 m it is possible to see that the particles mass assumes an asymptotic

behaviour, hence reducing the evaporation rate. This enables the particles temper-

ature to rise again, in a quite abrupt fashion due to the extremely low particles mass.

Finally, Figure 5.10 shows the particles velocity compared to the one of the air/vapour

mixture. It can be seen that, as it could be expected, each time the particles were

broken up this caused a rapid increase in particles acceleration. Moreover, a lag can

be observed between the air and particles deceleration once the continuous phase

velocity reaches its maximum value, which is in perfect agreement with the fact

that the particles are carried by the main flow, so that their inertia causes them to

decelerate as a consequence of the air velocity reduction.
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Figure 5.10: Particles and flow velocity along the compressor

5.2 Single shaft

The single shaft simulations have been only a stepping stone to test if the code

introduced any problems to the operations of WEST when the compression system

is complete of the combustion chamber and coupled with the expansion system and

the mechanical management routine.

For these simulations the HP compressor of a three spool high bypass commercial

turbofan engine at take-off was considered. The introduced ice particles had a

diameter of 140 µm and a temperature of 250 K. A series of simulations was

carried out with varying ice particles ingestion rates. The amount of ice ingested

per second was equal to 1 %, 1.25 % and 1.5 % of the air inlet mass flow.

Figure 5.11 shows the effects of ice ingestion on the compression side mass flow of

air and water vapour. As already seen for the isolated compressor, the introduction

of ice particles has two main effects on the mass flow. On one hand, there is an

overall increase in continuous phase mass flow, on the other, there is also a mass

flow increment along the compressor, due to the evaporation and sublimation of the

particles and their passage from the discrete to the continuous phase. Both these

effects accentuate with higher particles ingestion rates.
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Figure 5.11: Normalised air/vapour mass flow along the compressor with different
ice particles ingestion rates

The main reasons for the overall increase in air/vapour mass flow is the phenomenon

shown in Figure 5.12. The ice particles, with the heat they absorb evaporating, melt-

ing and being heated up, cause a reduction in temperature along the compressor,

which corresponds to an increased air density and leads to a higher mass flow.

Figure 5.13 highlights the novelty of these simulations. The particles ingestion in-

duces an increase in shaft rotational speed, which is accentuated with higher particles

ingestion rates. Figure 5.14 helps understand the reason for this phenomenon. The

introduction of ice particles leads, with the increase in mass flow that they cause, to

a slightly increased power demand by the compressor. The turbine, which has not

been reached by the increased mass flow yet, cannot keep up with the compressor

demand, leading to an initial reduction in rotational speed. Around the 0.02 seconds

mark, a spike in turbine torque is visible. This is due to the fact that the colder

extra mass flow has now reached the turbine. In these conditions, the presence of

ice particles actually causes the compressor to require less power than the one that

the turbine is capable to deliver, due to the cooling effect that they have on the

working fluid. This leads to an overall acceleration in shaft rotational speed.
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Figure 5.12: Normalised flow total temperature with different ice particles ingestion
rates

Figure 5.13: Normalised shaft rotational speed with different ice particles ingestion
rates
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Figure 5.14: Normalised compressor and turbine torques with ice inlet mass flow
equal to 1 % of air inlet mass flow

5.3 Whole engine

5.3.1 Inlet parameters analysis

The engine taken into consideration was a high bypass commercial turbofan engine

at cruise conditions, the parameters whose influence was investigated are the ice

ingestion rate, particles dimension and ambient temperature.

Ice ingestion rate

For these simulations the inlet temperature was 10 K higher than the international

standard atmosphere temperature at 37000 feet.

With the whole engine simulations, the particles ingestion rates are expressed in

grams per cubic meter of ingested air instead of percentages of air mass flow. The
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particles ingested are 140 µm in diameter, with a temperature of 226.6 K, equal to

the inlet static temperature, have a speed of 250 m/s, and the analysed ingestion

rates are 2, 3 and 4 g/m3.

In whole engine simulations, the effects of varying particles ingestion rates on mass

flow and temperature are the same that have been shown for the single shaft case:

increase in overall mass flow and increase in mass flow along the compression side,

and temperature reduction. The only feature that is worth to highlight is that all

the particles seem to melt and evaporate within the IPC, causing the real shift in

temperature to happen there, as it is shown in Figure 5.15.

Figure 5.15: Normalised total temperature throughout the compression domain with
different ice ingestion rates

For what concerns rotational speed and HPC outlet pressure and temperature, Fig-

ure 5.16 and Figure 5.17 show that the general trends observed in the in-flight data

are qualitatively maintained in the simulations. As it can be seen, the rotational

speeds, which are normalised with their respective take-off speed, tend to converge,

while P30 and T30, normalised with their initial values, diverge, with P30 increasing

and T30 decreasing. Both these trends are accentuated by increasing the particles’

ingestion rate. While the divergence of P30 and T30 is easy to explain, with the

temperature drop caused by the particles heat absorption and the pressure rising
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Figure 5.16: Normalised rotational speed for IP and HP shafts with different ice
ingestion rates

Figure 5.17: Normalised HPC outlet total pressure and temperature with different
ice ingestion rates
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Figure 5.18: Normalised IP compressor and turbine torques with different ice inges-
tion rates

because of the better compression of a colder fluid, the reason for the behaviour of

the shaft speeds can be more difficult to understand.

Figure 5.18 and Figure 5.19 can help understand this phenomenon. As already

mentioned, the transformation of ice particles into vapour happens mainly in the

IPC, and it does not reach at all the HPC. Moreover, the mass flow increase due

to the ice ingestion has a bigger impact, proportionally, on the smaller mass flow of

the HPC. This means that, while in the IPC the main effect that the particles have

is making the compression process more efficient, thus requiring less power from

the turbine, in the case of the HPC the main phenomenon to be considered is the

increased mass flow that requires more power to be compressed.

Ice particles size

The following investigation was meant to analyse the influence of different particles

sizes, keeping the inlet temperature and ice ingestion ratio constant.

Figure 5.20 shows how the mass flow of the considered engine changes ingesting the

same amount of ice (4 g/m3) but with particles dimensions respectively of 140, 70

and 35
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Figure 5.19: Normalised HP compressor and turbine torques with different ice in-
gestion rates

Figure 5.20: Normalised air/vapour mixture mass flow thoughout the compressor
with different ice particles diameters
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Figure 5.21: Normalised IP and HP shaft rotational speeds with different ice parti-
cles diameters

µm. It is worth noting that smaller particles induce bigger mass flow increases and

that the further increase in mass flow taking place throughout the IPC is anticipated.

This is because, intuitively, smaller particles end up evaporating earlier.

Figure 5.21 and Figure 5.22, on the other hand, show the effects of particles size on

rotational speed, P30 and T30. It can be seen that, in this case, while the overall

effect on the shaft rotational speeds is less accentuated by the ingestion of smaller

particles, with the two adimensional speeds coming closer and closer together with

bigger particles, a difference in the behaviour of the two shafts can be observed. In

fact, the effect on the IP shaft rotational speed is smaller with smaller particles,

while the effect on the HP shaft rotational speed increases with the reduction of

particles size.

This phenomenon can be understood looking at Figure 5.23. It can be seen that

reducing the particles size causes a bigger portion of particles induced temperature

drop to occur before the inlet of the IPC, leading to a smaller drop in temperature

ratio, hence a smaller decrease in compressor required power. On the other side,

the main driver for the HP shaft behaviour is the transient effect caused by the

mass flow variation. As it was seen in Figure 5.20, smaller particles induce a bigger

increase in mass flow, causing a higher HP shaft rotational speed reduction, even
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Figure 5.22: Normalised HPC outlet total pressure and temperature with different
ice particles diameters

(a) Normalised total temperature (b) Normalised total temperature at the IPC
inlet

(c) Normalised IPC temperature ratio (d) Normalised HPC temperature ratio

Figure 5.23: Effects on total temperature and temperature ratios of different ice
particles diameters
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though the HPC temperature ratio rise is slightly reduced by the reduction of par-

ticles size.

Ambient temperature

The last parametric analysis of this study was performed changing the ambient

temperature from 216.6 K to 226.6 and 236.6 K, keeping the particles diameter at

140 µm and the ice ingestion rate at 4 g/m3.

Figure 5.24 shows how the effects on the rotational speeds are increased by higher

ambient temperatures.

Figure 5.24: Normalised HP and IP shafts rotational speeds at different ambient
temperatures

This behaviour can be explained by looking at how the ice ingestion rate is for-

mulated. In fact, while rising the ambient temperature causes the air density to

drop, hence a lower air mass flow, the ice ingestion rate, being expressed in g/m3,

is unaffected by this change. This leads to a higher ice over air mass flow ratio, as

it can be seen in Table 5.1, causing the particles to have a greater effect at higher

temperatures.
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Tamb [K] Va [m/s] ρa [kg/s] ṁa [kg/s] ṁi [kg/s] ṁi/ṁa [%]
216.6 57.78 0.4359 37.35 0.3427 0.9176
226.6 58.09 0.4160 35.84 0.3446 0.9614
236.6 58.26 0.4008 34.63 0.3456 0.9979

Table 5.1: Initial inlet flow conditions at different ambient temperatures

Even though the increases in ice to air mass ratio might not seem so impressive,

if the percentage increase is calculated it can be noticed that there is a 4.773 %

increase in ice to air ratio between 216.6 K and 226.6 K and a 3.797 % increase

between 226.6 K and 236.6 K. These differences, however small, are still significant,

and can explain the slightly different behaviours that can be observed in Figure 5.24.

5.3.2 Ice accretion

A series of simulations were performed after implementing the ice accretion model.

The aim of these simulatios, rather than to rigorously test the reliability of the

ice accretion model, was to try to showcase this code capability to perform an ice

accretion simulation. The different ambient conditions and particles parameters for

these various simulations can be found in Table 5.2. Even though a wide range of

conditions has been tested, and in some of these the relative humidity had extreme

or even impossible values, none of the tested scenarios produced the conditions

required for ice accretion at the compressor stator vanes.

Tamb [K] Pamb [Pa] Rel. Humidity [−] dp [µm] Ice Ingestion Rate [g/m3]
226.6 31557.3 0 35 4
226.6 31557.3 0 70 4
216.6 31557.3 0 140 4
226.6 31557.3 0 140 4
236.6 31557.3 0 140 4
226.6 31557.3 0.1 140 4
226.6 31557.3 0.3 140 4
226.6 31557.3 1 140 4
226.6 31557.3 1.3 140 4

Table 5.2: Ambient conditions and particles properties for ice accretion simulations

While, considering its aim, this series of simulations could be considered a failure,

it has to be highlighted that the simulated engine has never experienced any ice

accretion event during its hours of service. Hence, while it could be argued that the
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absence of ice accretion would be the outcome that a correct model would give, more

work on the subject is necessary, possibly adopting an engine known for experiencing

ice accretion.

5.3.3 Stage by stage division

Figure 5.25: Normalised air/vapour mixture mass flow with different splitting set-
ups

While the isolated compressor and the single shaft studies were performed splitting

the compressor stage by stage, following the procedure described in section 4.3.4, the

whole engine simulations were carried out considering each compressor as a single

component, in order to save computational time.

The final analysis of this project has been to investigate the sensitivity of the solution

to the compressor splitting procedure. Taking the simulation of the considered

engine at an ambient temperature of 226.6 K and with an ice ingestion rate of 4

g/m3 as a baseline (case A), its results have been compared with two simulations

that present different splitting set ups. In the first of the new simulations the IPC

was divided into its 8 stages while the HPC was still considered as a single component

(case B), and in the second one both the IPC and the HPC were splitted into their
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respective 8 and 6 stages (case C).

The stage splitting induces a couple of main differences in the engine behaviour,

in particular the division of the IPC in its composing stages. These main changes

regarding the behaviour of the air/vapour mixture mass flow and of the IP and HP

shafts rotational speeds are shown in Figure 5.25 and Figure 5.26.

Figure 5.25 shows the air/vapour mass flow through the compression system without

ice ingestion and under three different splitting set ups: one where both the IPC

and HPC are considered as whole components (W), one where the IPC its splitted

stage by stage (SS) and the HPC is one component, and the third one where both

compressors are splitted stage by stage. The most visible diffference is the lack of

the overall mass flow increase during the ice ingestion for the last two cases.

On the other side, the main feature in the rotational speed behaviour, that can

be observed in Figure 5.26, is the fact that modelling the IPC as a succession of

its stages causes the intermediate pressure shaft rotational speed to actually drop.

This, together with the progressive reduction of the HP shaft rotational speed drop,

which is the second salient characteristic of the speeds behaviour, may induce to

think that the two speeds do not converge anymore.

Figure 5.26: Normalised IP and HP shaft rotational speeds with different splitting
set-ups
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Figure 5.27: IP and HP shaft rotational speeds with different splitting set-ups,
normalised with their initial value

However, this is only an optical illusion due to the different starting points that the

rotational speeds have and the decreasing magnitude of their convergence. In fact,

looking at Figure 5.27, where all the speeds are normalised with their respective

inilital values, it is clear that, with the HP shaft speed decreasing always more than

the IP shaft one, the two keep converging under all the different splitting strategies.

The main reason for the aforementioned different outcomes that we have changing

the splitting set-up is that, by splitting the compressor in its composing stages, we

allow the stages to rematch and shift loading, as it was seen in section 5.1. This is

particularly evident when looking at the IPC total temperature. Figure 5.28 shows

the total temperature throughout the IPC in cases A and B, both with and without

ice ingestion, each of them normalised with their own initial values. In this figure,

it is clearly visible the different slope of the total temperature profile between cases

A and B. With no ice ingestion the total temperature grows linearly throughout the

compressor for case A, while its slope gradually increases when the compressor is

split into its stages. When the particles are introduced, case A total temperature

profile is parallel to the one without particles once these are completely vaporised,

on the other side, in case B the latter stages are more loaded than they were without

particles, as it was seen in section 5.1, leading to a slightly reduced temperature drop
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Figure 5.28: Normalised IPC total temperature with different splitting set-ups

compared to case A.

This reduced drop can be noticed also in the static temperature, and is transferred

until the end of the compression domain, as it is reported in Table 5.3.

Splitting set-up No ingestion [K] Ice ingestion [K] Ts drop [%]
IPC W - HPC W 1307.2 1263.0 3.38
IPC SS - HPC W 1323.2 1291.0 2.43
IPC SS - HPS SS 1330.5 1297.2 2.50

Table 5.3: NGV throat static temperature behaviour

With the NGVs being choked, the static temperature at that point defines the mass

flow of the whole compression system, and this reduced drop in static temperature

at the throat of the NGVs explaines the lack of overall increase in mass flow when

splitting the compressors into single stages. In fact, if the additional mass flow

available thanks to the NGVs throat area temperature drop is equal or lower to the

total vapour mass being introduced by the particles evaporation, it is not possible

for the overall mass flow to increase, and it might actually potentially decrease.

The second main difference in behaviour when comparing the three simulated cases is

the fact that, when splitting the IPC stage by stage, the IP shaft slows down instead

of accelerating. The reason for this can be found again in the stage rematching that
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takes place when introducing the particles. As Table 5.4 shows, in fact, while there is

a drop in the temperature ratio performed by the early stages, once the particles are

completely dissolved the latter stages present actually an increase in temperature

ratio.

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8
No Ice 1.0818 1.0827 1.0905 1.0819 1.0754 1.0746 1.0747 1.0770

Ice 1.0687 1.0643 1.0624 1.0618 1.0679 1.0799 1.0845 1.0888

Table 5.4: IPC stages temperature ratios

Moreover, the later stages also have to process an increased mass flow due to the

particles vaporization. These two effects coupled together lead to a reduction of the

power requirement for the first stages, but an increase for the latter ones. This is

confirmed by Figure 5.29, where the value of ṁ∆T is shown over time for the different

stages. Considering that the value of air heat capacity increases with temperature, it

is easy to understand how the last few stages are the main contributors to the total

compressor power requirement, causing it to actually increase with the ingestion of

ice particles, instead of decrease as it was found when considering the compressor

as a single component.

Figure 5.29: ṁ∆T for the different IPC stages
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(a) Normalised mass flow at t = 0.0275 s (b) Normalised mass flow at t = 0.0300 s

(c) Normalised mass flow at t = 0.0325 s (d) Normalised mass flow at t = 0.0350 s

(e) Normalised mass flow at t = 0.0375 s (f) Normalised mass flow at t = 0.0400 s

(g) Normalised mass flow at t = 0.0425 s (h) Normalised mass flow at t = 0.0450 s

Figure 5.30: Air/vapour mixture mass flow throughout the compressor at different
time steps with variour splitting set-ups
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However, these findings are in contrast with what was found analysing the single

shaft case, where the compressor was also split stage by stage. Hence, more research

is necessary to understand which parameters influence the behaviour of the shaft

connected to the compressor that hosts the bigger portion of the particles evolution

(e.g. compressor and turbine design, operative conditions, ice particles characteris-

tics).

Finally, the last effect induced by the compressor splitting is the progressive reduc-

tion of HP rotational speed drop from case A to case B and C. As it can be seen in

Figure 5.30, the splitting of the compressor leads to a progressive reduction of the

mass flow variation, hence a smaller change in the HPC mass flow, which was the

main driver of the HP shaft behaviour.
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Chapter 6

Conclusions and Future Work

This last chapter of the thesis will be divided into three main sections.

In the first one, the whole project will be summarised, starting from its aim and

motivations, followed by a description of the methodology and the simulations results

and findings. The limitations of the presented model and of its results will also be

discussed.

The second part of this chapter will be focused on the future work that the author

considers to be helpful for either overcoming the limitations of the present study,

expand the capabilities of the presented model, or could result in new findings and

a better understanding of the ice ingestion phenomenon using this same method.

The last part will discuss the impact that this project will and could have on both the

aerospace industry and future research. On one side, in fact, there are the possible

applications of the present model for the industry, and on the other the potential

new findings of the future projects that could start from this research effort and the

industrial applications of those same findings.

6.1 Summary

Engine ice ingestion is a complex phenomenon, that has started to gain attention

only recently. This research has looked at it from a different perspective from the

rest of the literature because of the background and the motivations for this project.

In fact, while many of the previous publications looked at specific events related to

ice ingestion or specific aspects of it, the rationale for this research was to analyse the

general behaviour of the engine during ice ingestion in order to be able to characterise
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it and identify its main features. In order to do so, a simulation method had to

be formulated. The results of these simulations could then generate enough data

to train a data base model capable of identifying the ice ingestion behaviour and

communicate its occurence to the pilots, possibly improving their decision making

capabilities.

6.1.1 Method

The cornerstone of the method that was followed to simulate the phenomenon of ice

crystals ingestion was the division between the fluid flow entering the engine and

the ice particles and water droplets being ingested.

On one side the flow behaviour was modelled using a MATLAB code already in

development by the Cranfield UTC called WEST. WEST simulates the transient

behaviour of the core engine main gas path by dividing it between the compression

side and the expansion side. The compression side is modelled using 1-D Euler

equations with source terms to take into account the effects of bleed valves, com-

pressors and combustion chamber. The expansion side is solved via quasi steady

state matching. Once both the compression and the expansion sides are solved,

a mechanical manager calculates the torque on the two sides of each shaft of the

engine and determines the shafts rotational speeds for the subsequent time step.

On the other side, the particles were modelled adopting a Lagrangian approach.

Every given time step, a defined number of particles is introduced in the main gas

path. The model then follows their evolution as they heat up, accelerate, melt and

evaporate/sublimate. A series of assumptions are made: all the particles have the

same diameter, the particles temperature remains constant within the particle it-

self, melting process and vaporisation at critical temperature take place at constant

temperature. Moreover, particles break-up and droplets splashing were taken into

consideration as well, with the assumptions that the particles can break up and the

droplets splash only when crossing the rotor blades leading edge sections. Addition-

ally, there is also the possibility to simulate ice particles accretion, using a model

based on findings obtained by NASA.

The influence of the particles on the fluid flow is accounted for using three addi-

tional source terms to the Euler equations and one new mass equation. The new

mass equation is required by the introduction of a new species, the water vapour,

and the three new source terms model the effects of the particles on mass, in the

new mass equation, momentum and energy. Finally, also the particles blockage ef-

fect and the changes in the fluid thermodynamic properties due to the change in the
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fluid composition were taken into consideration. One by changing the passage area

and the other by modifying the fluid properties according to the humidity ratio.

6.1.2 Findings

The described model was used to simulate increasingly complex systems.

Isolated compressor

At first, a three spool commercial engine IPC compressor was run at take-off con-

ditions and constant rotational speed. This set of simulations was compared with

those performed by Kundu at al.[8], showing the same stage rematching highlighted

in their study.

The main part of the study, was then to use the present model toperform single

shaft and whole engine simulations.

Overview of ice ingestion physical effects

The particles are ingested together with air into the engine. As the air is heated

up, compressed and accelerated by the engine compression system, it drags forward

the particles making them accelerate, and a temperature difference is established

between air and particles. This temperature gradient, coupled with the difference

in water concentration between the ice and water particles and the surrounding air,

causes the particles to evaporate, heat up and melt. All these phenomena determine

an absorbtion of energy and release of mass by the particles towards the main flow.

These two phenomena have two opposing effects on the engine behaviour: On one

side, the energy absorbtion has an intercooling effect on the operative fluid, allowing

the compressor to operate more efficiently. On the other side, the reduced tempera-

ture and the release of water vapor from the ice particles and water droplets causes

an increase in massflow, which determines an increase in power demand from the

compressor. The combination of these two phenomena, one that would determine

an acceleration of the engine shaft, and the other that would cause the shaft to slow

down, and the magnitude of their effects determines the behaviour of the engine at

a system level, according to the different operative conditions.

A series of operative conditions have also been analysed in the study, and the results

are summarised in the remaining of this section.
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Single shaft analysis

For the second part of this computational effort, the full HP portion of a commercial

high bypass turbofan engine (compressor, combustion chamber and turbine) at take-

off conditions was modelled. Even though this set of simulations was only meant to

be a stepping stone before simulating a full engine, it gave some interesting insight

about the effects of ice ingestion and the interactions between different components.

The HP shaft rotational speed was found in fact to accelerate as a response to the

ingestion of ice, despite the increase in mass flow that was registered. This was due

to the fact that, once the increased mass flow reached the turbine, the heat absorbed

by the ice particles caused the compressor power demand to be lower than the one

generated by the turbine.

Whole engine analysis

Finally, the bulk of this work was the modelling of the full core engine of a com-

mercial three spool high bypass turbofan engine at cruise conditions. A series of

analyses were performed, and the results can be summarised as follows:

• The simulations were successful in reproducing the convergence of shafts rotational

speeds, increase in P30 and decrease in T30 observed in in-flight data

• Overall engine mass flow was increased by ice ingestion, with further increase

throughout the compression domain due to particles evaporation

• Total temperature along the compression domain was reduced by the introduction

of ice particles, especially after the beginning of the particles melting process,

causing T30 to decrease

• With the reduction of temperature, the operating fluid became more easily comp-

pressible, causing P30 to increase

• The aforementioned intercooling effect that the particles have on the compressor

working fluid caused the IP shaft to accelerate

• With the particles being completely evaporated by the end of the IPC, no heat

absorbtion took place in the HPC, causing the HP shaft to decelerate due to

the transient effect of the mass increase within the high pressure compressor

• Higher ice ingestion rates increased the effects of the ice crystals
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• Smaller particles had a smaller impact on the engine behaviour, since they would

heat up and evaporate much more quickly and absorb a bigger portion of the

total heat necessary for them to vaporise before even entering the IPC, hence

modifying its performance to a smaller degree

• Increasing the ambient temperature produced an increase of the particles effects

due to the lower air mass flow ingested by the engine. This was due to the

fact that, with the ice mass flow being linked to the air volumetric flow, which

is not influenced by the ambient temperature, the ratio between ice and air

ingested mass flows was increased

A series of whole engine simulations were carried out to try to showcase the capability

of the code to perform ice accretion simulations. Unfortunately none of the attempts

produced the right conditions for ice accretion. However disappointing, this result

was most likely induced by the fact that the considered engine is not known for

experiencing ice particles accretion in flight. Additional research is then necessary

to verify the validity of the implemented ice accretion model.

In the last part of the research, a comparison was done between different simulation

set-ups for the full engine simulations. The usual set-up, with both the IPC and

the HPC considered as single components, was compared with one where only the

IPC was modelled as an ensemble of its eight stages, and with a third one were

both compressors were divided stage by stage. There were a few differences between

the three simulations. The first one of these differences was that, once the IPC was

divided in its stages, the overall increase in mass flow disappeared, which is explained

by the fact that, due to the stage rematching phenomenon already highlighted by

Kundu et al.[8] and observed in the isolated compressor simulations, the temperature

drop at the NGVs is reduced compared to when the IPC is considered to be a whole

component. The second main difference was in the behaviour of the IP shaft. While

in the first simulation the IP shaft would accelerate and the HP one would decelerate,

in the second and third cases they would both decelerate. However, with the rate

at which the HP shaft decelerated being higher than the IP shaft one, the two

rotational speeds were still converging. This second difference can still be explained

by the stage rematching, since the later stages of the IPC, unaffected by the particles,

ended up delivering a higher temperature ratio than before, requiring an increased

power. Finally, the splitting of the HPC resulted in a much more stable simulation,

which induced a slight reduction of the HP shaft deceleration. While it could be

argued, and the author would agree, that the most reliable simulations performed are

those where the compressors were divided stage by stage, since they better capture
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an important feature of the engine behaviour such as the stage rematching, more

research is needed to thoroughly compare the three set-ups. Moreover, the stage

by stage simulations are more computationally demanding than those where the

compressors are taken as a whole component. Hence, depending on the application,

all three simulation strategies could be applied, since they all qualitatively captured

the main characteristics of the engine behaviour.

In conclusion, the modelling method presented in this dissertation showed some

very promising results for what concerns the simulation of engine behaviour under

ice ingestion conditions, reproducing some of the features observed in in-flight data.

However, like any other computational tool, it is not free of limitations, which will

be the topic of the next subsection.

6.1.3 Limitations

Before discussing the limitations of the modelling method itself, it is necessary to

highlight what could be considered the main limitation of the present study as a

whole, which is the lack of validation. The presented results, in fact, were not quanti-

tatively compared with any experimental or already validated data. There has been

only a qualitative comparison of compressor behaviour against previous studies in

literature for the isolated compressor, while for the full engine simulations the quali-

tative detection of the same shaft speed, P30 and T30 trends found in in-flight data

were considered. Considering in particular the case of the full engine simulations,

it would have been impossible to validate the results against the available in-flight

data due to the lack of information which would have been needed to appropriately

simulate even just one case. In the data received, in fact, there was no information

about the ice ingestion rate, the ambient humidity, or even the thrust handle, fuel

flow or bleed management. Thus, in order to validate the results of this method, an

experimental campaign might be needed, which will be discussed in the next section.

On the other hand, the method does present some limitations, some of which, such

as the lack of complexity of a monodimensional model, are unavoidable considering

that the aim of the project was to capture the overall behaviour of a full engine. In

fact, an increased level of complexity, while theoretically bringing the model closer to

mimic the actual mechanisms of ice ingestion, would have likely caused the method

to be excessively computationally demanding.

Instead, the focus of this analysis will be mainly on the assumptions and the models

used for the particles and their evaluation, as well as the modelling of their influence

on the main flow.
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First of all, the ingested particles were all considered to be spheres having all the

same diameter. Both these assumptions are inaccurate, as the ice crystals in the

atmosphere would have a statistical distribution around a mean diameter value, if

not even a random diameter distribution, and shapes that vary greatly from one to

another.

A second issue (even though its effects were not present in the research due to the

fact that no simulations showed ice accretion) has to do with the ice accretion rate.

In fact, the values of ice growth rate were taken from the literature, and in particular

from NASA publications on the topic[5]. These values, however, were obtained from

an experimental and computational campaign conducted on an engine very different

from the one considered for this study, and is very likely that a parameter like the

accreted ice growth rate is extremely dependant on the engine architecture.

Changing now the focus from the particles and ice modelling to the way these influ-

ence the fluid flow, it is necessary to highlight how the proposed method does not

take into consideration the fact that the water vapour, once it has been generated by

particles evaporation and/or sublimation, has to be heated by the surrounding fluid

from the original particles temperature until it reaches the fluid flow temperature.

Instead, the vapour in the model is considered to be already at the flow temperature,

neglecting the aforementioned last passage, resulting in a reduced estimation of the

enthalpy absorbtion.

Finally, it has to be noted that there was no thermodynamic modelling of the by-

pass duct and of the performance of the bypass portion of the fan. While this was a

characteristic that was carried over from WEST, and allowed to simplify the method

by not having to model the portion of the particles that would be ingested by the

bypass duct against those entering the core (scooping effect), it could be argued

that the engine performance modelling is not really complete without taking into

consideration the full fan performance.

All these limitations that were just discussed could be considered also hints for where

to direct the future work on this subject, and how to further develop the modelling

tool presented in this thesis, which will be the subject of the next section.

6.2 Future work

While this research project did accomplish the objective of developing a new method

to simulate ice particles ingestion, it also opened a lot of room for further research,

going from improving the method itself to applying it for new purposes. The aim of
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this section is to explore these possibilities, and possibly give some suggestions on

how to pursue them.

6.2.1 Validation

As already mentioned, one of the main limitations of this study results is their lack

of validation. It will then be necessary for the future to provide some experimental

data that could be compared against the model results.

In order to pursue this goal, three alternatives are proposed here, each having their

own advantages and disadvantages, and are presented here in order of decreasing

complexity.

The first strategy would be to fly a highly instrumented aircraft throught ice in-

gestion conditions. While this option is the one that would most closely mimic the

results of a real in-flight event, it also presents numerous problems. First of all, again

the data that would need to be provided for the validation could not be limited to

the engine performance, but would have to include the engine control logic, including

fuel flow and bleed valves management, and eventual changes to the thrust handle

operated by the pilot. Moreover, ambient parameters would need to be controlled,

such as pressure, temperature and relative or specific humidity. Finally, probably

the most complex measurement to accomplish would be the estimation of the ice

ingestion rate, and possibly of the mean diameter of the ice crystals.

The second option would be to set up an experimental rig where most of the afore-

mentioned variables could be controlled. Thanks to the work done by NASA on

the subject of ice particles accretion induced rollbacks there would also be a good

amount of literature on the subject and on how to emulate the ice ingestion con-

ditions in a controlled environment[2, 3, 35]. Moreover, in order to validate the

method, it might not be necessary to build an experimental facility which would

have to accomodate for a large high bypass turbofan, as it would be probably pro-

hibitively expensive. It could be possible to arrange a smaller facility, given that the

design parameters necessary to run a simulation are known for the tested engine. A

small multiple shaft engine would be the best option for a validation campaign. It is

the opinion of the author, however, that also a single shaft engine might be enough

to test the method, as long as there is the posibility for the shaft rotational speed

to vary, as the power demand required by the compressor and the power output

generated by the turbine change with the ingestion of the ice particles.

Finally, the last option would be to start a cooperation between Cranfield UTC,

Rolls-Royce, NASA and eventually Honeywell, provider of the engine tested by the
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American agency, to obtain their experimental results and the tested engine char-

acteristics. In this way, a series of simulations could be set up modelling the exact

same conditions tested by NASA, and their experimental results could be used for

validation purposes. Even though this might seem the easiest of the options, it might

present some problems due to the eventual resistance of either Honeywell to provide

design parameters to a research entity tied to a competing engine manufacturer, or

NASA to provide experimental data to another research institution.

6.2.2 Ice accretion modelling

Closely related to the necessity for validation, is the one to carry out ice accretion

simulations that actually show presence of ice accretion. As already mentioned, the

ice accretion test cases resulted to be highly inconclusive. While none of the cases

showed ice accretion, it is most likely that this lack of results is due to the engine

being simulated, which has never shown to suffer of ice particles accretion.

It is then necessary, for future research, to address this gap by carrying out a sim-

ulation campaign using an engine known for experiencing ice particles accretion.

For this second need, adopting for validation purposes the last strategy proposed in

the previous subsection would be the preferred option. In fact, the engine that was

being tested by NASA has shown to experience ice accretion, and the specific event

that NASA was replicating was an ice accretion induced engine rollback. These

characteristics would allow at the same time to validate the overall method and

show its capability to perform simulations involving ice accretion.

6.2.3 Model improvements

A second potential stream of research originating from this work could be focused

on improving the current model.

When performing an ice ingestion simulation with new ambient conditions, an ice

free simulations had to be run and reach stability and steady state starting from an

educated guess for what concerns the initial conditions. This first simulation gave

the initial conditions for the following ice ingestion ones. One of the main challenges

of the project has been to actually find the right starting conditions for a stable ice

free simulation. This was due to the fact that, as it was mentioned earlier, WEST

is a UTC developed tool, which was still being developed and refined as this project

was being carried out. One of the main issues encountered was that the version of
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WEST used for this study was not able to simlulate compressor operations in un-

stable regions of the compressor maps, so that the initial conditions had to closely

mimic the actual conditions for a certain operating point. Most of these stability

issues have however been corrected along the past few years. Thus, the first model

improvement suggested here is to transfer the ice ingestion code and its modifica-

tions to WEST into the latest version of the Whole Engine Simulation Tool. This

would most certainy guarantee a more efficient workflow for the future. Moreover,

WEST latest version has also some surge modelling capabilities, having passed the

TRL4 gate for surge modelling.

Most of the method improvements, however, would be ways to address the limita-

tions mentioned in the previous section.

The first of the limitations that would need to be addressed, for its potential impact

on the results, is the introduction of a method to take into account the enthalpy

necessary to raise the water vapour temperature from the particles temperature to

the flow one.

A rigorous formulation might require to introduce a series of new equations to track

the motion and evolution of different portions of vapour that have evaporated at

different times, thus having a different temperature. This, however, would introduce

such a level of complexity that it would likely completely nullify the purpose of using

a 1D method.

On the other hand, the most simple way to take into account for the vapour tem-

perature increase would be to calculate the enthalpy needed, and subtract it from

the flow during the very same time step as the vapour is produced, or during the

following one. While it might seem too simplistic, if the time needed for the vapour

to reach the flow temperature is of the same order of magnitude of a calculation

time step, this second option would most likely be the best trade off for taking into

consideration this phenomenon while still reducing the computational demands of

the method as much as possible.

Other two factors that influence the simulations results are particles size and shape.

As already stated, the current method considers the ingested particles to all be

spheres with a determined diameter. A good improvement of the model would be

to consider the variability in shape and mass of the particles. While the solution

proposed by Kundu et al.[8, 9, 10, 11, 12] of separately modelling each single particle

would be the most rigorous one, a good option to not cause an excessive increase in

the simulations computational requirements would be to introduce the possibility

to have different subgroups of particles introduced at each time step, each with its

own shape and size.
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As already mentioned, the method is not capable at the moment of estimating the

engine thrust, due to the lack of bypass duct modelling. While this would probably

need some rethinking of part of the WEST structure, it would also present a series

of ice particles modelling challenges, such as the definition of the portion of particles

that are ingested by the bypass duct instead of entering the core (scoop effect[27]).

The final improvement that could be made on the present method is the modifi-

cation of the ice accretion growth rate values to update them with new data, that

would be relative to the actual engine being simulated. This improvement has been

listed as the last, as it would require an experimental campaign for every major

engine architecture that needs to be modelled, which would result in a substantial

economic burden for the financing institution.

6.2.4 Additional functionalities

The third direction towards which research could head starting from this dissertation

is the addition of new functions to the method presented in this thesis.

While WEST already has the possibility to simulate the full Secondary Air System

(SAS), this subsystem was not modelled in the present work, in order to focus the

effort on building the fundamental ice ingestion capability. This, however, together

with the addition of a fuel flow and bleeds management logic, would result in the

possibility to carry out a true full engine simulation.

The most obvious functionality that could be added to a method already accounting

for ice particles ingestion and ice accretion is the possibility to include ice shedding.

This could be done, for example, by simply setting a limit for ice accretion that,

once met, triggers the release of a determined amount of ice in the form of one or

more pieces, that would then be treated as an additional group of particles. This

mehod could then be refined by including specific models for ice shedding, which

would include parameters such as the maximum size of ice accretion or the sizes of

the detatching ice pieces.

Finally, the same modelling methodology could be used to model the ingestion of

other particulate objects such as ash or sand, and analyse their thermodynamic

effects on the engine performance. In particular, the main changes would only need

to take into account the differences between the thermodynamic properties of the

new substances compared to ice and water. In fact, such modelling efforts could

result to be even less complex than simulating the ingestion of ice particles, since

materials such as volcanic ash and sand would not evaporate, hence not requiring

the introduction of the second mass equation.
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Moreover, the methodology could be used to model other ingestion problems such

as inflammable materials, where the main difference would be that in this case the

ingested substance would release heat instead of absorb it.

6.2.5 New analyses

Finally, the method as it is could actually already be used for some very interesting

new analyses.

It has already been stated that some engine architectures are more prone than others

to ice particles accretion. The same could be said about engine instabilities caused

by ice ingestion, such as compressor surge. The present model and its modularity

offer the chance to change many different design parameters, such as for example

the stage loading scheme, and simulate different engine architectures, for example

two or three spool engines. Comparing these results could help understand which

parameters have the most influence on the capability of an engine to be resilient

to ice ingestion conditions, and which architectures perform better in those hostile

conditions.

6.3 Impact

The last section of this thesis is dedicated to the impact that this project will po-

tentially have on the aerospace industry, on top of its possible applications.

The first, most obvious application for the modelling capability developed during

this study would be to produce, through simulations, the amount of engine perfor-

mance data required to train a data-based model capable of recognizing the engine

behaviour during ice particles ingestion. The developed detection capability will

then be used to inform the pilots about the flying conditions and improve their de-

cision making capability. As it was described in the introduction, this was the main

reason for this project to start in the first place.

The method described in this dissertation could also find an application during the

preliminary design phase of a new engine. In fact, once the overall design char-

acteristics of an engine are defined, the present tool could be used to assess how

vulnerable the new engine would be to ice ingestion conditions, allowing the manu-

facturer to make the appropriate modifications, if necessary.

While those already mentioned are the most direct applications of the work pre-
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sented in this thesis, it is worth mentioning that all the new possibilities for future

work and future projects listed in the previous section will have their own impact

and applications. In particular, the author would like to list two examples for the

impact of some of the possible future projects: one of them being the modelling

of other particles ingestion, and the other the identification of the most influential

design parameters for engine ice ingestion resilience.

The modelling of other particles ingestion, such as volcanic ashes or sand, could be

applied, similarly to the modelling of ice ingestion, to the training of a data-based

model capable of recognising the engine behaviour in those conditions, which would

increase the number of scenarios where the engine would be able to communicate to

the pilots useful information about the flying environment.

On the other hand, the identification of the best engine architecture or the design

parameters that have the most influence on the capability of the engine to resist to

ice ingestion conditions could be used as indications for the design of future engines,

to the point where ice ingestion does not really represent a problem anymore.

In conclusion, is the author opinion that one of the most important contributions

of this research effort has been the opening of a vast number of possibilities for

new projects, with each of these projects producing meaningful results and new

possibilities for their application in the aerospace industry.
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Appendix A

Interpolation Tables

Tε
k

[-] Ω [-] Tε
k

[-] Ω [-] Tε
k

[-] Ω [-]
0.30 2.6620 1.55 1.1820 3.60 0.9058
0.35 2.4760 1.60 1.1670 3.70 0.8998
0.40 2.3180 1.65 1.1530 3.80 0.8942
0.45 2.1840 1.70 1.1400 3.90 0.8888
0.50 2.0660 1.75 1.1280 4.00 0.8836
0.55 1.9660 1.80 1.1160 4.50 0.8610
0.60 1.8770 1.85 1.1050 5.00 0.8422
0.65 1.7980 1.90 1.0940 6.00 0.8124
0.70 1.7290 1.95 1.0840 7.00 0.7896
0.75 1.6670 2.00 1.0750 8.00 0.7712
0.80 1.6120 2.10 1.0570 9.00 0.7556
0.85 1.5620 2.20 1.0410 10.00 0.7424
0.90 1.5170 2.30 1.0260 20.00 0.6640
0.95 1.4760 2.40 1.0120 30.00 0.6232
1.00 1.4390 2.50 0.9996 40.00 0.5960
1.05 1.4060 2.60 0.9878 50.00 0.5756
1.10 1.3750 2.70 0.9770 60.00 0.5596
1.15 1.3460 2.80 0.9672 70.00 0.5464
1.20 1.3200 2.90 0.9576 80.00 0.5352
1.25 1.2960 3.00 0.9490 90.00 0.5256
1.30 1.2730 3.10 0.9406 100.00 0.5130
1.35 1.2530 3.20 0.9328 200.00 0.4644
1.40 1.2330 3.30 0.9256 400.00 0.4170
1.45 1.2150 3.40 0.9186
1.50 1.1980 3.50 0.9120

Table A.1: Collision diffusivity, Ω, for mass diffusivity based on Lennard-Jones
Potential, taken from Welty[74]
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t [degC] γ [mm/degC2] t [degC] γ [mm/degC2]
0.01 75.64 190.00 39.95
5.00 74.95 195.00 38.82
10.00 74.23 200.00 37.69
15.00 73.50 205.00 36.55
20.00 72.75 210.00 35.41
25.00 71.99 215.00 34.25
30.00 71.20 220.00 33.10
35.00 70.41 225.00 31.93
40.00 69.60 230.00 30.77
45.00 68.78 235.00 29.60
50.00 67.94 240.00 28.42
55.00 67.10 245.00 27.24
60.00 66.24 250.00 26.06
65.00 65.36 255.00 24.87
70.00 64.47 260.00 23.67
75.00 63.58 265.00 22.48
80.00 62.67 270.00 21.30
85.00 61.75 275.00 20.11
90.00 60.82 280.00 18.94
95.00 59.87 285.00 17.77
100.00 58.91 290.00 16.61
105.00 57.94 295.00 15.45
110.00 56.96 300.00 14.30
115.00 55.97 305.00 13.17
120.00 54.96 310.00 12.04
125.00 53.95 315.00 10.92
130.00 52.93 320.00 9.81
135.00 51.89 325.00 8.73
140.00 50.85 330.00 7.66
145.00 49.80 335.00 6.61
150.00 48.74 340.00 5.59
155.00 47.67 345.00 4.60
160.00 46.58 350.00 3.65
165.00 45.49 355.00 2.75
170.00 44.40 360.00 1.90
175.00 43.30 365.00 1.13
180.00 42.19 370.00 0.45
185.00 41.07 374.00 0.00

Table A.2: Behaviour of water surface tension with varying temperature[74]
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T [K] Cp [kJ/kgK] T [K] Cp [kJ/kgK]
175 1.850 1250 2.458
200 1.851 1300 2.490
225 1.852 1350 2.521
250 1.855 1400 2.552
275 1.859 1500 2.069
300 1.864 1600 2.662
325 1.871 1700 2.711
350 1.880 1800 2.756
375 1.890 1900 2.798
400 1.901 2000 2.836
450 1.926 2100 2.872
500 1.954 2200 2.904
550 1.984 2300 2.934
600 2.015 2400 2.962
650 2.047 2500 2.987
700 2.080 2600 3.011
750 2.113 2700 3.033
800 2.147 2800 3.053
850 2.182 2900 3.072
900 2.217 3000 3.090
950 2.252 3500 3.163
1000 2.288 4000 3.217
1050 2.323 4500 3.258
1100 2.358 5000 3.292
1150 2.392 5500 3.322
1200 2.425 6000 3.350

Table A.3: Behaviour of water vapour isobaric specific heat with varying
temperature[80]
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Appendix B

Accreted Ice Formulation

This appendix will be focused on the adaptations of the air-particles interaction

equations, the particles parameters and the particles source terms to the case of

accreted ice.

B.1 Air-Ice Interaction Equations

Given the static nature of the accreted ice, only thermodynamic phenomena are

considered, since the ice is not accelerated by the flow.

The thermodynamic equations that regulate the accreted ice differ from the particles

ones only for what concerns the contact area between the ice and the flow, that passes

from being a sphere to a ring.

So, the evaporation equation becomes:

dmv1i = 2hmiπ (ρis −RHρvs) (rext − δi) dxdt

Where dmv1i is the evaporated mass from the accreted ice, hmi the mass transfer

coefficient between the accreted ice and the main flow, and ρis is the density of the

saturated vapour at the accreted ice temperature.

The accreted ice melting equation is:
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dmwi =
2hiπ (rext − δ) (T − Ti) dxdt− Lvwidmv1wi − Lviidmv1ii − Cpi (273.15− Ti)

Lm

Where dmwi is the accreted ice melted portion in the time step dt, hi the heat

transfer coefficient between the accreted ice and the main flow, Ti the temperature

of the accreted ice, Lvwi and Lvii the latent heat of evaporation respectively for

water and ice at the accreted ice temperature, dmv1wi and dmv1ii the water and ice

evaporated from the accreted ice, and Cpi the specific heat of the accreted ice.

The temperature rise equation is:

dTi =
2hiπ (rext − δ) (T − Ti) dxdt− Lvwidmv1ii − Lmdmwi

Cpi

Finally, the vaporisation equation becomes:

dmv2i =
2hπ (rext − δ) (T − Ti) dxdt− Cpi (Tvap − Ti)

Lvwi

B.2 Accreted Ice Thermodynamic Parameters

The thermodynamic parameters for the accreted ice have the exact same formulation

as the particles parameters.

The only major change that affects all of them is the formulation of the Reynolds

number, which for the case at hand is:

Re =
ρu [2 (rext − rm)− δ]

µ

In this formulation the only velocity present is the one of the main flow, since ui

would be 0, and the particles diameter is substituted by the actual compressor

annulus width.
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B.3 Ice Source Terms

There are two main differences between the particles and the accreted ice source

terms, one is the lack of the momentum source term, and the second the simplifica-

tion that derives from the fact that the ice is modelled so that it accretes at stations

corresponding to the grid elements.

With the ice not being dragged by the flow, and the vapour coming from it not hav-

ing any initial momentum, the relative source term, even if calculated, would be 0.

The ice will in fact produce some drag, since it would protrude from the compressor

outer wall, but this effect, with the ice thickness not growing past a few centimeters,

is considered to be a local effect, neglibible in a 1-D formulation.

On the other side, the fact that the ice accretion points correspond to the grid ele-

ments introduces a great simplification in the source terms calculation process, since

it is possible to calculate them directly.

So the mass source term will be:

Sim =
dmv1i + dmv2i

dxdt

And the energy source term:

Sie =
(dmv1i + dmv2i)hpi − dQi

dxdt

With hpi being the specific enthalpy of the vapour being released by the accreted

ice, and dQi the amount of heat that the ice absorbed in the time step dt.
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