Abstract: The fuel system, which aims to provide sufficient fuel to the engine to maintain thrust and power, is one of the most critical systems in the aircraft. However, possible degradation modes, such as leakage and blockage, can lead to component failure, affect performance, and even cause serious accidents. As an advanced maintenance strategy, Condition Based Maintenance (CBM) can provide effective coverage, by combining state-of-the-art sensors with data acquisition and analysis techniques to guide maintenance before the asset’s degradation becomes serious. Artificial Intelligence (AI), particularly machine learning (ML), has proved effective in supporting CBM, for analyzing data and generating predictions regarding the asset’s health condition, thus influencing maintenance plans. However, from an engineering perspective, the output of ML algorithms, usually in the form of data-driven neural networks, has come into question in practice, as it can be non-intuitive and lacks the ability to provide unambiguous engineering signals to maintainers, making it difficult to trust. Engineers are interested in a deterministic decision-making process and how it is being revealed; algorithms should be able to certify and convince engineers to approve recommended actions. Explainable AI (XAI) has emerged as a potential solution, providing some of the logic on how the output is derived from the input given, which may help users understand the diagnostic result of the algorithm. In order to inspire and advise data scientists and engineers who are about to develop and use AI approaches in fuel systems, this paper explores the literature of experiment, simulation, and AI-based diagnostics for the fuel system to make an informed statement as to the progress that has been made in intelligent fault diagnostics for fuel systems, emphasizing the necessity of giving unambiguous engineering signals to maintainers, as well as highlighting potential areas for future research.
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1. Introduction

1.1. Motivation

Within civil aerospace, Original Equipment Manufacturers (OEMs) and Maintenance Repair and Operation (MRO) organisations are gradually adding maintenance as a service to their portfolio, with more emphasis being placed on predicting maintenance, especially that which is not scheduled. While Condition Based Maintenance (CBM), the removal of components based on their condition, rather than the arrival of a set maintenance point in time, is some way away, it is being realised on some components. On this journey, the arrival of Integrated Vehicle Health Management (IVHM) has provided many of the capabilities necessary for this transition. Sensors, diagnostic and prognostic algorithms, along with business cases, all form part of the IVHM capability, which has developed over the last 10–15 years.

Researchers in IVHM, to optimise maintenance for stakeholders, continually scan new technologies to use all available data and analyse it in the most efficient way. To
do this, the field of Artificial Intelligence (AI) has come into prominence in recent years. Although incorporating a sizeable number of different approaches, a common theme is the use of Machine Learning (ML) ‘non-transparent’ techniques, ones that are data-driven, using neural networks, and trained to give the correct output for the given input. Further, because the use of AI in this way obscures the engineering rationale behind the maintenance decision, there is a need for an extra step, of Explainable AI (XAI), to put the engineering context back into the ML decision.

To enable the above-mentioned approach, a comprehensive literature review to evaluate the work done by the research community was deemed necessary. Three typical diagnostic research methodologies: experimental work, simulation modelling, and intelligent diagnostics are reviewed in sequence.

1.2. Background

Maintenance, and the algorithms that can assist in decision-making, constitute the background of this work. Since the Industrial Revolution, maintenance has continually evolved to adapt to the increasingly complex systems it serves. In aerospace, it has developed into a service that can be sold, either by OEMs or by MROs, to airlines. Consequently, in the field of research, it has become an increasingly important subject to study. Figure 1 shows the basic evolution of maintenance through time and its transition from reactive to proactive [1–3]. The earliest stages of a maintenance strategy, for a machine or asset, can be traced back to a simple ‘fix it when broken’ approach. Corrective maintenance represents this repair practice, performed after the occurrence of a failure. It is the simplest, but also the most expensive, form of maintenance because of the damage caused by the failure and any ‘knock-on’ effects. To prevent failures, a routine examination was introduced, called preventive maintenance, servicing the machine at regular intervals. The Wright brothers, building their aeroplane in the early twentieth century, prompted the need for such maintenance, and so its use in aerospace began. As the aviation industry was considered a highly vulnerable and risky business [4], more efficient maintenance methods were constantly sought. Preventive maintenance gradually became more complicated by considering the characteristics and average lifespan of components [5]. As most failures in the early days of aerospace were due to mechanical or design flaws, the pace of maintenance development was slow [6], but the development of the Boeing 747 changed this situation. This aircraft represented a step jump in complexity and would therefore be far more expensive in the case of repair or accident than any previous aircraft. Reliability-centred maintenance (RCM) was developed as a disciplined methodology used to identify preventative maintenance tasks, relying on statistical data from component and system behaviour in the field. RCM is still widely used today, although there is a movement towards components being maintained based on their condition rather than a scheduled time. This is termed Condition Based Maintenance (CBM) and was first introduced for monitoring components between regular-scheduled maintenance checks. Since the beginning of the information revolution, the associated technologies of data collection, transmission, storage, and processing have seen rapid growth, enabling CBM to encompass predictive maintenance (PdM) [1,5], a method by which maintenance work can be planned much more accurately by considering the current state, and remaining lifespan, of individual components or assets [7].

As one of the most important onboard systems, the civil aircraft fuel system (AFS) not only manages the fuel that represents up to 50% of the aircraft’s weight, but also maintains engine thrust continuously throughout the flight. Other functions of the AFS include:

- Pressure refueling
- Defueling
- Fuel jettison
- CG (center of gravity) adjustment
- Adaptation to the aerodynamic geometry, structural load, and the aircraft’s manoeuvre
- Water management
- Fuel measuring

In addition, AFS needs to be highly automated (to save the flight crew valuable time) and remain safe under several circumstances (such as rotor burst and electrostatic charge), which makes the fuel system a complex structure. In recent years, with the development of new energy sources, the traditional AFS has been adapted to work with battery systems, fuel cells, or accommodate new fuel types (such as biofuels, liquid hydrogen, and oxygen).

Given the importance of the AFS, the number of review articles, on fuel system maintenance methods and development, is surprisingly limited. Currently, AFS relies mainly on time-based maintenance strategies (preventive maintenance), and, to a lesser degree, on CBM. The latter is beginning to be used to replace previous maintenance methods to reduce costs and the number of failures [8]. CBM is sensitive to incipient failures, but another challenge is the possibility of intermittent failures (No Fault Find, NFF) in the fuel system [9]. The good news is that health management systems, previously not being considered at the design phase, are now beginning to receive attention [10]. For example, health management has been integrated into avionics systems to support ground crew operations [11].

Artificial Intelligence (AI), a term first introduced in the mid 1950’s, has successfully been applied to many diagnostic applications. Classical AI aims to use algorithms for anything that would normally require human intellect to reach a solution. In the context of this paper, a viable solution would be to achieve a satisfactory level of detection of incipient failure or to diagnose a potential failure condition. One key aspect of interest for such an application is the level of explanation available to a domain user that is inherent in the model. This is the ability to understand the rationale behind a diagnosis, and hence gain confidence and trust in the solution generated by the AI model. Early symbolic AI approaches consisted of a system of programmed rules [12], representing knowledge, such that algorithms operating on the results were able to deduce a solution through the application of mathematical logic and search techniques. Machine Learning (ML), a subset of AI, takes a slightly different approach by essentially learning the rules from available data. It is important to note that in this later case the rules may be represented as a functional mapping between parameters, with the function coefficients estimated from the data, as in the case of a regression model. ML approaches, such as Neural Network methods [13], have seen significant development over the last 30–40 years, with Deep Learning (DL) [14] techniques gaining traction as high-powered computing becomes more readily available. DL models, again a subset of ML, tend to operate with a greater level of complexity in terms of their mathematical structures and hence sometimes are referred to as non-transparent models. Intuitively, it is reasonable to assume that the level of explainability that a model offers will depend on the complexity within its mathematical structure, or the ease with which rules, whether programmed or imputed, are readily understood in terms of the line of reasoning executed. In this context, the complexity of the mathematical structure that forms a neural network, or DL model, directly relates to the number of function terms represented as a series of layers, nodes within those layers, and how the nodes are interconnected between layers. Hence, solutions generated from a model with relatively few nodes will be much easier to explain than a DL convolutional network [15] consisting of many thousands of interconnected nodes.

These ideas are explored in this paper through examination of an aircraft fuel system and typical faults that are encountered. To diagnose these faults using AI, the above discussion leads to the intersection of four major areas: fuel systems (including experimentation), simulation, Artificial Intelligence (AI), and Explainable (XAI) techniques. Each one of
these areas is investigated and discussed individually in this literature review, before being brought together to identify the gaps for potential future research.

1.3. Outline of the Literature Review

Section 1 will present the motivation for the work, articulate the background, and outline the areas to be covered by this literature review. Section 2 will briefly discuss the target aircraft system, the Boeing 777 fuel system, along with some recorded accidents and known failure modes. Section 3 will introduce some existing experimental and simulation work for fuel system research. Section 4 will focus on the application of a variety of AI techniques for Fault Detection and Diagnosis (FDD) within the fuel system and why their interpretability could become a critical factor. Finally, Section 5 summarises the paper and identifies future research areas.

2. Aircraft Fuel Systems

The aircraft fuel system is responsible for the loading, storage, management, and delivery of fuel to the propulsion system of the aircraft. This is achieved using components such as: fuel tanks, pumps, valves, and pipelines. As a critical system on the aircraft, the number of recorded failures that relate to the fuel system accounts for more than 30% of total aircraft failures [16]. These failures may cause loss of fuel, difficulty in controlling the aircraft, loss of power (due to fuel starvation), and even influence the aircraft’s safety. Therefore, research on fuel system Fault Detection and Diagnosis (FDD), to guide further maintenance/control actions and prevent catastrophic accidents, is needed.

2.1. Boeing 777 Fuel System

The Boeing 777 is one of the most successful commercial aircraft of all time, with more than one thousand six hundred aircraft being delivered to airlines in the past thirty years. According to the ASN Aviation Safety Database, during this time, the aircraft recorded eight hull losses (damaged beyond repair), of which two were due to faults within the airframe systems, and one of them, at Heathrow Airport, from a fuel system failure (the other was due to a fault in the electrical system). It is used here to illustrate a typical commercial aircraft fuel system and its problems. The Boeing 777 fuel storage arrangement is similar in concept to Boeing’s previous twin-engine aircraft, comprising two wing tanks and a centre tank. The system’s main functions include fuel storage, fuel delivery, cross-feed, refueling, jettison, and defueling.

2.1.1. Structure and Function

Figures below show the schematic of the Boeing 777 fuel system, which constitutes two sub-systems: the airframe fuel system (Figure 2) and the engine fuel system (Figure 3). Fuel flows from the fuel tank to the main engine (upper left and upper right corners in Figure 2), and, after entering the main engine, the fuel enters the combustion chamber via the path shown in Figure 3 (from left to right). The airframe fuel system is in the wing box and fuselage. It is used to transport fuel from the fuel tank to the engine. The engine fuel system is in each engine’s nacelle. It is used to match fuel conditions (pressure, temperature, etc.) to the requirements of the combustor.

There are three crucial components for both the airframe and engine fuel systems: the boost pump, the Fuel-Oil Heat Exchanger (FOHE) and the fuel nozzle. The boost pump is the primary source of fuel kinetic energy before the fuel goes into the engine. The FOHE is used for heat exchange between the oil and fuel, to heat the fuel and cool down the oil. The fuel nozzle is located at the end of the fuel system; it is in the combustor and atomises the fuel before it is burnt.
Research behind this paper found three significant Boeing 777 accidents related to the fuel system. The first accident occurred at Heathrow Airport on 17 January 2008 and the related aircraft was a Boeing 777-200ER from British Airways. This plane was on a flight from Beijing to London. When it tried to land at Heathrow, both engines had no thrust, and the plane lacked enough speed to manoeuvre. Due to some exemplary flying by the crew, the aircraft missed the M25 motorway and landed on the runway. The investigation concluded that when the aircraft passed over Russia, the atmospheric temperature dropped to $-71^\circ C$ which was below the lowest temperature for the FOHE ($-50^\circ C$). Due to a lack of throttle excursion (almost perfect descent), ice still existed in front of the FOHE when the aircraft attempted to land. This ice blocked the FOHE and led to a sudden drop in fuel supply [17].

The second accident occurred in Singapore on 27 June 2016 and the related aircraft was a Boeing 777-300ER from Singapore Airlines. This plane was on a flight from Singapore to Milan. When the aircraft landed in Singapore (the pilots decided to fly back to Singapore because of an alert from the right engine), flames broke out from the aircraft’s right engine and rapidly spread to the whole right-wing. An investigation revealed the root cause to be a fuel leak in a narrow pipe in the FOHE, which caused the fuel to mix with oil and the mixture to spread throughout the engine. During the landing, a hot surface near the engine’s exhaust nozzle ignited the fuel around it and caused the disaster [18].
The third accident occurred in Bangladesh on 7 June 2016 with a Boeing 777-300-ER from Biman Bangladesh Airlines. This plane was flying from Dhaka to Saudi Arabia. When the aircraft took off from Dhaka, the pilots received a warning from the main engine and hence halted the take-off process and landed back at Dhaka. The investigation revealed that, due to contamination of the fuel nozzle, fuel did not burn properly in the combustor, and this caused the vanes of the Low-Pressure Turbine (LPT) to break through heat damage [19].

2.2. Potential Fuel System Failure Modes

The most prevalent fuel systems failures are due to the five faults listed below.

External leakage of the pump

Typically, the occurrence of external leakage is due to improper assembly, a loose connection, faulty gaskets, damaged threads and sealing surface, broken springs or cracked housings or bodies [20]. These will lead to insufficient fuel delivered to the engine (e.g., in the boost pump), or even let the fuel escape to the outside of the fuel system (e.g., in the main fuel pump).

Internal leakage of the pump

Internal leakage means the fuel travels from the pump outlet to its inlet through a small gap between gears and the housing [20]. It could influence the performance of the pump and could become more severe if the pump has not been regularly serviced. Finally, it will lead to the fuel flow rate and the engine thrust becoming lower than expected.

Clogged FOHE

The failure mode of a blocked FOHE comes from a real accident on 17 January 2008 (see above). There are a few tiny tubes inside the FOHE, and it is possible for their entrance to become blocked. The potential consequence of a clogged FOHE is a drop in the fuel delivery, which will cause lower engine thrust.

FOHE leakage

This failure mode comes from a real accident on 27 June 2016 (see above), which led to the engine catching fire. The FOHE has a unique structure to accommodate two kinds of fluid to pass through it (tiny ducts are for the fuel, gaps between them are for the oil). Due to these tiny ducts being fragile, the FOHE leakage is a possible failure mode for the Boeing 777, but the accident mentioned in Section 2.1.2 is the most severe one.

Blocked nozzle

Fuel nozzles are located at the delivery end of the fuel system and arranged in a circle in the combustor [19]. These nozzles spray a fine mist of fuel into the engine to maintain the engine’s power, consistent with efficiency and temperature margins. Nozzle degradation (blockage or contamination) directly influences the performance and even the safety of the aircraft.

2.3. AFS Summary

Benefitting from the development of sensor technology and maintenance strategy, health monitoring systems for the critical systems on the aircraft (including the fuel system) were devised to ensure their reliability. Some of these systems are: PlaneView (Gulfstream (Savannah, United States) and Honeywell (Phoenix, United States)), Electronic Centralised Aircraft Monitor (ECAM, Airbus (Leiden, Netherlands)), and Engine Indicating and Crew Alerting System (EICAS) [21]. These systems demonstrate the powerful combination of data (from sensors) and AI, which provides an effective way to detect and diagnose failures in the fuel system.

3. Experiment and Simulation Work

3.1. Experimental Work

The literature associated with fuel system experimental research has been reviewed. To broadly review the experimental work dedicated to fuel system research, the scope of the review was gradually expanded from aircraft fuel systems to other vehicles (especially automobiles), from which valuable common lessons may be gleaned to guide research on
aircraft systems. The following paragraphs discuss these experiments/test rigs according to their research objects, which are varied, in the sequence of:

- Fuel metering and pump system,
- Icing problem,
- Fuel filter and injector, and
- Other vital components/functions (e.g., fuel measurement)

For the reader’s convenience, Table 1 summarises the references included in this section according to the research objects.

The Fuel Metering System (FMS) is a crucial component in a conventional aircraft fuel system; it is responsible for receiving signals from the Engine Control System to supply the required fuel flow for engine start-up, acceleration/deceleration, and stabilisation [22,23]. Typically, an FMS consists of the fuel pump, metering valve and differential pressure valve, which aims to pressurise the fuel, control the fuel flow rate by changing the orifice, and maintain a constant pressure difference across the FMS. In a study of external leakage of the Fuel Pump and Metering Unit, Ref. [24] used a simplified test rig to investigate how cavitation, due to a Helmholtz resonator, led to cavitation in the Pressure Control Valve. As an acoustic resonant structure, they found that a Helmholtz resonator can exist in the clearance within the valve, amplifying undesired pressure and flow fluctuations. The test rig assisted them in finding the reason for cavitation, observing the pressure fluctuation, and validating the solution (by placing a hole for venting). Ref. [25] developed an experimental rig to validate the proposed fuel metering method for an electric fuel system in a small-sized turbofan engine. They developed a control loop (Figure 4), in which the fuel flow rate feedback system not only measures the current fuel flow but can also compensate for the degraded pump’s impact by comparing the target flow with the fuel flow feedback from the Fuel Pressurizing Valve (FPV). However, their final metering/control accuracy (+/−5%) strongly relied on the accuracy of the fuel flow feedback, which further depends on two uncontrollable factors: pressure sensor performance and the manufacturing tolerance of the valve used on the rig.

Figure 4. Electric fuel system control loop [25].

Icing issues can directly affect aircraft safety, whether on critical surfaces (such as the wing, rotor, or engine to change the aerodynamics) or within the aircraft fuel system. Both classes of issues have led to several accidents in the past, but this section only discusses the latter issue. The ice in the fuel system comes directly from water which, when the temperature drops in flight, becomes ice which may block the fuel feed line. One of the most severe accidents, the crash of a Boeing 777 at Heathrow Airport in 2008 [17], is often cited. Figures 2 and 3 show the layout of a Boeing 777’s fuel system. This is a typical fuel storage layout for a Boeing twin-engine aircraft, comprising two wing tanks and a centre tank [26]. Apart from the fuel tank, the fuel system also includes various valves, pipelines, heat exchangers, nozzles, boost pumps in the wing and engine fuel pump (including an LP centrifugal pump and an HP gear pump). Following the accident in 2008, the fuel system icing problem attracted more research attention. Ref. [27] proposed an innovative de-icing method based on the Fuel Oil Heat Exchanger (FOHE), modified by installing a bypass valve to switch the fuel flow direction and melt the ice upstream of the FOHE. The pressure at both ends of the FOHE can activate the bypass valve. Their simplified test rig verified the
proposed method and simulated some emergencies. The system’s performance during the transition period of flow direction switching may need more attention, and the reliability (such as fault tolerance or a broader range of temperatures) of the device they proposed may need further verification. Ref. [28] reviewed an icing rig used in the ice accretion and release research conducted by Boeing, Rolls-Royce and AAIB to determine the cause of the abovementioned accident. The icing test programme used a multi-step procedure, which started from a simpler preliminary test rig (to gain more experience) and ended in a test rig that simulated almost the entire engine feed system, from the fuel tank boost pump to the engine low-pressure pump, to test the ice accretion and release individually. The test rig helped the researchers to accumulate considerable knowledge of fuel system icing behaviour. They replicated a fuel temperature as low as $-40 \degree C$, close to the actual circumstance when the aircraft flies over polar regions. As the test configuration can be customised (on the simplified test rig), they successfully found the worst scenario for the ice formation. Ref. [29] controlled another test rig, which had a glass window, to measure the transient icing process and to study the factors that can influence the characteristics of ice particles. They used exchangeable test bodies (with various shapes) to represent and test the ice accretion. The flexible test rig allowed them to perform eighty-two individual experiments to evaluate various vital parameters. However, because the test rig could not generate a flow rate larger than 1200 L/h, the test rig had a limited capability in the ice release test, which needed a much higher flow rate for replication.

Table 1. Experimental work for the most vulnerable components in the fuel system.

<table>
<thead>
<tr>
<th>References</th>
<th>Topic</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22–25]</td>
<td>Fuel metering system (with fuel pump)</td>
<td>Find potential failures affecting fuel metering and supply, develop more reliable metering methods</td>
</tr>
<tr>
<td>[27–29]</td>
<td>Icing issue</td>
<td>Reproduce the accident and analyse the cause to improve the existing system</td>
</tr>
<tr>
<td>[30,31]</td>
<td>Fuel filter</td>
<td>Explore and resolve potential failures and challenges presented by new technologies/fuels</td>
</tr>
<tr>
<td>[32–37]</td>
<td>Other vulnerable components</td>
<td>Accurately measure fuel flow even when the flow meter fails</td>
</tr>
</tbody>
</table>

Fuel filter and injector systems in automobiles are responsible for the popularity of the GDI (Gasoline Direct Injection) engine. GDI technology improves engine efficiency, but poses new challenges, such as injector blockage. Blockage may be attributed to any deposit, debris, and contaminant in the fuel, which can influence the fuel filter and injector. Within this field, Ref. [30] developed a filter performance test circuit, which included several components, such as the pump, particle counter, heat exchanger, and vibration generator, to accurately match the target system. Their test facility can replicate extreme operation conditions with many external factors, such as temperature, pressure, flow pulsation, engine start/stop, and combinations. They concluded that fuel filtration could be affected by the car’s operation. They ran the system with a flow rate of 180 L/h for a long time to test the filter’s performance with different combinations of external factors. The filter was gradually blocked by debris during this process, which also made the filter not work as well as it should, and this could be worth further discussion. However, this factor was not mentioned in their discussion. Ref. [31] used a GDI bench engine test platform, based on a VW 1.4L TSI engine, to test different fuel formulations and observe the deposits at the injector nozzle (which can influence the engine’s working pattern and emission), and the selected engine’s susceptibility to different types of fuel. As they worked on a real engine the result directly reflects engine performance, and their work could be used to make an industry-standard test method for evaluating the injector’s cleanliness. However, their experimental work lasted for three months during which changes in the engine’s characteristics might be expected but were not addressed.
Other topics associated with fuel systems have been reported in the literature: flow modulators [32], refuelling [33], and electrostatic charge [34]. Furthermore, accurate fuel flow measurement is always a problem since the flowmeter needs to be placed directly in the flow field. Therefore, they are easily affected by factors such as contamination in the fuel, fluid property, turbulence, and fluctuation in the flow, including flow rate and pressure changes [35]. Apart from some advanced flowmeters, such as ultrasonic and electromagnetic flowmeters, researchers also worked on alternative ways of measuring flow. In their research on the electronic control unit for an aviation diesel engine, Ref. [36] worked on a common rail system injector test bench (STPiW3) with the aim of achieving a precise fuel dosage. STPiW3 can test various types of diesel injectors. The research used the pressure as the control signal (to activate mass flow rate measurement) and determined the mass flow rate by using the mass of the fuel and time. In other words, as they treat the mass flow rate as a function of mass and time, the accuracy of the calculated mass flow rate may suffer from the propagation of uncertainty from the parameters mentioned above. To alleviate this negative influence, they considered the difference in some measurements when they developed the control algorithm for the electronic control unit. Ref. [37] investigated how to make the fuel supply system deliver the desired fuel flow even when the flowmeter is faulty. Based on existing fault diagnosis and prevention methods for transducers (e.g., dual-redundant system), they started from first principles to estimate the flow rate by using the measured pressure and polynomial regression on the pump characteristics. They used a test rig to verify the proposed method, and, despite the fitting and measurement error, it could yield a viable way of verifying or replacing the reading from a suspected faulty flow sensor.

Aligned with the discussion presented in this section, most experimental work is performed on scaled test rigs rather than a full-scale testbed, as it may not be easy to check degradations or premature failure on each component in the real machine, and a stricter operation procedure with more safety considerations would be needed. Summarising the advantages of such an approach, given in the text above, the following list emerges:

- Scaled rigs give timely results that are less expensive than testing the full system.
- It is easier to discover the nature of problems and the correlation between factors, e.g., Ref. [38] used a simplified fuel rig to determine the best indicator of each degradation mode within their research and the correlation between those indicators.
- They can accurately and repeatably replicate problems, e.g., Ref. [39] used a simplified test rig to replicate different component degradation modes in an accurate, repeatable, and efficient way.
- Scaled rigs can be used to link computational models to real systems, as experimental results can be used to compare the output from both sides, e.g., Ref. [40] used a fuel delivery system rig to verify a model-based diagnostic algorithm, analyse fuel system’s behaviour and compare with the data from an actual fuel system.
- The configuration of an experimental rig is more flexible than a real system. For example, faults can be inserted into the test rig using the required method with any desired severity. This feature is essential if there are safety concerns about performing similar tests on the actual system.
- The target system can be isolated from other systems to prevent extraneous interference factors, e.g., Ref. [33] assessed the performance of a Fuel Filler Tube Check Valve in their research. They installed the valve on a tank located on a shaker table to isolate it from any other vehicle dynamic factors.

Even though having a pretty simple system can lead to many benefits, only a few researchers have produced a simple fuel rig with benchmark quality. Ref. [41] developed a test rig referencing the work of [39] and added a spill bypass and a cross-feed line to the test rig. It can replicate either healthy or several degraded scenarios. The data produced from it has been used to train various health monitoring algorithms (e.g., Naïve Bayes, reasoning system, clustering approach) associated with the aircraft fuel system [42,43].
3.2. Fuel System Simulation

As a fast, economical, safe, and efficient research approach, simulation modelling has been used in the aviation industry for various purposes, including aircraft design [44], optimization [45], manufacturing [46], air traffic management [47], pilot training [48], accident investigation [49], and MRO (Maintenance, Repair and Overhaul) [50]. For the fuel system, simulation can assist the system’s design, verification, and optimization processes.

In principle, it is possible to solve the equations governing the flow through fuel systems by either analytical or numerical methods. However, for analytical methods, the flow equations have to be quite simple, reflecting simple flow situations. As applications of interest are almost always on complex systems, research attention has been focussed on the numerical (computational) methods addressed here.

Numerical modelling uses numerical analysis, such as explicit and implicit methods, to solve the governing equations. Ref. [51] used the combination of 1-D and 3-D numerical modelling to solve the compressible multiphase Navier–Stokes equations with the GT-SUITE solver for the aircraft fuel system. Their proposal was based on the balance between the model’s fidelity and computational time. A 1-D model can produce a low-fidelity system-level solution in a short runtime, while 3-D modelling is suitable for high-fidelity modelling of a fuel tank with a complex shape. However, the latter is computational and costly and takes time. Similarly, Ref. [52] used the Modelica Fuel System Library in the 3DExperience platform to perform simulations, which also used 1-D and 3-D modelling. They aimed to use their model to investigate the thermal management problem in the aircraft fuel system and used a case study to validate the proposed methodology. If the equation set has to be solved in real time, the corresponding model is considered ‘Dynamic’ [23,53]. Ref. [54] developed a dynamic mathematical model in their research. The model was developed in one dimension, as they believed this was sufficient to simulate the system operation of pumping the fuel from the fuel tank to the engine, using the control software SimInTech. If the equations are time-invariant, i.e., the answer will not change over time, it is considered ‘Steady-state.’ For example, Ref. [55] developed the Fluid Network Model (FNM) in Simulink, which is dedicated to simulating the fuel flow’s steady-state condition, regardless of any transient surge effects. In addition, they used this approach to generate a generic component library and program the interface, in C, to link their model to other external platforms. As the full set of equations can sometimes not be solved without experimental input, it can be more convenient to use characteristic experimental data to replace the algebraic equations that represent component performance. Apart from the simulation work discussed above, some researchers prefer to use mature CFD (Computational Fluid Dynamics) software to get information about the flow field directly. Ref. [56] used a CFD model in the GT-POWER platform to simulate the pressures and temperatures within a vehicle’s fuel system with various kinds of fuel. Comparison with the experimental data indicated that the simulation result (fuel consumption and exhaust emission) deviated from those of the actual system. One probable reason is that they did not consider engine degradation in the simulation. Ref. [57] simulated a UAV fuel system with a 1-D CFD technique in Flowmaster. It produced a solution with a short runtime and was deemed suitable for the study of the system’s overall behaviour. Finally, Ref. [58] built a CFD model for a low-pressure pump test rig (including valves and pipelines). They stated that the simulation model not only reduced the time and cost for their research (as they did not need to purchase and work on the hardware) but that it could also deliver detail which was not easy to measure from the experiment (such as pressure and flow condition in small gaps/clearances in the pump). This was also mentioned by [59]. However, their model needed at least 24 h for one simulation on a quad-core laptop, and the simulation result only corresponded well with the experimental result for low pump speeds.

Simulation modelling can be applied to various stages in the product’s lifespan, starting from the conceptual design to the end of the service. This procedure has been adequately summarised as six discrete domains in the UK MoD (Ministry of Defense) System Engineering Lifecycle, also known as the CADMID (Figure 5). With an aircraft as an example,
the simulation model only needs to estimate several parameters in the initial (conceptual) design stage and hence would employ a 1-D model. When the detailed design begins, a 3-D or 4-D simulation must be considered. Within this process, simulation and experiments will be used in combination iteratively for further assessment and verification. If focus is placed on the design phase in the CADMID cycle (the phases before manufacturing), the impact of simulation modelling may be categorised into the following four aspects:

**Figure 5. CADMID cycle: a product lifecycle model.**

Preliminary design and optimization

Fuel system simulations are primarily used for preliminary design and system optimisation ([54,56,59,60]). They can represent the system at a conceptual level and provide a platform for the improvement on the system’s construction or algorithms. For example, Ref. [61] discussed applying Smartfuel on a dual-engine helicopter. Smartfuel aims to use intelligent fuel components to replace the conventional central fuel computer, simplify the system’s structure, and make maintenance more efficient. As a first step in their research, a simulation was developed in Simulink to model the internal process between the smart fuel components and the fluid dynamics of the entire system. In this way, the simulation model was used to verify the proposed system before deploying to ground and flight tests. Furthermore, Ref. [60] used a set of engine specifications and Compressed Natural Gas (CNG) fuel characteristics to develop a simulation model in software called Ricardo Wave, to find the optimal working point of an engine using CNG.

Estimate system performance and guide the experimental work

The simulation model can also predict the fuel system’s performance and guide the experimental work. Ref. [23] used a simulation model (named Amesim) to simulate a new fuel metering system which included a gear pump and a centrifugal pump. Based on the pump characteristics, an aviation turbofan engine could use the gear pump to start the engine and work at a low pump speed while the centrifugal pump works under a higher pump speed to pressurise the fuel. Their model focused on the pressure changes during the transient state when the fuel metering system unloads each pump to switch to another pump mode. Within their work, they simulated the section between these two pumps and studied how to remove flow pulsations and high-frequency pressure fluctuations. As their model was a simplified version, using an idealised way to simulate pumps and valves, it may need further assessment/verification for use in a realistic environment. Ref. [62] improved a diesel locomotive engine’s fuel system to enhance efficiency and reduce emissions. To reduce cost, they developed a numerical simulation model in the Diesel-RK program before the bench test to assess how the fuel system’s parameters impacted Internal Combustion Engine (ICE) performance. In this way, they found out the best configuration for the experimental work, e.g., the optimal number and size of holes in the nozzle atomiser.

Assist researchers on other techniques

Some researchers used simulation to assist other techniques [55]. For example, Ref. [63] developed an ANFIS-based (Adaptive Neuro-Fuzzy Inference System) intelligent diagnosis tool to optimise the fuel tank control signal from the fuel consumption and fuel flow. The ANFIS algorithm had a five-layer structure based on an expert system with logical rules. Their simulation model referred to the work of Breda and Beno, which was published in 2013, that could generate the engine fuel consumption signal and fuel flow in the tank, to feed the proposed diagnostic algorithm. However, their method only focused on a fuel tank
fault and the model in Simulink generated all training and testing data for the diagnostic algorithm in 20 s.

For safety analysis

Ref. [64] proposed a 2-D numerical multi-physics model to simulate the “snow showers” phenomenon. This occurs when a significant amount of ice is released suddenly in the fuel system due to an increased fuel flow rate (change in engine thrust). This can directly threaten the safety of the plane by blocking components with small holes (such as a filter). To balance the model’s complexity and scale, they assumed the filter as ‘ideal’ (can be blocked by any kind of particle), which may make the simulated result deviate from reality. Ref. [34] introduced a simulation model developed by BAE Systems for Airbus to predict electrostatic charge behaviour and identify the source of it. This model is named EC-Flow, which can simulate the build-up and decay process of electrostatic charge before it goes into the fuel tank (refuel). By comparing the experimental data from a simple component (a metal pipe), the simulation result achieved a similar trend to the experimental data.

Therefore, the main benefits of using simulation modelling in the fuel system diagnostic research are listed here:

• By using simulation, researchers can control [56] or observe [58,59] parameters that are not easy or impossible to manipulate and measure in the real fuel system.
• Simulation can be used as accelerated degradation testing for the fuel system, such as fuel degradation or deposits in components, by using such acceleration factors to bridge the accelerated and non-accelerated failure time [65].
• Simulation modelling can be extendable and reusable to adapt different fuel systems. Ref. [55] worked on a simulation model named Fluid Network Model (FNM), which was developed originally for the Airbus A380, but has been re-used in the HIL (Hardware In Loop) facilities of A400M, A350, A330/340 and A320.

Simulation modelling also has some limitations that need to be improved in the future:

• According to the reviewed literature, some simplifications and assumptions the researchers give at the beginning can make a simulation deviate from reality. For example, they could neglect some of the degradation factors in the actual machine [56] or be limited by the target and desired complexity of research [64].
• The consistency between the simulation and experiment is another problem that needs to be considered, especially when the experimental result is used to verify the simulation model. Except for the simplification factor just discussed, two other possible reasons arise. On the one hand, sometimes some specifications (and their combination) of the actual machine/system are unknown, or the measurement for them is not included in the main objectives, which can make the simulation lack some necessary inputs and cause deviation in the simulation output. For example, Ref. [66] simulated a fuel injector system in the pre-chamber of an Internal Combustion Engine and the pre-chamber was used in the stage of ignition to reduce fuel consumption and toxic emission. However, some parameters of the gas injector were missed in the manufacturer’s data sheet; finally, six geometrical parameters were determined by reverse engineering (by sectioning the injector physically), two functional variables were estimated based on research experience, and another two parameters were modified by a response optimization solver (with Gradient Descent Method) in each iteration. On the other hand, the performance of the simulation model could be limited by the configuration of the selected simulation tool. As most of the mainstream simulation software is becoming more generic, it can be considered the baseline and applied on more occasions. It is the opposite to the characteristics of some custom software and makes them (the universal simulation software) unable to simulate every component perfectly without using some programs that are developed individually. For instance, when the current lead author tried to simulate a solenoid valve in Simulink, a broad-used multi-domain simulation tool, the orifice of the Two-Way Directional Valve (provided by Simulink) has a linear relation to the spool’s position. However, according to the schematic of an actual solenoid control valve shown in
The final part concerns the contradiction between the model’s efficiency and accuracy (or coverage), which is another essential factor impacting how researchers simulate the fuel system. Firstly, a simple model for the fuel system, such as a model without spatial dependency or a 1-D model (with spatial dependency on one axis), could run faster (with higher efficiency), but it may be impossible to describe the parameters’ distribution in all directions of a complex shape (e.g., fuel tank). For instance, to make the model’s runtime shorter, the steady-state model (for the Airbus A380’s fuel system) in [55] was developed in Simulink (a high-level programming tool) and did not consider any transient effects from the fuel flow, while [54] simulated the fuel flow condition outside the fuel tank with 1-D modelling. On the other hand, some complex models or modelling the fuel system in higher dimensions can output more information with higher accuracy, such as the system’s transient behaviour or parameters in every direction within the fuel tank or pump, but need much longer runtime [51], which could limit their application in some scenarios such as real-time control [63] and real-time simulation [55]. To solve this problem, dimension-reduction modelling [51] could be a potential solution in fuel system research. It aims to improve efficiency by replacing unnecessary high-dimensional simulation with low-dimensional simulation in some areas (such as pipelines) and keeping the original (complicated) model for the problems associated with topics like complex geometry and multiphase dynamics. Therefore, it seems that the most appropriate choice should be based on a comprehensive evaluation of the final request/target. Other cases where researchers dealt with complexity in this way include simulating the fuel system in a 2-D domain [64], combining a dynamic mathematical model (for the whole system) with a 1-D model (for the critical component) [66], or using 1-D (system) simulation plus a 3-D (fuel tank) simulation [52].

Table 2 summarises the existing simulation work for the fuel system discussed in Section 3.2, with their position in the reference list, simulation target, the type of modelling, and the software used.
Table 2. The simulation work reviewed in Section 3.2.

<table>
<thead>
<tr>
<th>References</th>
<th>Object</th>
<th>Method of Modelling</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>[51]</td>
<td>Aircraft fuel tank</td>
<td>1-D and 3-D numerical</td>
<td>GT-SUITE solver</td>
</tr>
<tr>
<td>[52]</td>
<td>Aircraft fuel system thermal management</td>
<td>1-D and 3-D</td>
<td>3DExperience</td>
</tr>
<tr>
<td>[23]</td>
<td>Fuel metering system</td>
<td>Dynamic model</td>
<td></td>
</tr>
<tr>
<td>[53]</td>
<td>Aircraft fuel system</td>
<td>Dynamic model</td>
<td>Simulink</td>
</tr>
<tr>
<td>[54]</td>
<td>Helicopter fuel system</td>
<td>Dynamic, mathematical, 1-D</td>
<td>SimInTech</td>
</tr>
<tr>
<td>[56]</td>
<td>Motorcycle fuel system</td>
<td>CFD</td>
<td>GT-POWER</td>
</tr>
<tr>
<td>[57]</td>
<td>UAV fuel system</td>
<td>1-D CFD</td>
<td>Flowmaster (1D)</td>
</tr>
<tr>
<td>[58]</td>
<td>Diesel fuel system</td>
<td>CFD</td>
<td></td>
</tr>
<tr>
<td>[59]</td>
<td>Common rail fuel system</td>
<td>Dynamic model</td>
<td></td>
</tr>
<tr>
<td>[60]</td>
<td>Motorcycle fuel system</td>
<td>Thermodynamic</td>
<td>Ricardo Wave</td>
</tr>
<tr>
<td>[61]</td>
<td>Helicopter fuel system</td>
<td></td>
<td>Simulink</td>
</tr>
<tr>
<td>[62]</td>
<td>Diesel engine fuel system</td>
<td>Numerical</td>
<td>Diesel-RK</td>
</tr>
<tr>
<td>[63]</td>
<td>Small aircraft fuel system</td>
<td></td>
<td>Simulink</td>
</tr>
<tr>
<td>[64]</td>
<td>Aircraft fuel system</td>
<td>2-D numerical multi-physics</td>
<td></td>
</tr>
<tr>
<td>[34]</td>
<td>Aircraft fuel system</td>
<td>Named EC-Flow</td>
<td></td>
</tr>
<tr>
<td>[66]</td>
<td>Fuel injection system</td>
<td>0-D and 1-D</td>
<td>Simulink</td>
</tr>
<tr>
<td>[67]</td>
<td>UAV fuel system</td>
<td></td>
<td>SimulationX</td>
</tr>
</tbody>
</table>

3.3. Summary

As two common research methods, experiment and simulation have been widely used in the research of fuel system fault diagnosis. This section discussed some cases in detail and summarised the connections between these two approaches and their advantages and disadvantages. The next section will discuss how to use the collected knowledge and data, especially with Artificial Intelligence methods to diagnose the fuel system.

4. AI-Based Diagnostic Techniques

This section briefly reviews several AI-based approaches, specifically addressing reasoning-based and Machine Learning (ML) based methods, along with their application to fuel system fault diagnosis. Rather than comprehensively analysing every AI-related technique, the emphasis is placed on a selection of representative and mature methodologies that effectively reveal the distinctions between their self-explainability, which experiences a gradual shift from transparent (reasoning) to opaque (neural network) working process, and the potential impact on practical maintenance tasks.

4.1. Reasoning-Based Diagnostics

This section briefly summarises how reasoning can be used to diagnose faults in fuel systems based on knowledge. AI represents the capability of a computer (or machine) to perform tasks that normally require human intelligence or knowledge. As a typical AI domain, the reasoning mechanism can extract information from knowledge. According to the source of the knowledge, two types of reasoning are discussed: knowledge-based and model-based, along with their application to the research of fuel systems.

Table 3 summarises the references discussed in the following paragraphs according to their topic.
Table 3. The reasoning-based diagnostic work reviewed in Section 4.1.

<table>
<thead>
<tr>
<th>References</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43,68–76]</td>
<td>Knowledge-based reasoning</td>
</tr>
<tr>
<td>[77–86]</td>
<td>Model-based reasoning</td>
</tr>
</tbody>
</table>

Reasoning with a knowledge base

As an essential part, a knowledge base is typically used to store the expert’s knowledge of the fuel system for inference, which is the evidence of reasoning. It mainly contains a rule base, which can be extracted from the manual [68] or defined by the experts in terms of the fuel system’s working principle, fault diagnostic tree, the possibility of fault occurrence, and how to deal with the fault [69] in the health management study of the fuel system. Sometimes, the knowledge base can include a case or fact base. The former includes past information or solutions that aim to seek and reuse the answers of a similar case on a new problem. It will need assistance from outside if there are no suitable cases, but the new case can be added to the case base as an update. The latter aims to match the condition (IF part) of rules to the current symptom or is used as the handle for rule matching in many cases. However, there are still differences in the role of the fact base in different studies. For example, Ref. [69] used the fact base to accommodate all predictable facts of the aircraft fuel system that can be output from reasoning. Ref. [70] used the facts to describe the status of the fuel system’s components and other associated information (names and locations). For example, if a particular fact was determined as “true”, a failure may exist. Eventually, their algorithm contained around three hundred facts and one hundred rules. Ref. [43] described a failure attribute database, which contained attribute information on each failure mode. It has a similar function to the previous fact base.

Knowledge-based/rule-based reasoning has been widely used in past decades, as it can work well in maintaining a simpler system or asset and the decision-making process is transparent [71]. The expert system could be one of the most representative applications of knowledge-based reasoning. It was initially developed in the 1960s and includes components such as the knowledge base, inference engine, database, and explanatory interface. The expert system’s rule base consists of a set of rules in the form of ‘If x Then y’, where the IF part of each rule is the antecedent (or premise/condition) and the THEN part is referred to as the conclusion or consequence. Expert systems also have an inference engine to evaluate the rules against a goal using either forward or backward chaining. The line of reasoning behind the final solution is automatically known and hence provides a clear level of explainability behind the final solution. As early as the 1990s, expert systems were applied in fuel systems. Ref. [70] discussed the Vehicle Management System (VMS). The VMS was developed by McDonnell Aircraft using the programming language CLIPS developed by NASA in 1985. It includes two expert systems, and the fuel expert system is one of them, which was embedded in the control computer for failure detection. Furthermore, Ref. [72] developed an expert system to achieve intelligent fault diagnosis for a fuel injection system by observing the pressure waves within the fuel pipeline. However, the knowledge base was built up for a particular diesel engine, which means that they need to expand the knowledge base (which could be done manually) to broaden the usage domain. After that, Ref. [69] used CLIPS to develop an expert system for fault diagnosis in the aircraft fuel system. Their knowledge base was based on the fault tree from the failure mode analysis and can provide reconstructive suggestions (to deal with the fault). Recently, Ref. [43] proposed a Framework for Aerospace Vehicle Reasoning (FAVER) (Figure 7), which is a vehicle-level expert system incorporating reasoning, to isolate faults cascading between aircraft systems. The knowledge base, used by the expert system, contains a relationship matrix created at the vehicle level by experts to establish the interactions between aircraft systems. The reasoning algorithm carries out the rule-based reasoning via forward chaining.
According to the cases of using knowledge-based reasoning in the fuel system, conventional methods still need further improvement. Firstly, it is about the rules’ properties, which attribute to the potential constraints (e.g., rule coverage) and interactions between rules and may lead to lower processing efficiency. Successful knowledge-based systems tend to rely on routine maintenance of the ruleset to ensure an adequate level of diagnostic coverage is maintained. Diagnostic coverage can also be heavily influenced by the extent to which original domain knowledge was captured during the knowledge acquisition phase and subsequently encoded as rules in the system. However, Rule-based Reasoning (RBR) and Case-based Reasoning (CBR) can be used together to alleviate this limitation. As discussed above, the reasoning in CBR is mainly based on previous solutions and empirical knowledge. Ref. [68] used both RBR and CBR to build an expert system for fault detection in an aero engine. The rule base was built from the manufacturer’s manual with forward reasoning, and RBR was applied in the normal scenario. The case base was constituted from some samples with endoscopic images and CBR was used to improve the efficiency of RBR in some challenging problems or emergent circumstances beyond the manual’s coverage. Furthermore, CBR is believed to be able to deal with the ambiguous diagnosis caused by unclear rules by using successfully solved problems [73]. Another potential limitation of knowledge-based reasoning systems relates to the process of knowledge acquisition, which often needs the support of experts’ understanding of each failure mode and will directly impact the quality and quantity of the involved knowledge. Ref. [69] systematically discussed how they acquired the knowledge in their research, which included aircraft fuel system’s failure modes and diagnostic experience from engineers, a fault tree that summarised from tests and outfield practices, faults’ original probability and expert’s opinions, as well as the handling process of some faults. However, they admitted that acquiring this information is a challenging task which requires much time and effort. In another paper...
by the same authors [74], ANNs were used as a knowledge acquisition tool to assist their “expert system”. They first decomposed the fuel system into many components and trained an ANN on each of them. Secondly, they saved the weight and threshold in the knowledge base, which can be treated as an automatic way of knowledge extraction. They declared that their method could identify multiple faults (up to two), and that the ANN made the inference process faster. Furthermore, Ref. [75] similarly improved the Expert System for a diesel fuel system. Routine knowledge base maintenance should also be considered and needs to be performed routinely to ensure adequate coverage of the knowledge base throughout the assets working life. Ref. [76] addressed this by introducing an architecture (sketched in Figure 8) that combined an expert system with a neural network. The double arrowed line between the knowledge library and the Neural Network (NN) module is highlighted (in red), which indicates that the NN reasoner can utilise the information stored in the knowledge library and is additionally able to prompt the developer/user to update the knowledge library with any new instances. The NN reasoner will then be retrained based on the updated contents in the knowledge library. From the description above, it is easy to find that the expert system was only used to manage the knowledge library and provide explanations. However, firstly, the knowledge needs to be acquired manually. Secondly, as the NN overtook the reasoning process, it will not be as transparent as the conventional expert system, limiting the explanation mechanism’s performance. Ref. [43] were dedicated to expanding their FAVER architecture by including new faults and new systems with minimal change to the framework. Therefore, updating the knowledge base more efficiently is still an unresolved topic.

![Figure 8. Expert System based on BP Neural Network [76].](image)

**Model-based Reasoning**

In the reasoning-based diagnostic research of the fuel system, the knowledge can be expressed as a series of rules provided by an expert or represented in a physical model (or a mathematical model obtained from physical knowledge), which is referred to as model-based reasoning. The following discussion starts with a simple demonstration and then the qualitative and quantitative models used for fault diagnosis in the fuel system.

As discussed above, in rule-based reasoning (such as the expert system), the rules represent the expert’s opinions and experience on a particular system (fuel system) or asset to build up the relationship between parameters and results/solutions. If the rules belong to the heuristic rule, the inference engine may carry out relatively shallow heuristic reasoning, such as forward and backward chaining. This characteristic aims to achieve a shorter runtime. In model-based reasoning, the model could be structural, functional, or causal, which can reflect the essence of the system in a specific aspect and represent a more profound understanding of the system than the heuristic rules mentioned above. Figure 9 shows an example of how to model a vehicle engine qualitatively, which can be used to isolate a potential fault. Before starting the engine, several conditions need to be met. For example, the starting system must rotate first, and all spark plugs must work well. If it is assumed that the starting system does not work (marked by the red box), but the battery
works as usual (marked by the green box), the circuit may be open (black dashed line box). However, most of the time, this type of problem is not easy to observe, which means the above diagnostic (reasoning) process will rely on understanding the entire system.

Figure 9. A simple case of reasoning.

Regarding the models of assets/systems, a typical way is to divide them into qualitative and quantitative models. The qualitative model includes but is not limited to the process model, the functional model, and the causal model, which has been applied to the fault diagnostic research for the fuel system [77]. Other researchers, for example, Ref. [78], developed a Timed Failure Propagation Graph (TFPG) to achieve an effective fault diagnosis in the vehicle fuel system. TFPG has a directed graph structure which can identify the propagation paths of failures in the system. Based on the fault signature, the TFPG reasoner will search through all the paths to provide the prediction (failure mode candidate) and explanation. Due to the considerable number of sensors and fault signatures across the entire system, the diagnostic knowledge and reasoning process is pre-compiled to reduce computational costs, which is different from the process within rule-based reasoning. Ref. [79] discussed the design process of IVHM, which includes sensor (location) optimization and the making process of diagnostic rules. To achieve these two targets, they developed a qualitative functional model, using the MADe™ software, and applied it to the fuel rig for failure assessment and knowledge extraction. Their model uses functions and flows to describe the system, such as energy flow, signal flow and material flow. They also mentioned other model-based reasoning software tools, such as eXpress™ (DSI Int., 2012), and TEAMSTM (Qualtech Systems Inc., 2012), which could give more inspiration to other researchers. However, they admitted that the functional model constantly needs system designers’ and reliability engineers’ input and updates. This point may become another limitation of this approach (apart from the computational costs). To make model-based reasoning more efficient, Ref. [80] developed a software named LYDIA (Language for sYstems DiAgnosis), which includes a modelling language (for model compiling) and a reasoning tool for faster reasoning. They applied it to a light aircraft fuel system, and the proposed software alleviated the complexity of the diagnosis computation within this process. Ref. [81] provided a detailed discussion on how to use LYDIA to model the system qualitatively and how the complexity of the model affects the inference time. They applied the LYDIA software to the fuel system of Airbus 330, a system with fifty-one observable variables and forty-six components in their experiment, with the failure mode of fuel leakage. In their opinion, model-based diagnosis (MBD) is better than some symptom-based methods in diagnostic tasks as the (developed) model only needs to be amended on the places that have been changed in the actual system without rebuilding the reflection from symptom to the root cause. However, they admitted that the model’s
fidelity and diagnostic inference speed of the algorithm is an inherent conflict which needs to be decided by the user.

Compared with the qualitative model (discussed above), the reasoning method used by quantitative models is more straightforward, which will directly compare the observations with the expected scenario that is output from the quantitative model (such as the mathematical model). Other techniques like parameter estimation [82] can be applied further to assist the inference in obtaining the diagnostic result. For example, Ref. [83] researched reliable control systems for the fuel management system, which consisted of a control module, a diagnostic module, and a controller reconfiguration module. For fault diagnosis in the fuel system, they developed a mathematical model derived from physical principles, and the diagnosis was based on the residual between the mathematical model output and measured parameters. Their method was validated on a throttle sensor fault and injector fault. Similarly, Ref. [84] combined the (quantitative) model-based diagnosis with the control system again to propose a fault-adaptive control system (FACT). Their method employs a simple model (e.g., Bond graphs) of the system and signals for detecting the deviation of the measured behaviour from the expected behaviour. They applied the proposed method to an aircraft fuel system, which successfully detected the degradation at the fuel pump (with the magnitude of the parameter change) and finally reconfigured the system according to the diagnostic result. Ref. [85] compared the performance of a model-based and data-driven approach to diagnosing LRUs (pumps and valves) in the aircraft fuel system. Finally, he indicated that the model-based method could capture more physical characteristics, which ensures the faults can be traced back to physically meaningful parameters. However, modelling and reasoning in higher-order dynamics could be challenging work. Ref. [86] included a case-based reasoning system in the model-based diagnosis to propose an Experience-Aided Diagnosis (EAD), where the residual between the model’s output and the testing result was used as the symptom to index in the records. They concluded that MBD allows a deep insight into the process behaviour of the system. However, the inherent computational complexity, lower fidelity of the model and imperfection of human knowledge will limit MBD’s diagnostic performance. As model-based and rule-based reasoning comes from expert knowledge, they can only deal with foreseeable failures and are often ineffective in unforeseen circumstances.

4.2. Machine Learning-Based Diagnostic Algorithms

Machine Learning (ML) methods, also known as data-driven approaches, are very efficient at deriving valuable relationships and mappings between system parameters from data for classification and forecasting and hence offer an effective solution for diagnostic applications. This subsection explores, at a high level, the applications of several supervised ML methods in the fuel system, with gradually increasing degrees of model complexity and hence the inherent difficulty in providing explanation of their operation.

4.2.1. Decision Tree

As a tree-like directed acyclic graphical model, Decision Tree (DT) extracts rules or relationships between parameters from data rather than expert knowledge, which is the most significant difference from the reasoning-based approaches discussed in Section 4.1. For fault diagnosis in the fuel system, they are typically used for classification applications. The structure of a DT consists of various nodes, branches, and leaf nodes. The nodes represent the test on the attributes (or measured parameters); branches indicate the outcome of the test and leaf nodes hold the class labels (or diagnostic results). The overall logic is self-explanatory. From an early C4.5 algorithm developed by [87] to the latest Random Forest algorithm, the predictive performance is becoming more robust, but at the cost of loss in the model’s ability to provide a clear explanation of reasoning.

As a classic machine learning method, the decision tree has been applied to the diagnosis of fuel systems for more than 20 years. Ref. [88] used an ID3 Decision Tree to build up an on-board diagnostic system for the common rail fuel delivery system in the car,
which benefits from an easier compiling process, lower memory occupancy and shorter runtime of using the decision tree. A qualitative model was used off-board to generate the deviation of the system's behavior (symptom) and a decision tree mapped the symptom to the recovery actions. In recent years, as more machine learning methods have been deployed in fuel systems, decision trees are usually not used alone but are used in most cases for comparison with other data-driven methods. For example, Ref. [89] used three ML approaches, SVM, kNN and DT, in a diagnostic task based on the data collected from the experiment on the fuel system. Although the decision tree still has a good running speed, it showed the worst performance among the three candidates. According to their results, DT is not sufficiently sensitive to certain early failures (such as leakage) and the faults have similar symptoms (such as blocked valves and nozzles). In addition, compared to other methods, the performance of DT is more dependent on the sample size, which means that DT is more likely to get poor diagnostic results when the sample size is small. Based on these three candidates (SVM, kNN and DT), Ref. [90] added a Random Forest (RF) for comparison. They used these four methods for potential fault detection in four vehicle systems, including the fuel system. In their study, DT still achieved poor prediction results, but the performance of a random forest has been able to approach the other two methods (SVM and kNN). As an integrated learning method, the structure of a random forest contains multiple decision trees, and the final output is obtained from the output of all trees in a certain way. Since this pattern reduces the model's explainability, their results indirectly illustrate a conflict between machine learning algorithm performance and explainability. Recently, Ref. [91] used RF and Support Vector Regression to estimate the RUL of components in the aero-engine fuel metering device. They verified their approach on a simulation, and RF was used in another way to select the most significant features by calculating the importance score of each feature for the specific failure mode.

### 4.2.2. Logistic Regression

Classification and regression (function approximation) are two main tasks of ML tools. Classification methods aim to predict discrete or categorical values, whereas regression applications tend to predict continuous values. For example, Linear Regression provides the simplest form to model the regression function as a linear combination of predictors to represent the relationship between a response variable and one or more attributes. As a classification approach, Logistic Regression (LR) applies a sigmoid function to map the output of Linear Regression to the field between 0 and 1, which can be treated as the probability estimate of the response variable is equal to 1. By using a given threshold (between 0 and 1), the model's output will drop into two discrete classes, which can be used in classification problems.

Although LR (and related techniques) has been used as a data analysis method for maintenance and fault diagnosis in the aviation industry [92], for example, the diagnosis of UAV [93] and Aeroengine RUL prediction ([94,95]), it has rarely been applied to fuel system diagnostics as the current review only identified one relevant article [96]. Therefore, considering the applications of LR in other domains and the interpretability given by its simple architecture, it would be interesting to apply Logistic Regression to fuel systems.

### 4.2.3. Support Vector Machine

As a powerful tool for classification, Support Vector Machines (SVM) have received widespread research attention in past years, as they offer solutions to many of the problems encountered by other learning algorithms. SVMs attempt to solve classification problems by placing a hyperplane decision boundary between points of different classes, which could be non-linear, and makes the SVMs able to solve problems that are not linearly separable. This capability benefits from the “kernel” within the SVMs, which performs a non-linear mapping into a higher dimensional space in which the classes become (in most cases) linearly separable.
SVMs have been successfully applied in the fuel system for fault diagnosis several times. Apart from the two samples mentioned in Section 4.2.1 [89,90], Ref. [97] applied an SVM with optimised parameters in a diesel engine’s fuel system for the fault diagnosis. They found that compared with neural networks, SVMs can achieve better training results with a limited number of samples, and are less likely to fall into local optimum and overfitting problems. By collaborating with General Motors (GM), Ref. [96] used SVMs to detect potential failures in the early stage within a high-pressure fuel system in a car, which delivered high-pressure fuel to the cylinders for combustion. They pointed out that SVMs need a much longer runtime than other ML methods and the performance of diagnostics is greatly affected by hyperparameters. Therefore, they used a grid search method to find the best set of hyperparameters for the SVM. Observing the learning curve, they believe that SVMs are the best solution. Similarly, Ref. [98] built a fault diagnosis simulation system for a marine diesel fuel system using SVMs with optimised parameters. Their method recognised between one normal work condition and four faulty cases and achieved a 96% accuracy on the testing data. Furthermore, Ref. [99] used SVMs with the optimised parameter in a fuel injection system with limited samples, which benefits from the SVM’s good performance on small-sample pattern classification, nonlinear mapping, and high-dimensional problems. However, they stated that SVM did not achieve satisfactory test results despite the high training accuracy. The author speculates that this result may be due to the difference between the coverage of the training set and the testing set, as this problem can easily occur in the scenario with small samples. Finally, ref. [100] developed an adaptive fault diagnosis technique for an aircraft fuel system using multi-class SVMs. SVMs were used to estimate a control signal based on the fault diagnostic result and they stated that the overall performance is better than ANN and ANFIS-based controllers.

4.2.4. Neural Network

Neural networks are a subsection of Machine Learning and the core of Deep Learning algorithms. There are many types of neural network architectures. They are typically used as non-linear regression models but can also be used to classify data. A neural network is made up of separate layers of nodes and interconnections. The simplest network structure is the Artificial Neural Network (ANN), with a single hidden layer and can be regarded as a shallow neural network. More complicated networks (deep learning approaches) have been proposed in the past 20 years, such as LSTM, CNN and DBN. Typically, each node within these networks applies a mathematical function on its inputs to generate an output value. Such functions can be represented by any form of differentiable function. Therefore, this type of network classification (or diagnosis) logic will be overly complex. In terms of interpretability, neural networks are the least transparent method in the scope of this paper.

Many published studies used Neural Networks (NN) as the tool to diagnose faults in the fuel system (e.g., [101]). As early as 1995, Ref. [102] applied NNs to the cryogenic fuel system of the National Aerospace Plane to diagnose faults at vents, valves, and sensors. Based on data from a Fuel Distribution System simulator, they tested the algorithm’s robustness by introducing specific tolerances to the flight parameters and randomly selecting them in the experiments. Finally, the selected NN model performed well within 5% output tolerance. Recently, by applying NNs to aircraft fuel systems, engines, and electric systems, Ref. [43] demonstrated that NNs could detect system-level faults and interactions between faults in different systems. In addition, they stated that a more complicated deep learning approach might isolate faults across systems. Due to the powerful diagnostic capabilities of deep learning methods, researchers tend to use them for the diagnosis of complex systems or datasets. For example, Ref. [103] used an Enhanced Quantum Neural Network (EQNN) plus two other classic NNs to estimate the erosion of the boost pump in the aircraft fuel system. Refs. [104,105] applied CNN to their work. The former identified six faults in an agricultural machine based on acoustic signatures, and the latter used a twelve-layer network to diagnose aircraft fuel pumps. Based on their results, the following characteristics of (deep) neural networks can be summarised:
The increasing network depth will increase the computational burden. Therefore, it would be valuable to develop more approaches for simplifying the network structure and the number of input features required.

Since the NN’s understanding of faults and corresponding features completely comes from data, the diagnostic results of the NN are more likely to be affected by the number of samples, and complex networks usually require more data (to achieve satisfactory results).

In some studies, NNs can achieve near-perfect diagnostic accuracy in training but perform poorly in testing, reflecting a potential overfitting problem.

The latest trend in intelligent fuel system fault diagnosis includes two aspects, which are related to the performance and explainability of the algorithms used. According to the comparison between the references within Sections 4.1 and 4.2, ML (data-driven) is becoming popular, and more researchers are working in this field to improve the performance and extend the capability of the ML algorithms in different ways. However, some of these algorithms inevitably increase the complexity of learners and learning strategies. Typical approaches include ensemble learning (e.g., Random Forest), deep learning, and data mining (such as unsupervised learning), but at the expense of self-explainability. The latter focuses on exploring the decision-making logic of ML from the perspective of data (XAI) and physics. Section 4.3 briefly discusses existing eXplainable AI (XAI) techniques and their impact on high-value asset (e.g., airframe systems) diagnostic work.

4.3. How Can the Diagnostic Result from AI Be Trusted? (XAI)

As discussed above, the lack of interpretability will become a crucial challenge that may be encountered when applying ML and deep learning-based diagnosis in reality. Although data-driven approaches are replacing conventional, costly approaches based on knowledge and expert opinion, most data-driven approaches can be seen as purely mathematical processes and lack physics-related insights, unable to establish causal relationships between features. Therefore, it is difficult for engineers (or even developers) to comprehend and explain their output from a physical point of view.

From a user perspective, lack of transparency in the AI’s decision-making process can lead to scepticism and reluctance among maintenance personnel to act upon the diagnostic results without understanding the underlying logic. It also limits their ability to troubleshoot the model if misdiagnoses occur or to fine-tune the model based on expert domain knowledge. This is unacceptable in an aviation industry with high operating and maintenance costs, and strict safety standards.

For example, in a study of tyre failures on the F-16 fighter [106], four ML methods were trained in the laboratory. The algorithm with the highest accuracy is Random Forest with 81%. Due to strong disturbances in the actual system, the quality of the collected data will be lower than the laboratory data, and it can be expected that the accuracy of the algorithm in the real assets will be further reduced [14]. By proposing a method called FDE (Failure Diagnosis Explainability), in which actual symptoms are compared to the expected symptoms for each failure mode, the researchers [106] alleviated this problem by providing a link between the algorithm’s output and a physical explanation.

As an emerging research field, eXplainable AI (XAI) is a potential way to address the concern above. Researchers usually study from three aspects: model complexity, the scope of explanation and model relevance. Specifically, the self-explainable nature of some simple machine learning models is called the ante-hoc method and complex machine learning models require additional post-hoc methods for interpretation. The local method can only explain one sample/prediction at a time, while the global method can explain the overall logic of the model. A method developed for particular research can be called a model-specific method. Conversely, a universal method that does not depend on any model is defined as a model-agnostic method.

According to the survey on published studies, current XAI research in aviation for health management is mainly centred on aeroengines. For example, Ref. [107] used a Deep
Neural Network (DNN) to estimate the RUL of an aeroengine and interpreted the results of DNN via LIME (a model-agnostic and local XAI method). They found that a higher dataset complexity not only reduced the accuracy of the diagnostic model, but also tended to cause LIME to generate unreasonable explanations. Ref. [108] used a Convolutional Neural Network (CNN) to diagnose twelve kinds of gas path faults and tried to obtain explanations from LIME in line with prior knowledge. According to their results, many parameters that were not related to faults were regarded as critical features by LIME, but they believe that this is caused by the low accuracy of the diagnostic model. Similarly, Ref. [109] pointed out that ML-based methods are currently rarely used in real gas path diagnosis due to the lack of physics-related interpretation. Therefore, they proposed a hierarchical diagnosis system, which is a model-based approach, where complex diagnosis problems are decomposed into multiple sub-problems according to their similarity, and the sub-problems are solved by the local classifiers. However, their proposed method contained multiple classifiers, where the number of classifiers was proportional to the number of failure modes, including multiple fault modes. This could potentially lead to a high computational cost. Furthermore, some researchers used encoder methods to map data onto latent spaces, making the data more regular or separable in the latent space. Regression methods [110], or clustering methods [111] would then be applied to predict the outcome for new samples. However, a widespread problem with this approach is the physics interpretation of projected samples in the latent space.

Through the above discussion, XAI can indeed be regarded as an effective tool, but it is still not the final solution to win users' trust in AI, because most of the existing XAI methods (such as LIME and SHAP) can only output their ranks on the features that are considered sensitive to the algorithm output. Since no domain knowledge is involved in the whole process, this interpretation method is more suitable for data scientists rather than domain users (such as engineers). Any final explanation scheme is still to be determined, as in addition to the error caused by XAI when approximating the ML algorithm, it is also a challenging job to involve the physical knowledge that can describe complex systems. Therefore, the current research on XAI may meet the explainability requirements in the laboratory, but further development is needed to meet the requirements of the industry.

Due to the lack of applied XAI methods in the fuel system diagnosis, the project inspired by this paper will explore this topic and propose an appropriate fault diagnosis and explainable strategies for aircraft fuel systems.

5. Conclusions

This paper has delivered a comprehensive literature review on aircraft fuel systems and their associated faults from three aspects: experiment, simulation modelling and AI-based diagnosis (including XAI). As the fuel system involves a complex architecture from the fuselage/wing to the engine, it contains various components like pumps, pipelines, heat exchangers, valves, tanks, and nozzles. Using traditional routine maintenance is no longer enough to ensure safety and control costs, so there is an urgent need to apply more advanced maintenance strategies to the aircraft fuel system. In the meantime, benefits from the rapid development in data acquisition, transmission, storage and processing technology, condition-based and predictive maintenance are becoming more achievable. This will enable detecting abnormal conditions in a more efficient way from the health monitoring data, such as pressure, flow rate, and temperature. Compared with the traditional reasoning-based FDD approaches, data-driven approaches are better at handling the high-dimensional data that comes from complex systems, but this comes at the expense of loss in transparency and explainability.

In the aviation industry, the loss of explainability is a serious drawback and may become an obstacle to AI’s deployment. Fortunately, XAI techniques have been proposed to relieve this situation, and some approaches like LIME and SHAP have developed significantly in the past few years. However, XAI can still suffer from the problem of
unfriendly output to the end user, such as engineers and domain experts, who are familiar with the physical principle of the system rather than a purely mathematical process.

With the development of AI-based fault diagnosis in fuel systems, several promising directions for future research are emerging. The first direction involves investigating data-driven fault diagnosis in more complex scenarios, such as the scenarios of multi-component degradation or multiple faults, as well as considering interactions between the fuel system and other systems. This is crucial since much of the existing research has focused on diagnosing single faults within a single system.

The second potential research direction entails exploring the transfer learning of algorithms developed in the laboratory for application to real-world assets. This is particularly relevant for the industry who are keen on deploying existing algorithms to actual fuel systems, thus ensuring practical applicability and value.

Finally, there is an urgent need to bridge the gap between data science results and physical understanding. While XAI methods can provide data-level explanations, they often lack the depth of understanding inherent in transparent algorithms such as expert systems. Resolving this discrepancy is essential for end users and engineers, who need a deeper understanding of the underlying processes that are taking place.

By pursuing these three research directions, the field stands to make significant strides in enhancing the robustness, applicability, and interpretability of AI-based fault diagnosis methods in fuel systems, ultimately benefiting both academia and industry.
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