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Abstract: The research community has paid great attention to the prediction of air traffic flows.
Nonetheless, research examining the prediction of air traffic patterns for unmanned aircraft traffic
management (UTM) is relatively sparse at present. Thus, this paper proposes a one-dimensional
convolutional neural network and encoder-decoder LSTM framework to integrate air traffic flow
prediction with the intrinsic complexity metric. This adapted complexity metric takes into account
the important differences between ATM and UTM operations, such as dynamic flow structures and
airspace density. Additionally, the proposed methodology has been evaluated and verified in a
simulation scenario environment, in which a drone delivery system that is considered essential in
the delivery of COVID-19 sample tests, package delivery services from multiple post offices, an
inspection of the railway infrastructure and fire-surveillance tasks. Moreover, the prediction model
also considers the impacts of other significant factors, including emergency UTM operations, static
no-fly zones (NFZs), and variations in weather conditions. The results show that the proposed model
achieves the smallest RMSE value in all scenarios compared to other approaches. Specifically, the
prediction error of the proposed model is 8.34% lower than the shallow neural network (on average)
and 19.87% lower than the regression model on average.

Keywords: complexity metrics; long short-term memory (LSTM) networks; unmanned aerial vehicles
(UAVs); unmanned traffic management (UTM)

1. Introduction

The low development costs of unmanned aerial vehicles (or UAVs), coupled with their
versatility in application, impressive aerial mobility, and rapid speed of technical devel-
opment, have generated interesting commercial opportunities for both civil and non-civil
deployment. By 2030, the total market value for the UAV sector is expected to reach around
USD 2.83 bn, and global airspace will soon play host to around 14.2 million drones [1].
Conversely, air traffic administration, resource assignment, and even city planning are
being rendered more complex by ever-denser levels of UAV traffic. Consequently, a number
of questions require urgent resolution. Will it be necessary, for instance, to accommodate
high-priority UAV missions, planned for specific time slots, by delaying the launches of
other drones? Moreover, is it possible to determine suitable flightpaths in advance for
specific missions at preordained times, while also accommodating concerns for safety and
fuel efficiency? Both regulation and general preparation would be greatly enhanced if
these questions could be satisfactorily answered, and if traffic characteristics could be
accurately anticipated. The safe operation of UAVs, and the resolution of the challenges
cited above, require the use of effective congestion management algorithms. Thus, to ad-
dress this, the International Civil Aviation Organization (ICAO) developed an international
standardization for regulating UAV operations in 2011 and released a document under
UAS (CIR328) that provides guidance on how to harmonize global UAV operations safely
and effectively [2]. The key purpose of airspace management is to safeguard all air traffic
and prevent common interventions by airspace users. In order to ensure the safe operation
of aircraft, the ICAO is tasked with planning and developing the global air transportation
network. The ICAO classifies airspace based on factors such as separation, traffic data,
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clearance, and flight regulations. The majority of countries adhere to the ICAO airspace
classification (from Class A to Class G); although some may choose to only employ a subset
of these classes, while others may change the rules and guidelines to protect the safety and
security of their own national airspace [3].

There are two types of airspace, namely, controlled airspace and uncontrolled airspace.
The term “controlled airspace” refers to a broad category of airspace that includes var-
ious classifications with set altitude limits where air traffic control (ATC) services are
provided [4]. Classes A, B, C, D, and E are covered by controlled airspace, whereas Classes
F and G are covered by uncontrolled airspace. Each airspace class has a specific set of
guidelines outlining how aircraft should fly and how ATC should communicate with them.
Thus, the ICAO categorizes each airspace class based on the types of flight that it accom-
modates (IFR, VFR), separations (all aircraft, IFR flown aircraft from VFR flown aircraft, no
separation), air traffic services provided (ATC, traffic information about VFR flights, flight
information service), speed and altitude restrictions, ATC clearances, and essential radio
communication (constant two-way, no communication) [5]. In Table 1, the seven different
ICAO ATS airspace classes are presented, where it can be seen that all traffic in airspace
classes A-D is referred to as ATC (IFR and VFR traffic), and this is because ATC clearance is
required to enter into such airspace classes.

Table 1. Airspace classes in accordance with ICAO guidelines [6].

Airspace
Class

Type of
Flight

Separation
Provided by ATC

Comm. to
ATC

Subject to
ATC Clear

C
on

tr
ol

le
d

ai
rs

pa
ce

A IFR only All aircraft Cont. 2-way Yes

B
IFR All aircraft Cont. 2-way Yes

VFR All aircraft Cont. 2-way Yes

C
IFR IFR from IFR

IFR from VFR Cont. 2-way Yes

VFR VFR from IFR Cont. 2-way Yes

D
IFR IFR from IFR Cont. 2-way Yes

VFR No Cont. 2-way Yes

E
IFR IFR from IFR Cont. 2-way Yes

VFR No Not required No

U
nc

on
tr

ol
le

d
ai

rs
pa

ce

F
IFR

IFR from IFR as far
as practical Cont. 2-way No

VFR No Not required No

G
IFR No Cont. 2-way No

VFR No Not required No

The UK’s Civil Aviation Authority (CAA) (who were the main focus of this study) has
classified the UK’s airspace into five categories (A, C, D, E, and G) and established specific
flight regulations that must be followed in order to deliver the minimum level of air traffic
services for each category. G is considered to be uncontrolled airspace, while classes A, C,
D, and E have been assigned as controlled airspaces. Although Class G aircraft are subject
to a limited set of regulations, they are free to fly whenever and wherever they like. As
pilots are fully responsible for their own safety, as well as the safety of other users, pilots are
under no legal obligation to alert ATC [7]. At present, beyond-visual-line-of-sight (BVLOS)
operations are only allowed to take place in the United Kingdom after being approved by
the Civil Aviation Authority [8]. Nevertheless, efforts have been made to support BVLOS
operation in the UK, which will serve as a significant advancement for UTM systems. The
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CAA has issued documents that outline the strategy for drone deliveries and inspections,
as it recognizes that BVLOS is critical in the evolution and development of UAVs [9].

An improvement in air traffic controller performance, meanwhile, could be driven
by a quicker and more accurate system for air traffic flow prediction (ATFP). Such a
system would, above all, facilitate more efficient decision making on the part of controllers.
ATFP thus evinces formidable potential in terms of limiting exhaust emissions, lowering
congestion, and generally enhancing the systemic efficacy of air traffic operations [10].

In previous studies, the concepts of unmanned traffic management (UTM) [11] and
urban air mobility (UAM) [12] have been proposed to carry out safe and efficient aerial
vehicle operations. The same studies highlight the fact that extant air traffic systems have
seen a paradigm shift in consequence of new UAM and UTM systems. Not least, the latter
have presented important challenges for aircraft efficiency and safety. These challenges
stem from a range of factors, notably: increasingly dense vehicular operations; difficult
lower-airspace meteorological conditions; the characteristics of vehicles themselves; and
the nature of urban terrain. Given these difficulties, the question naturally arises: how
can such high-density operations be managed with efficiency and safety? The current air
traffic management (ATM) system must undergo still further paradigm shifts to address the
following goals: first, reducing airlines’ operational costs and the overall expenses of ATM-
service provision, thereby improving competitiveness; second, increasing system capacity,
thus accommodating relentless increases in air traffic demand; and third, enhancing safety
while reducing aviation environmental impact [13].

Air traffic flow management (ATFM) is one component of ATM service structure [14],
and as such, it must support safe and efficient air traffic operations via the key airspace
objective of demand and capacity balancing (DCB) [15]. When based on Artificial Intelli-
gence (AI) algorithms, airspace-management models and ATFM have evinced formidable
efficacy in mitigating both delays and congestion [16–18]. For high-density activities in
low-altitude airspace, however, existing ATFM falls short of requirements, in terms of
both timeframes and intensity. Therefore, in order to accommodate the specific features of
densely utilized, low-altitude urban airspace, and to respond dynamically to uncrewed
aerial system (UAS) states and airspace conditions in real time, an intelligent UTM system
(incorporating appropriate DCB technologies and processes) must be developed.

The key obstacles to wider UAS deployment, on a larger scale, remain a lack of
suitable support functions, inadequate operational parameters, and a paucity of appropriate
procedures. There are several significant differences between (potential) UAS activity
and manned aviation, particularly for the forms of airspace considered here. First, as a
comparatively novel technology, UAS continues to evince a range of unknown performance
characteristics. Second, UAS does not permit vehicle detection or collision avoidance
by human pilots. Third, the nature of small, unmanned aircraft systems (sUAS) usually
precludes the carriage of heavy or power-intensive components. Fourth, there are important
differences between traditional aviation and sUAS in terms of separation imperatives and
standards. In this context, the primary hazards are to property and people on the ground,
and indeed, to manned aerial vehicles in the flight vicinity [19].

A system that can ascertain UAV flight risk under different meteorological conditions
is needed if UAV operational safety within urban areas is to be materially improved. When
a suitable congestion prediction model is realized, the resulting information will allow
flight trajectories to be planned safely in advance. Problems surrounding UAS traffic
flow management (UTFM) are ultimately extensions of the more traditional challenges
pertaining to standard ATFM. The main concern of the latter is the anticipation of traffic
volumes and the prediction of airport resources and airspace usage in relation to current
capacity. This, in turn, permits the proactive management of congestion. Either prior to
take-off (on the ground) or during flight (via speed changes or airborne holds), delays
may then be assigned to aircraft as required, so that resource capacity is not exceeded. As
compared with those used for traditional commercial flight, however, new algorithms are
needed to accommodate the special characteristics of UTM. Here, elements of difficulty
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include greater operational density, higher operational numbers, performance discrepancies
between vehicles and operators, and lower operational attitudes [20]. Extant air traffic
control (ATC) systems will struggle to accommodate such challenges, and major systemic
modifications are thus needed. In particular, if drone flights are not managed by a system
incorporating a high degree of automation, both the privacy and the safety of local citizens
will be compromised [21].

As the central factor within ATFM, ATFP has been widely researched. In the context of
safety, nonetheless, air traffic systemic studies have failed to keep pace with current research
on algorithmic modelling. Generally, air traffic research has prioritized system stability,
thus focusing on the simplification of computational models. While this approach addresses
static data, it fails to consider real-time variables [22], and research on the prediction of air
traffic flow for UTM systems is limited. Most researchers have focused on predicting future
traffic densities based on historical data [23]. Moreover, they assume a static environment,
with fixed start and destination points for vehicles, as well as fixed airspace constraints
regarding no-fly zones (NFZ). A static environment is not a sufficient paradigm to test
UTM systems, due to the dynamicity of the UAV operational environment.

In the development of an ATFP model, there are two factors that influence air traf-
fic flow in a given section of airspace. These are spatial and temporal correlation [24].
Spatial correlation is the evolution of the motion of an aircraft in neighboring regions
(i.e., aircraft in nearby regions may fly into the airspace in question, depending on their
future heading). Conversely, temporal correlation addresses the situation of former instants
in the current area (i.e., aircraft may be present in the “current airspace”, or they may
move to adjacent airspaces). Recently, the control and management of transportation has
become more data-driven, largely as a result of proliferating traffic-sensor technologies.
This is compounded by rapidly increasing volumes of traffic data, and recent advances in
big-data transportation [25]. Many extant systems and models for traffic flow prediction,
however, use shallow traffic models that perform poorly [26]. Conversely, due to recent
advances in machine-learning (ML) techniques, air traffic-congestion prediction has been
directed towards the utilization of such technology. Deep learning (DL), a subcategory
of ML, has attracted huge interest in both academic and industrial arenas [27] due to the
successful implementation of various applications, such as natural-language processing,
motion modelling, dimensionality reduction, classification tasks, and object detection [28].
Moreover, multi-layer/deep-architecture DL evinces superior performance in the extrac-
tion of inherent features in the training dataset; it discovers multiple structures within the
data. Despite the complexity of the air traffic flow-prediction process, DL algorithms can
accurately demonstrate traffic features, even with no prior knowledge of the system and
this, in turn, improves the performance of the ATFP.

This research study uses state-of-the-art machine learning techniques to integrate
UTFM with the intrinsic complexity metric proposed in [29–32] in order to predict air traffic
congestion. The proposed model is adapted based on the UAV’s operational environment’s
dynamicity (UAV’s states) while considering constraints such as shared airspace and
weather-related interferences. The proposed framework is evaluated in a simulation
environment of a fleet of UAVs delivering packages between a set of locations. The main
contributions of this paper are:

1. The paper adapted an intrinsic complexity metric based on the linear dynamical
system model to assess congestion in UTM operations. In this context, the study devel-
oped an optimal air traffic assignment model that computes and measures air traffic
flow complexity in the neighborhood of a UAV at a given time. The proposed strategy
explicitly considers operational differences between ATM and UTM systems, such as
dynamic flow structures, airspace density, separation requirements, and standards.

2. To validate the proposed model, three different practical drone-delivery scenarios
were conducted in the simulation-scenario environment. The missions spanned a
wide range of applications with variable numbers of UAVs. Furthermore, the effects
of airspace-structural configurations, such as static NFZs, airfields with variable
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availability for drone flights, recreational areas, emergency UTM operations, and
environmental constraints such as weather conditions were studied.

3. The study found that the existing literature in this field covers either trajectory pre-
diction or conflict detection and resolution, with limited research on the prediction of
air traffic flow for UTM systems. To address this gap and improve the safety and effi-
ciency of UAVs operated in urban areas, the present study proposed a learning-based
model to predict air traffic congestion over a period of three minutes. The proposed
model was adapted to make it suitable in terms of the look-ahead time horizon of
the UTM applications (such as drone delivery services, emergency operations, and
inspection-related UAV tasks). With the information supplied by such a congestion
prediction system, it will also be possible to plan a safe flight trajectory in advance.

4. A critical aspect of UTM operations centers on complexity assessment, and the compu-
tational effort that the latter entails. This is particularly true for on-board applications.
A key goal of the present research, therefore, is to render the traffic prediction model
significantly ‘smaller’ without surrendering any notable degree of predictive accuracy.
In terms of methodology, the study took deep learning-based predictive models from
other fields and reconfigured them. These models included ATFP for aircraft and road
traffic prediction. Finally, a DL model comprising both LSTM and 1-D convolutional
neural networks (1D-CNNs) is recommended. Indeed, the capacity of the proposed
model to extract spatiotemporal components from UAV flight data, and to do so within
an acceptable computing timeframe, is confirmed by the experimental findings. The
structure of this study is depicted in Figure 1.
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Figure 1. Structure of this study.

2. Related Work

ATFP is a vital element within contemporary air traffic research and seeks to predict
traffic characteristics at (1) a given point in the future, and (2) for specific airspace. It
does this in relation to previous operational data and the traffic context in real time [24].
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In studies of ground transportation systems, traffic flow prediction has greatly evolved
in conjunction with advancements in information technology. In studies focusing on
air traffic, however, the newest models have not been applied due to concerns around
safety [22]. A vast range of modelling techniques have been innovated and dedicated to
the development of ATFP models and can be essentially classified into four cohorts: flight
plan-based algorithms, methods based on statistics, and traditional methods of ML and DL
algorithms, respectively.

As a two-fold ATFP method, flight plan-based algorithms involve the deployment
of a four-dimensional trajectory forecast to assess a flight in relation to its flight plan via
individual waypoints. These algorithms are then used for air traffic flow prediction within
the airspaces involved [33]. A shortcoming of this model, however, is that it does not
incorporate information relating to the traffic context in real time. Moreover, its efficacy
depends on the four-dimensional trajectory projections being sufficiently precise. One
proposal is for predictions to be improved by the addition of real-time, flight-position
assessments [34]. Nonetheless, since flight-trajectory predictions are incapable of incorpo-
rating rapid, real-time traffic changes, the predictive outcomes still diverge markedly from
actual values.

Statistics-based methods are composed of widely used linear stochastic models such
as the moving average (MA), autoregressive, autoregressive integrated moving average
(ARIMA), seasonal ARIMA, autoregressive fractionally integrated moving average, autore-
gressive conditional heteroscedasticity (ARCH), and the generalized ARCH [35,36]. These
classic time series models are able to predict the temporal dependencies in time series data;
however, they exhibit poor prediction of the spatial influence in urban flow prediction
problems [37]. Nonetheless, ARIMA is a more useful and straightforward strategy than
alternative models because the only information required is prior data. The Hidden Markov
Model (HMM) is very useful in traffic engineering map-matching, especially when using
probe vehicle data. Sun et al. [38] used the HMM to map the trajectory of GPS points
observed in nearby roads. These candidate points were chosen as HMM hidden states and
were more likely to be observed because they were closer to the observation point. To avoid
misleading results caused by abrupt traffic situations, the transition probabilities of two
adjacent candidates were also considered. The HMM demonstrates precision in selecting a
traffic pattern or a traffic point. It has the advantage of being able to deal with data that
contain outliers. Points with short sampling intervals appear to be well matched, whereas
long intervals and higher similar probe data reduce model accuracy.

Shallow machine learning (SML) uses basic and traditional algorithms, which contain
few hidden layers, to generate generalized predictive models. SML algorithms are unable
to perform the feature extraction from the input, thus expert manual definition of features
is needed. Well-known SML algorithms incorporate the artificial neural network (ANN),
support vector machine (SVM), linear regression, second- and third-degree polynomial
regression, and k-nearest neighbor (KNN), among others.

The aim of developing ANN is to solve complex nonlinear problems by simulating
the function of the human brain and the nervous system. ANN can accurately extract fine
information and deep knowledge from datasets by establishing empirical relationships
between input and output variables. Thus, ANN has been commonly employed in the
development of numerous transportation models. Karlaftis and Vlahogianni [39] provide
an overview of traditional ANN approaches in transportation research. Due to unique
features, such as easy integration and efficient predicting ability, ANN has been widely
used in research regarding traffic congestion prediction [27,40,41]. ANN is a useful and
flexible ML model configuration with an ability to adapt according to input data. It
does, however, require larger datasets, which results in high complexity [27]. Due to the
complex management of airspace, the shallow NN-based model is insufficient for the
prediction of air traffic flow and unable to extract high-level transition air traffic patterns.
A predictive autoregression model was developed, with a view to improving the accuracy
of air traffic predictions. This model comprised a merger of SVM with both a robust
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autoregression model and a polynomial model—the goal being to produce a coalesced
predictive paradigm [42]. For testing purposes, genuine air traffic data were harvested from
the Beijing ATC area. Compared with the SVM only, the combination model generated an
improvement in ATFP precision of almost 3%.

Recently, DL-based algorithms have gained more recognition in traffic spatiotemporal
tasks due to the improvement of computing power and big data analytics. DL algorithms
comprising of multiple hidden layers to process complex nonlinear problems enable ex-
traction of features from the input data without prior knowledge [43]. Unlike SML, DL
algorithms can perform feature extraction and involve in-model training. Therefore, DL has
become increasingly prominent in studies predicting traffic flow [44]. The most popular DL-
based methods include the CNN and the recurrent neural network (RNN), which are used
in computer vision [45] and sequence learning tasks [46], respectively. The main feature of
RNN is using an internal memory to produce a new output, together with current input
and stored output from the previously processed input [47]. Therefore, RNN considers each
input as dependent on any other, enabling use of input data that are temporally related (i.e.,
time series). Accordingly, RNN has become one of the most suitable modeling techniques
for ATFPs. Its performance, however, is poor when capturing long-term dependencies and
vanishing or exploding gradients during the training phase. When processing long time
series, this drawback will prevent the network from converging, which has been termed
as the vanishing gradient issue [48]. To overcome this issue, many RNN layer configu-
rations with long-term memory (i.e., LSTM)) have been investigated [49]. Unlike RNN,
the complex LSTM structure allows interactions between current input and all previous
inputs [50]. Thus, LSTM is considered to be a potent approach for time series prediction
allowing traffic flow forecasting [51]. CNN is a subcategory of DL and widely applied
in image processing applications of traffic flow prediction [52]. For instance, CNN has a
significant role in analyzing visual images in traffic prediction by converting traffic flow
data into a 2D matrix [53].

In recent years, graph neural networks (GNNs) have emerged as the forefront of deep
learning research, demonstrating superior performance in various applications [54]. GNNs
are appropriate for traffic forecasting problems due to their capacity to capture spatial
dependency, which is represented by non-Euclidean graph structures. The researchers
of [55] examined modern and advanced graph neural networks that are used in traffic
forecasting. The studies evaluated in this survey have been organized based on the type
of traffic graph and adjacency matrices employed. Moreover, the airspace structure and
flow pathways are both taken into account in the Temporal Attention Aware Dual-Graph
Convolution Network (TAaDGCN) proposed in a recent study [56] to predict air traffic
flows. The proposed approach uses real-life flight data and can be used to improve
prediction performance and render it superior to existing state-of-the-art comparison
methods (especially approaches that ignore the importance of the sector spatial structure).
In a similar vein, [57] recommends using the graph concept to characterize airports as
nodes with time series attributes and perform data mining on graph-structured data. To
be more precise, a temporal graph dataset is created by pre-processing airline on-time
performance (AOTP) data. The mobility level at each airport can subsequently be predicted
using a spatial-temporal graph neural networks model.

An aggregated ML model, which would address temporal and spatial dependencies
in adjacent areas, flight levels, and previous traffic situations, and which (thus) would ac-
commodate the overall air traffic flow situation, was suggested by Lin et al. [24]. Alongside
the use of traffic flow-matrix (TFM) data, the integration of CNNs and RNNs (ConvLSTM)
for traffic flow prediction allowed a novel, combined ML model to be trained. Compared
with earlier approaches, these study results evinced superior performance. This was be-
cause the model enhanced ATM operational efficiency by predicting flow distribution at
various flight levels. Moreover, an ATFP complexity metric was employed by Shi-garrier
et al. [58]. This approach comprised a novel form of innovative encoder-decoder LSTM
neural network, while being independent of any traffic control system. In predictions of
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airspace-complexity values 40 min in advance, the results showed a Mean Absolute Error
(MAE) for the proposed model of 0.08. Image-based trajectory data (as inputs to a CNN
and LSTM cascaded deep neural network), meanwhile, were deployed by Zhao et al. [23],
who consequently predicted UAV instantaneous density. This entailed a segmentation
approach, with a concomitant reliance on historical data. This model, however, did not
address the kind of practical or realistic mission accommodated in the present study, even
though it generated a one-hour continuous prediction time horizon (with good correlation
ratings), despite evaluating the proposed network via a correlation metric. Moreover, the
Zhao study failed to consider the impact of UAV prioritization, or the influence of airfields,
recreational areas, or other dynamical airspace structural limitations. (The need to establish
a priority list for various missions remains constant.) Finally, this study also failed to
consider the impact of meteorological factors, such as rain, adverse wind conditions, or
general ‘extreme weather’.

In summary, the aforementioned model-driven methods can accurately simulate future
traffic flow based on the special statistical features of raw data. Although the interpretation
of these models is simple, parameter estimation and defining assumptions are complex
tasks. Therefore, few model-driven methods can be applied to stochastic traffic flows or
used for generating highly accurate predictions. In addition, whilst combination models
show higher accuracy than model-driven methods, they are not widely applied in traffic
flow prediction due to their complexity and poor performance in real-time applications.
Furthermore, SML failed to consider the full spatiotemporal dependencies of the traffic situ-
ation due to the higher complexity of big data and restricted deep mining [37]. Researchers
have responded positively, by contrast, to ANNs, since the latter evince both good pre-
dictive performance and mature theories. Researchers involved in traffic flow forecasting
have also demonstrated increasing interest in LSTM, a superior time series-analytical DL
network [44,59,60].

3. Methodology

Over the last few years, the research community has focused heavily on predicting
air traffic flows, and this has yielded remarkable outcomes. Existing literature in the
field focuses on either road/highway traffic flows or the prediction of air traffic flows
for aircraft. Nonetheless, few studies have examined the prediction of air traffic flow for
UTM systems. Thus, the present work has been inspired by a small number studies in
the field of ATM [22,24,29,58] and road traffic prediction [61,62]. However, there are a
number of fundamental differences between the UTM environment and the ATM and
highway/road domain; thus, the characteristics of UTM were taken into account in the
proposed prediction model.

Given the lack of UTM historical data, the present study developed and implemented a
scenario-simulation framework that takes into account airspace structure, emergency UTM
operation, and environmental factors (such as weather conditions). In this paper, MATLAB
software was employed to complete the first part of the proposed model and prepare the
dataset (e.g., input and output) of the deep learning prediction model. In specific, MATLAB
has been used to perform the simulation scenarios, weather factors, airspace structures,
conflict detection and resolution, forming the UAV’s states, and calculating the complexity
metric. In the fields of data analytics, data mining, AI, ML, and deep learning, Python is
a popular choice of programming language [63]. In this study, the convolutional LSTM
neural network has been implemented using the Keras framework. The encoder-decoder
architecture was run and trained via the Google Colab–based Python environment; this
substantially assists in decreasing training time.

The simulation uses a particle swarm optimization (PSO)-based optimization algo-
rithm to provide optimal pathways from a UAV service start point to its delivery point.
Once the PSO simulation had been completed, the UAV states were formulated by ar-
ranging five key parameters, namely, longitude, latitude, timestamps, speed, and heading
direction. In this work, an air traffic complexity metric was adapted based on dynamical
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systems published previously [29] to calculate a complexity parameter in the neighborhood
of a UAV at a specific time. Next, the LSTM network was trained using the input of the
UAV states, whilst the output represents the spatiotemporal complexity. The proposed
method applies a deep learning approach and an LSTM to analyze air traffic patterns based
on time series. These patterns depend on well-defined parameters and predict congested
regions in UTM systems. The model also applies an Encoder-Decoder framework to obtain
spatial-temporal features [24,58].

In the following section, the details of the proposed model will be presented, including
data generation, the formulation of UAV states, the complexity metric computing, and the
architecture of the prediction model.

3.1. Data Generation and Simulation Scenarios

The use of UAVs during emergencies has been the subject of considerable research.
These drones may, for instance, be used to transport urgently needed food, water, or
medicines to regions affected by flooding [64]. Academia is taking greater notice of the
potential of UAVs in the management of disasters [65]. Their deployment, however, entails
important choices regarding (e.g.,) routes, load sizes, and which recipients to serve first, and
these decisions require optimized plans, based on scenario-led planning methodologies [66].
Especially in the context of last-mile delivery operations (i.e., transporting material from
distribution hubs to final recipients), practical obstacles such as resource limitations render
relief operations highly challenging [67]. One of the challenges that prediction of UAV
air traffic flow involves, nonetheless, stems from lack of availability of historical data [68].
There is a demonstrable need to provide ‘empirically grounded’ modelling studies in the
emergency relief field [69] and design realistic scenarios that take uncertainties into account,
such as weather conditions, static and dynamic obstacles, and emergency operations in
UTM domains.

In order to assess and verify the method suggested by the present study, a simulation
was conducted in the airspace over Bedfordshire, UK. The simulation identified areas where
flight is potentially restricted, including four recreational zones (Cardington, Dunstable,
Graveley, and Sandy—Yellow), four airfields (Cranfield, Halton, Luton, and Old Warren—
Orange), and Milton Keynes Prison (Blue). In order to generate optimal pathways for a
UAV service from starting point to delivery point, the simulation deployed an optimization
algorithm based on PSO [70,71]. Validation of the proposed model was undertaken via
a drone-delivery system: the latter was employed for package delivery, emergency fire
surveillance operations, an inspection of the railway infrastructure with the use of UAVs,
and the essential dispatch of COVID-19 test samples, with differing priority levels assigned
to the operations in question.

To improve the validity of the scenarios, this study considered the influence of struc-
tural airspace configurations, such as static NFZs. During simulation hours, some of the
recreational areas and airfields became dynamic in character, rendering some areas avail-
able and others unavailable. Moreover, research was undertaken regarding the influence of
environmental factors (such as weather patterns).

The first assumption was (a) that a fleet of three UAVs (designated UAV1, UAV2, and
UAV3) would be maintained by the Luton (Bedfordshire) National Health Service (NHS)
hospital, and (b) that these would be used to deliver sample tests to a range of clinics within
a defined distribution network. This UAV shuttle service would be organized on an hourly
basis. The second assumption was that mail packages would be delivered to multiple post
offices from the Luton central delivery office. Two vehicles would be deployed for this,
namely, UAV4 and UAV5. The first would cover Cardington, Graveley, Old Warren, and
Sandy, while the second would be allocated to cover Cranfield, Dunstable, Halton, and
Milton Keynes Prison. The use of two UAVs in this manner was anticipated to improve
customer satisfaction and minimize delivery times.

Camera-based surveillance operations were central to the rescue operations in ques-
tion, which involve firefighting. The precise nature of the firefighting response was defined,
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at least partially, by the images and videos derived from the payload cameras. Only one
UAV operation was considered within this scenario. As a base station for the relevant
missions, we utilized the availability of UAV6 at Milton Keynes Prison Fire Station. We also
implemented an inspection mission for railway tracks in the Bedfordshire area, with the
aim of examining the technical condition of the railway infrastructure from Milton Keynes,
via Bletchley, to Bedford central railway station. Two UAVs, namely, UAV7 and UAV8,
were allocated for this inspection task. The former covered the track from Bedford rail
station, via intermediate waypoints, to a railway station near Ridgmont, then back again to
Bedford rail station for the next hour of inspection. Conversely, UAV8 was deployed to
cover the track from Milton Keynes (MK) central rail station to Bletchley and back to MK
rail station. Inspection took place on an hourly basis. In the scenarios we addressed, we
considered where hobbyists might employ their own UAVs, in parallel with the missions
outlined above. These trajectories were assumed to have one leg, with starting and finishing
points determined at random. The missions themselves, and the simulation environment,
are illustrated in Figure 2, while the plan and schedule for each mission are presented in
Table 2.
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In addition, the research assumed that UAVs would fly at constant speeds of 90 km/h
and a fixed altitude of 100 m. Moreover, it was supposed that the sequence of clients to be
served along flight routes would determine delivery times. A particular route was allocated
to each UAV, with routes beginning and ending at the depot. If the vehicle followed an
assigned route in its entirety and returned safely to the depot, the mission was deemed
to be completed. Table 3 provides the technical parameters for the UAVs used during the
simulation scenarios.
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Table 2. The description and schedule for UAVs missions.

Mission COVID-19 Samples Package Delivery Emergency
Operation

Railway
Inspection

UAV fleet UAV1, UAV2 and UAV3 UAV4 and UAV5 UAV 6 UAV7 and UAV8

Priority 2 3 1 4

Route

Luton UAV4 UAV6 available at UAV7
Cranfield Cardington Milton Keynes Bedford rail station

Milton Keynes Graveley Prison Fire Station to Ridgmont
Dunstable Old Warren

Sandy
UAV8

Milton Keynes (MK) central
rail station to Bletchley

UAV5
Cranfield
Dunstable

Halton
Milton Keynes

Scenario planning All scenarios All scenarios All scenarios Scenario 2 and 3

Table 3. Technical parameters of UAVs used during the simulation scenarios.

Parameters of UAVs Value Unit

UAV type Rotary wing –
Payload capacity 25 kg

Flight time 30 minutes
Cruise speed 90 km/h

Wind resistance 10 m/s

The present research addressed certain deconfliction strategies, with a view to over-
coming any UAV conflict that may arise in different environmental scenarios [72]. There are
three principal stages to the suggested rule-based, conflict-management model. The first
stage, namely, strategic deconfliction, is applied when the time-of-flight plan is generated.
This comprises two distinct methods—a filling service and pre-flight rerouting. Within
this strategy, the key concern is to modify routes in order to avoid zones of conflict. The
filling service confirms whether the modified flight route remains clear of other trajectories.
The second stage, meanwhile, is that of pre-tactical deconfliction. This resolves conflict by
means of a ground delay, and the goal is achieved by subjecting lower-priority UAVs, prior
to departure, to ground delays of between two and three minutes. These ground delays
will continue to be implemented until conflicts are resolved. If resolution is impossible,
however, the Extended Flight Plan (EFPL) will be canceled. Hovering comprises stage three
of the deconfliction model, and this is applied during flight. Until a conflict is resolved
(or until landing, in the case of battery expiration), the UAV will hover at a waypoint that
precedes the conflicted zone. Battery endurance will determine the length of time that
this deconfliction process may continue, while obviously, hovering is not an option for
fixed-wing UAVs.

The following simulation parameters were adopted:

• Fixed positions: Starting and ending within this simulation, the start and end positions
for the UAV missions were calibrated to imitate real emergency services and typical
daily operations.

• Levels of priority: A priority service level was allocated to each flight, ranging from
Level 5 (lowest priority) to Level 1 (highest priority). The various levels are de-
scribed below:

1. Fire surveillance and emergency services
2. Delivery of COVID-19 test samples to multiple clinics
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3. Delivery of packages to assorted post offices
4. Scheduled railway track inspection missions
5. Random flights for hobbyists (single-leg missions)

• Dynamic NFZs: Some of the recreational areas and airfields incorporated in the sim-
ulation were dynamic in character, at least at certain times. This dynamism was
random, rendering some areas available and others unavailable throughout the simu-
lation hours.

• Random times of departure: For each one-hour simulation period, to make the exercise
more realistic, the precise time of departure for each hobbyist’s UAV was placed
randomly between one and ten minutes.

• ‘Ambiguous’ weather: Varying weather conditions, including ‘severe’ and ‘adverse’,
were addressed. This study [73] presented details regarding the implementation of
weather effects.

• Strategy for deconfliction: Within the simulation setting, ground delay was deployed
as a deconflicting strategy.

To simulate more complex dynamic airspace, this study simulated a multi-mission
scenario between 9:00 am to 12:00 pm for the Bedfordshire area. This study considered the
five missions mentioned earlier in this scenario.

Three different sub-scenarios were created for each hour of simulation covering the
above missions:

1. First simulation scenario: This simulation ran between 9:00 am and 10:00 am. In
this scenario, all nine NFZs were static without any dynamic obstacles and weather
constraints. As a result of this constraint, no UAV could fly over them during this
hour. Moreover, this scenario was conducted by 100 UAV trajectories. The railway
track inspection mission by UAVs was not considered in this scenario.

2. Second simulation scenario: This simulation ran between 10:00 am and 11:00 am.
The difference between this and the first scenario was that more complexity was
added to the Bedfordshire airspace by considering Railway Infrastructure Monitoring
operations and increasing the number of UAV trajectories to 150. The effects of adverse
rain and wind were considered in this scenario.

3. Third simulation scenario: 200 UAVs’ trajectories in airspace were considered in this
simulation that ran between 11:00 am and 12:00 pm. In this scenario, airfields were
dynamic, while all four recreational areas and the prison were kept static. Among
the four airfields, Luton and Cranfield were available, and therefore, recreational
users of UAVs could fly over Luton and Cranfield at some points. This scenario also
incorporated severe weather effects. The scheduled inspections of railway tracks by
UAV operations were considered in this scenario.

For simplicity, the figure of one of these scenarios is presented in Figure 3.

3.2. UAVs States Formulation

With a view to testing the predictive capacity of the proposed model vis-à-vis traffic
complexity, the present study used a dataset of simulated historical trajectories that were
generated in the previous section. A trajectory is defined as a sequence of UAV states. Each
UAV state consisted of the following five elements: longitude (x), latitude (y), timestamps
(z), velocity (V), and heading (HA) for each UAV.

These UAV states were used to train datasets to predict UAV traffic flow through the
airspace. To predict the airspace flow patterns, UAVs dynamic variables sampled at 10 sec
intervals were used to formulate state vector, which showed the sequential behavior of the
UAV. Each UAV’s longitude and latitude coordinates at all time instances were generated
based on the waypoints of the UAV during the PSO-based simulation scenario. The heading
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angle and velocity of each UAV can be evaluated using longitudinal and lateral coordinates
at each timestamp. Velocity was calculated as:

v(k) =
√
(x(k)− x(k− 1)) + (y(k)− y(k− 1))

z(k)− z(k− 1)
(1)

where k represents current time instant and x and y represent longitudinal and lateral
coordinates, respectively. Timestamp has been represented by z in (1). Similarly, heading
angle is evaluated using the change of the UAV’s trajectory in the x and y coordinate system.
Heading angle (HA) can be stated as:

HA(k) = tan−1
(

y(k + 1)− y(k)
x(k + 1)− x(k)

)
(2)
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Discretized trajectories can be used to evaluate UAV speed, heading angle, and con-
gestion matrices at each time instant. State vector for a certain UAV at a certain time instant
can be given as:

State = [Timestamp, Longitude, Latitude, Velocity, Heading Angle] (3)

3.3. Computation of Complexity Metric: Spatio-Temporal Correlation

The frequency of aircraft passing through a given region, over a certain period of time,
is known as air traffic density, or congestion [74]. Higher air traffic congestion heightens
the possibility of air traffic incidents, and thus necessitates rigorous monitoring [75]. The
increase in complexity can negatively impact controller’s decision-making abilities, result-
ing in increased errors [76]. Thus, so-called “hot spots” of air traffic congestion necessitate
scrutiny from controllers to determine whether conflict avoidance or modification is re-
quired for any planned trajectories. An important aspect in this regard is the measurement
of air traffic complexity. The literature provides several metrics, developed and imple-
mented for the purpose of measuring air traffic complexity. These include convergence and
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geometric metrics [31], a clusters metric [77], the Grassmannian metric [78], and finally, the
König metric [79]. Whilst these metrics have proven effective in basic scenarios, they are
nonetheless unsuitable for complex and/or large-scale applications. The methodologies
also fail to take proper account of spatiotemporal data [80]. The present study sought to
overcome these difficulties via the adoption of an air traffic complexity metric centered
upon the Linear Dynamical System (LDS). Via analyses of traffic structures and airspace
geometries, numerous studies have analyzed traffic structures and airspace geometrics to
demonstrate the efficacy of LDS as an intrinsic complexity measurement [30–32]. Moreover,
LDS is appropriate for use as an estimation metric for local disorder and the interaction of
trajectory sets within the UTM system. Its suitability derives from its efficiency and relative
simplicity, and the fact that it evinces mathematically predictable behavior.

The intrinsic complexity metric deployed in the current study is adapted from a
previously published linear dynamic system model applied for ATM domain [29]. The
metric identifies a complexity parameter in the vicinity of a UAV for a specified time.
Flights that are likely to engage with the reference flight are accommodated via a filter.
In this work, a safe distance of 50 m was maintained to avoid any conflict (thus, a drone
50 m from the reference vehicle was omitted from the metric computation as it would
not interfere) [81]. The suggested complexity metric was specifically designed to capture,
within a reference airspace window, the dynamic behavior of nearby drones. In order
to identify the geometric behavior of the trajectories, the velocity of the UAVs (

.
U) was

connected to the position of the UAVs (U) via deployment of the following linear dynamical
system [31]:

Let us define matrices P and V as:

P =

x1 . . . xn

y1
. . . yn

z1 . . . zn

and V =

Vx1 . . . Vxn

Vy1

. . . Vyn

Vz1 . . . Vzn

 (4)

where x1, y1, and z1 denote the spatial-temporal coordinates, and Vx1 , Vy1 , and Vz1 denote
the velocities of the first drone in the vicinity of the reference UAV. The matrix AU and the
vector b are determined with least mean squares:

minA,b‖V − (AU P + b)‖2 (5)

The dynamical system defined by AU and b is the tightest approximation of the
current air traffic situation (positions and velocities) by a linear dynamical system. A
convergence behavior corresponds to trajectories getting closer to each other, and this
increasing proximity is itself associated with heightened complexity. The eigenvalues of
the state-transition matrix characterize the behavior of the linear dynamical system and
thus can be used to quantify the geometric properties of the considered traffic situation.
More precisely, eigenvalues with positive real parts correspond to divergence behavior,
while eigenvalues with negative real parts correspond to convergence behavior (Figure 4).
The complexity is related to convergence behavior since convergence increases the risk
of collisions. Consequently, complexity in the vicinity of the reference UAV is defined
as follows:

c(AU ) = ∑
Re(λ(AU ))<0

|Re(λ(AU ))| (6)

The metric c(AU) is therefore a parameter of the magnitude of the divergence or
convergence activity of the dynamic system.
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real component of the eigenvalues is negative only in the case of convergent trajectories. Meanwhile,
the ‘neighborhood’ of a reference aircraft (for the computation of the complexity metric) is indicated
by (c). (Adapted from the work of García et al. [29]).

3.4. Implementation of Encoder-Decoder LSTM Model

As set out in the introduction, this study aimed to improve the accuracy of complexity
prediction in congested airspace. In order to extract complex patterns from time series
data, an encoder-decoder architecture was used that relies on LSTM layers and a one-
dimensional (1D) convolutional layer. In the context of learning long-term dependencies,
challenges are encountered by the empirical RNN layer if the linear dimensions of the
sequence are relatively large—an issue designated as the ‘vanishing-gradient problem’ [48].
Various RNN layer configurations with long-term memory, e.g., LSTM, have been deployed
in an effort to resolve this matter [49]. LSTM comprises four regulatory gates, namely,
input, forget, cell, and output, in addition to hidden units. Figure 5 provides the overall
configuration for a single LSTM block, while the mathematical description is as follows:

It = f
(
Wixxt + Wihht−1 + WicCt−1 + bi

)
Ft = f

(
W f xxt + W f hht−1 + W f cCt−1 + bi f

)
Ct = Ft ◦ Ct−1 + It ◦ g

(
Wcxxt + Wchht−1 + bc

)
Ot = f

(
Woxxt + Wohht−1 + WocCt + bo

)
ht = Ot ◦ g

(
Ct)

(7)

where the activations of the input, forget, cell and output gates are denoted, respectively, by
It, Ft, Ct and Ot, and ht represents the hidden unit. The forecasting time step is represented
by the t superscript. The weights matrices are denoted by W, and the bias vectors by b,
with corresponding subscripts.
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Because input and output sequences may have different lengths, it is difficult to resolve
certain problems related to sequence-to-sequence prediction. The encoder-decoder LSTM
has been designed to address such problems. The input sequence is encoded into a fixed-
length vector by the first model, while the fixed-length vector is decoded by the second
model, which also generates an output for the forecast sequence [58]. This configuration is
unique due to the use of a fixed dimensional intrinsic representation in the center of the
model termed ‘sequence embedding’ [83]. Both the encoder and decoder may be described
as RNNs, i.e., LSTMS.

Figure 6 presents the structural diagram for the model proposed in this study. The
final dataset is composed of various sizes of simulated trajectories that have developed
based on three scenarios outlined in the experiment design and data generation section. In
all three situations, the data points of each trajectory differ based on the time of flight. The
sets of data points in 100 UAV’s first scenario reached 132,148, whilst for 150 UAV scenarios,
a total of 181,505 sets of data points were recorded. During the third hour of simulation
where 200 UAVs were considered, the dataset contained 252,129 data points. The proposed
model was trained on 90% of the dataset, after which it was tested on the remaining 10%.
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At a given time t, X is used to represent the state vector of the ith trajectory. Subse-
quently, Xt is defined as the concatenation of all state vectors (X), which applies to all
UAV trajectories in the airspace. The prediction target is complexity matrix Ht. In order
to identify neighboring UAVs in such a way that each cube corresponded to an element
of Ht, the airspace was divided into small cubes. The complexity metric was then com-
puted for all UAVs currently in each cube. Moreover, tin represents the duration of the
observation window (i.e., the number of time steps observed before making predictions),
whilst tpred represents the prediction horizon (i.e., the number of time steps that need to be
predicted). For the encoder network, the number of time steps was maintained at tin = 36.
This corresponds to three minutes, or 180 s, since one time step comprises five seconds.
In other words, to generate its prediction, the model can access the last three minutes of
traffic. The decoder network predicts a sequence set to tpred = 36, and this correlates with
the complexity values of the next three minutes.

The dataset was composed of pairs of sequences (X t0, X t0+1,....X t0+tin−1),
(Ht0+tin , Ht0+1,....Ht0+tpred−1). For complexity prediction purposes, an encoder-decoder
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LSTM model was employed. The encoder network used a sequence of UAV states
(Xt0 . . . Xt0+tin−1 ) to output an encoding vector. The decoder network then uses the encod-
ing vector and the complexity matrix predicted at the last timestep Ĥt−1 to predict the next
complexity matrix Ĥt.

The first layers of the encoder network can be designated a ‘single-dimension convo-
lutional layer’. These layers process the input sequence corresponding to the UAV states.
Different f filters comprise each layer, and these filters further encompass a kernel of
learnable value parameters, with the dimension d ∗m, where m and d indicate the input
sequence, and kernel width, respectively. The result of the input sequence, as it is relating
to the distance, is aggregated by the individual filters, while each output series element
comprises data from several serial time increments. This can be represented as follows:

yij = ∅
(
∑d

k=−d ∑l wj
kl xi + k, l

)
, (8)

where yij denotes the jth vector element of the ith sequence term, and xkl signifies the
lth vector element of the kth sequence term of the input. Meanwhile, wjkl represents
the kth weight of the kernel of the jth filter, as related to the lth dimension of the input
sequence; finally, Φ denotes an activation function. The implementation of convolution
operations occurs exclusively along the time dimension of the input sequence hence, the
use of the term ‘one-dimensional’ (1D). The convolutional layers were deployed to identify
dependencies within a short time period. Thus, the processing of the LSTM layer is
facilitated by incorporating dynamical information from the preceding and subsequent
time steps. Without the convolutional layer, conversely, the LSTM layers would merely
be capable of processing each of the time intervals consecutively, absent any data from
subsequent time increments. The parameters of the proposed model are presented in
Table 4 below.

Table 4. List of the proposed model’s parameters.

Parameter Description

ID A unique code is assigned to a single aircraft UAV to identify flight mission
P The UAV mission priority
t The timestep when the UAV is passing the waypoint
V UAV Velocity

HA Heading Angle
UAV States State = [Timestamp, Longitude, Latitude, Velocity, Heading Angle]

Complexity Metric
c(AU)

The complexity metric is a linear dynamic system model that identifies a
complexity parameter in the vicinity of a UAV for a specified period

of time.

3.5. Model Training

The objective of our supervised learning model is to provide accurate congestion
forecasting in UTM systems. For the model’s objective to be realized, it is necessary to
construct a training set by deploying training input/output pairings. The input vector Xt
comprised sequences of UAV states, duly matched with complexity value sequences for
the airspace as a whole. To generate the training outputs, for each time increment t, the
complexity matrix Ht is defined as an n× n.

The hidden states of the final LSTM layer form the encoding vector—no other encoder
data will be supplied to the decoder network; the decoder network is composed of several
LSTM layers whose hidden states are initialized with the encoding vector. These LSTM
layers are followed by several dense layers. The output from these layers is a vector that
had an n2 dimension, equivalent to the matrix of the complexity metric.

The decoder input is formed by two elements, i.e., the encoder output, and the
previously predicted or decoded output sequence term. During the training, the decoder
network is trained by a method referred to as ‘Teacher forcing’ [84,85]. This method consists
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of using the output predicted at the previous time step as input for the decoder network.
The prediction identified at the preceding time interval is thus accounted for within the
inference mechanism. The list of model hyperparameters is shown in Table 5.

Table 5. List of the proposed model’s hyperparameters values.

Parameter Value

Batch size 128
(1-D) kernel width d 3

(1-D) filter f 512
Hidden layers (LSTM) 128

Activation ReLU
Optimizer Adam optimizer [86]

Learning rate 0.001
Epochs 500

Loss function RMSE

The root mean square error (RMSE) was used to assess the performance of each selected
approach, and served as the estimation criterion for the performance of the proposed model.
The following expresses the RMSE, which denotes the loss function:

RMSE =

√
1
N ∑N

k=1

(
Cac − Cpr

)2, (9)

where N denotes the total number of airspace (x, y) coordinates, Cac signifies actual conges-
tion volumes at any specific point k, and finally, Cpr represents the forecast congestion at
the precise (x, y) coordinate. Since differences between forecast and actual values are ‘less’,
higher predictive accuracy is reflected by a lower RMSE value.

4. Results and Discussion

For the scenarios described in Section 3.1, the performance results of the proposed
architecture are presented below. Ideal mission plans are disrupted by the three scenarios,
via the interpolation of dynamic random factors, including uncertain weather, recreational
areas, and airfields. A comprehensive comparative analysis was deployed to assess the
performance of the suggested forecasting model.

4.1. Prediction Result
4.1.1. First Scenario Simulation

This case postulated a scenario of 100 UAVs with an NFZ but no adverse weather
conditions; the objective was to evaluate airspace congestion. Figure 7 presents a heat map
for the scenario congestion matrices, and it addresses the Bedfordshire airspace congestion
caused by UAVs in the neighborhood. The airspace was analyzed in order to predict
the density of the UAV trajectories at each square km area. The low to high densities of
UAVs per square km are represented by red and green, signifying the highest and lowest
complexity, respectively.

The figure illustrates that most of the highly complex regions in the future timestamp
were captured by the proposed model. The RMSE value of the prediction was employed
to evaluate the performance of the LSTM trained architecture. RMSE reached a value of
0.1662 for this scenario, indicating high model accuracy. Furthermore, it is evident from
the residual plot (Figure 8) that predicted complexity was very close to true complexity,
with very few wrong detections during the prediction process. Moreover, although most
of the congestion areas were captured, the regions with high complexity depicted a small
difference in magnitude between true and predicted complexity.
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Figure 8. The difference between predicted and true congestion—Scenario 1.

Statistical analysis of the actual, predicted, and residual complexity figures was com-
pleted to present the above information in greater depth. In this regard, the analysis
normalized the complexity values for each complexity point between 0–100 whilst also
taking into account the maximum complexity points for all true, predicted, and residual
vectors. The percentages for the complexity figures were then plotted against the trajec-
tory points. The largest value of residual complexity percentage represents the maximum
dissimilarity between empirical truth and predicted complexity. Furthermore, the number
of residual complexity points below an acceptable threshold were counted to provide a
means of evaluating the performance of our proposed methodology. The statistical analysis
of the residual complexity for scenario 1 is presented in Figure 9 below.
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The statistical analysis of percentage complexity for scenario 1 showed that the maxi-
mum dissimilarity in complexity between ground truth and prediction using LSTM was
12%. Furthermore, 83% of complexity points had less than 5% residual complexity, which
indicates better prediction performance. The peak residual complexity values correspond
to the regions with the highest complexity trends.

4.1.2. Second Scenario Simulation

In scenario 2, the putative complexity of the Bedfordshire airspace environment was
increased. The number of UAVs increased to reach 150 by considering railway infrastructure
monitoring operations, dynamic recreational areas, and uncertain weather with adverse
wind and rain. Figure 10 comprises the resulting congestion heatmap. As the heatmap
demonstrates, by observing the speed, congestion areas, and dynamic behavior of the
UAVs, the encoder-decoder model captured major complexities within the airspace. The
performance of this model may be quantified via the RMSE (0.2852) for training and
validation at each epoch. Similarly, Figure 11 represents the residuals of the predicted
values in relation to the actual ones. Density increases in line with increases in the number
of UAVs, as the figure clearly indicates; this phenomenon stems mainly from significant
fluctuations in observable traffic patterns. Increasing density, furthermore, is driven to a
large extent by dynamic weather constraints. The residual in the previous scenario was
calculated to observe the non-detection, wrong detection, and detection differences in the
true and predicter airspace complexity values. Additionally, the residual plot shows a very
small difference between the actual and true complexity heat maps.

Moreover, the residual analysis in Figure 12 demonstrates that the maximum dissimi-
larity of complexity between ground truth and prediction using LSTM was 43%. Moreover,
70% of complexity points had less than 10% residual complexity, indicating better pre-
diction performance. The peak residual complexity values correspond to regions with
maximum complexity trends.
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4.1.3. Third Scenario Simulation

Altogether, 200 UAV flights in airspace were considered in this scenario, including
the scheduled inspections of railway tracks by UAV operations. Although the airfields
were dynamic, all four recreational areas and the prison remained static. Furthermore,
severe weather effects were considered during scenario 3. Figure 13 provides the resulting
congestion heatmap, indicating that the temporal and spatial transition patterns of air traffic
flight flow were indeed learned by the proposed model. Future air traffic flows may be
predicted since the primary characteristics of these flows are captured. The third scenario
generated an RMSE value of (0.6021), and the prediction from the trained model architecture
is sufficiently close to the true congestion value. This indicates that the proposed ATFP
architecture performs optimally.
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Figure 13. Scenario 3: Actual and predicted complexity in the airspace.

A residual plot is presented in Figure 14 to highlight the accuracy of predictions
made by the proposed LSTM network. Given the higher density of UAVs in airspace, the
prediction also depreciated, which is evident from the absolute difference between true
and predicted airspace congestion. Moreover, given the incidence of incorrect detection,
some high congestion spots were visible in the residual plot. Most of the predicted airspace
complexity values were correct, which is evident from the RMSE between true and pre-
dicted airspace complexity. It was observed from Figure 15 that the maximum dissimilarity
of complexity between ground truth and prediction using LSTM was 10%. Moreover,
97% of complexity points had less than 5% of residual complexity, which indicates optimal
prediction performance. The peak residual complexity values correspond to regions with
maximum complexity trends.

4.2. Comparison between Existing Approaches and the Proposed Model

As noted earlier, the predictive quality of the proposed model has been compared with
two other predictive methods, as described in Section 2. The three scenarios were used to
assess the performance of each approach. For analytical comparison with the proposed
model, the first selected architecture was a shallow NN-based model (with dense network
connections) as described in [87]. The second was a regression architecture-based Nonlinear
Auto Regression, with External input (NARX) model, as described in [36]. Calculation of the
RMSE was used to assess the performance of each selected approach, and RMSE served as
the estimation criterion for the performance of the proposed model. The predictive quality
of the proposed LSTM, meanwhile, was evaluated via a comparison of the descriptive
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statistic values of the predictions with the actual values. Between the actual and predicted
values, the descriptive statistics were as follows:

Mean (µ) =
1
N ∑N

k=1

∣∣Cac −Cpr
∣∣, (10)

Standard deviation (δ) =

√√√√ 1
N

N

∑
k=1

((
Cac −Cpr

)
− µ

)2, (11)

AMPE (η) =
1
N

N

∑
k=1

∣∣∣∣∣
(
Cac −Cpr

)
Cac

∣∣∣∣∣× 100% , (12)

where N signifies the overall number of airspace trajectories (x, y). Meanwhile, Cac denotes
true congestion values, as identified by using the dynamic linear UAV model illustrated in
Section 3.4. Cpr signifies the forecast congestion at the particular airspace coordinates (x, y),
based on the LSTM encoder-decoder architecture. The degree to which the predicted point
deviates from the data mean is assessed via the standard deviation. In order to present the
total deviation of the predicted values from the mean value, every predicted point variation
is measured and summarized. The prediction accuracy of the model, in percentage terms,
is measured via the absolute mean percentage error (AMPE). Figure 16 illustrates the
descriptive statistics and RMSE calculations for the actual and predicted values.
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As the graphs indicate, the LSTM model has the smallest RMSE value of all the
indices. This confirms the hypothesis that combining the advantages and features of
various algorithms and models (i.e., 1D convolutional and LSTM) affords superior problem
resolution [88]. Clearly, this also applies to the problem of ATFP in Bedfordshire considered
in this study. The results of the comparison demonstrate a superior performance of the deep
learning model compared to the existing approach. Toolbox availability renders Shallow
and Regression networks easy to construct, but these fail to capture the complicated
relationship between complexity metrics and states.

The superiority of the encoder-decoder LSTM predictive model stems not merely from
its predictive capacity, but also from its input and output structures, which facilitate airspace
complexity predictions with consecutive time steps. When airspace congestion is presented
via a temporal and spatial scale, airspace complexity can be assessed more intuitively. UTM
operators may thus look to the future with a sense of how airspace complexity will vary with
regard to different time slots. The proposed model shows superior predictive performance
in comparison with the other approaches, because both temporal and spatial dependencies
are modelled. The three scenarios cited above also simulate differing meteorological
ambiguities. Only the influence of historical data (temporal, but not spatial correlations) is
reflected in the regression model. The latter is thus notably dependent on the magnitude
of the data and the look-ahead horizon. Unexpected variations in air traffic flow, weather
conditions, and flow patterns may also impact the performance of the regression model.
Air traffic complexity is more effectively captured by the shallow NN (used in conjunction
with a dense network connection). The spatial coordinates of airspace complexity could
be predicted more accurately than with the regression model. Nonetheless, the proposed
model also demonstrates superior performance in comparison with the shallow NN.

4.3. Comparison between Existing Approaches and the Proposed Model: Performance vs. Time

The prediction performance parameters narrated above have been plotted against
prediction time in order to temporally and spatially visualize the efficiency of the proposed
methodology. Figure 17 shows that complexity prediction performance parameters (such
as RMSE and AMPE have much smaller values in the proposed model than other already-
proven prediction approaches (such as shallow NN and regression model (NARX)). It can
also be seen that the AMPE grows much faster for adverse wind, rain, and extreme weather
front scenarios between 10:00 AM to 12:00 PM.
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This study analyzed the mean values of the computation time and performance pa-
rameters across the temporal domain between 9:00 AM and 12:00 PM (scenario 1 to scenario
3). This is presented in the bar chart displayed in Figure 17. Additionally, the mean value
analysis shows that shallow NN had steady performance on the computation side with
an average time of 2.4 s, although it displayed poor statistical performance with RMSE:3.1
and AMPE:9.0. The regression had slightly longer average computation times of 3.8 s and
worse complexity prediction statistics with RMSE:7.0 and AMPE:13.1. The proposed model
had optimal performance statistics with RMSE: 0.4 and AMPE: 3.4, although it has poor
or large computation overheads with average computation timings at 100.3 s. Thus, the
proposed methodology shows fewer RMSE and AMPE errors with improved performance
at the cost of increased prediction times. On the other hand, Shallow NN and regression
methods seem to have vast prediction errors but fewer computation overheads.

5. Comparison between Existing Approaches and the Proposed Model:
Computation Speed

This study also evaluated the real-time implementation feasibility and computational
performance benchmark of the proposed LSTM prediction architecture. This study used
the prediction results on Intel(R) Core (TM) i7-8550U CPU @ 1.80 GHz with 16 GB RAM.
The computation time results were obtained for all three scenarios’ data and compared to
the NN model, regression model, and the proposed LSTM method. A comparative analysis
of prediction time was carried out between the proposed and other studied architectures.
The evaluated prediction times for all of the architectures are presented in Figure 18.
The analysis also measured the percentage increase in computation times across all three
scenarios and covered both temporal and environmental aspects. This analysis is presented
in Figure 19.
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It is also evident from Figure 19 that the prediction times for shallow NN-based predic-
tion steadily increases by 10% to 11%. On the other hand, the increase in prediction times
for regression and LSTM methods was even more significant at 32% to 42%, and 20% to 51%,
respectively. Thus, it is clear that the percentage increase of prediction times remains steady
for shallow NN but increases faster for regression and LSTM-based prediction methods
between 9:00 AM to 12:00 PM from scenario 1 to scenario 3.

It is deduced from the above results that the prediction time of the shallow and NARX
networks is less than the proposed LSTM architecture. However, prediction times can be
further reduced by increasing the computational effort and employing larger computa-
tional machines.

6. Conclusions and Future Work

There is a clear need for accurate congestion forecasting in UTM systems. This research
study proposes a model to predict air traffic congestion using existing machine learning
techniques and adapted complexity metrics based on a linear dynamic system. In contrast
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to previous studies [23] that have assumed a static environment, or have deployed a
grid mission network model (as UAS traverses a region along a structured grid) [89], the
proposed model was validated using a drone delivery system scenario which in turn
addresses uncertainties generated by adverse weather, as well as dynamic and static
obstacles. The present study contributes to the limited research on the prediction of air
traffic flow for UTM systems, addressing the limitation that the existing literature covers
either trajectory prediction [90,91] or conflict detection and resolution [92,93]. Deployment
of the model aims to address issues related to UAV traffic management (e.g., congestion).
In existing works [22,23], the CNN model has been employed to predict density in an
urban area. Nonetheless, one of the major disadvantages of CNNs is the excessive cost
of computation [94,95]. The present study proposes a DL model comprising LSTM and
1D-CNNs. This will have the dual benefit of enhancing deep neural network accuracy and
saving time.

Based on complexity prediction graphs reflecting air traffic hotspots, the proposed
model permits UTM operators to reconfigure and regulate UAV paths. It may be employed
to recommend suitable conflict-avoidance trajectories through the manipulation of ground
delay, speed, or heading, while also allowing congestion in predicted UAV-traffic hotspots
to be reduced. By forecasting congestion areas in advance, and by facilitating suitable
actions to prevent their emergence, the proposed model lightens the workload of air
traffic controllers.

Severe weather, airspace restrictions arising from emergency operations, and potential
collisions with both dynamic and static objects, all generate uncertainty within the UTM
operational environment. In consequence, the traditional air traffic control paradigm makes
it impossible for air traffic controllers to ensure the safety and efficiency of operations. It is,
therefore, of great importance that a new decision support system (DSS) be designed as soon
as possible, and specifically, one attuned to the needs of integrated manned/UAS Traffic
Management. It is technically possible to construct highly automated UTM systems that
deploy artificial intelligence (AI) algorithms. Nonetheless, intelligent algorithms typically
evince opacity, and are deficient in transparency and inexplicability, which restricts their
practical application [96]. With these challenges in mind, future work by this team will
involve recommendations for a decision support system to aid UTM controllers. The
system will help the latter predict the safety responses necessary to mitigate congestion
hotspots—which would otherwise jeopardize airspace safety. This advisory system would
accommodate factors such as environmental conditions, UAV states, obstacle maps, and
mission priorities. In doing so, it would also calculate the likelihood of mission failure
before re-planning as required. Thus, to promote sustainable trust and acceptance by end-
users, our advisory system would emphasize the ‘explainability’ of the decision support
system (DSS) resolution, in terms of safety-critical features and certification [97].
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