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“The law that entropy always increases
the second law of thermodynamics
holds I think, the supreme position among the laws of Nature.

If someone points out to you that your pet theory of the universe
is in disagreement with Maxwell’s equations
then so much worse for Maxwell equations.

If it is found to be contradicted by observation
well these experimentalists do bungle things sometimes.

But if your theory is found to be against the second law of thermodynamics
I can give you no hope
there is nothing for it but to collapse in deepest humiliation.”

Sir Arthur Eddington
The Nature of the Physical World

1928






ABSTRACT

As a consequence of practicalities, work share and difficulties in designing complex
aerospace systems, there has been historical segregation of sub-systems in aircraft
design. This methodology has proved successful for conventional swept wing air-
craft configurations, as the sub-systems are only loosely integrated with one another.
This results in discipline-specific performance, loss and optimization metrics being
developed at sub-system level, which are not clearly linked to the overall system
performance or objective. To meet social, economic and environmental needs, the
next generation of aircraft require revolutionary concepts, which tend to be far more
integrated, similar to military vehicles. Thus, performance, loss and optimization
metrics need to be considered at system level, in order to account for the interactions
between competing engineering disciplines.

This thesis advocates an alternative systems engineering approach to developing
future commercial aircraft, where the universal thermodynamic metrics energy and
entropy are coupled to provide a holistic performance, loss and optimization metric
for all aircraft disciplines. The method known as exergy analysis has been applied in
the development of propulsion systems, but is sparsely applied in other aerospace
disciplines. Applying the laws of thermodynamics to all aircraft sub-systems can
seem obscure, especially in mature disciplines such as aerodynamics where energy
may only be considered implicitly.

Along with conventional configurations, this thesis studies a conceptual highly in-
tegrated High Aspect Ratio Wing (HARW) aircraft with morphing wing-tips, where
the extended wingspan improves aerodynamic performance but as a consequence
the wings have greater flexibility. Morphing is not a widely proliferated technology
primarily due to the conservative approach to civil aircraft design, but original equip-
ment manufacturers also struggle to demonstrate how the morphing effectiveness on
a scale model can be scaled up to a full size aircraft.

This thesis shows a clear contribution to knowledge in extending the current ex-
ergy methodology by investigating flight dynamic exergy analysis, and its applica-
tion to morphing technologies for large commercial aircraft, evaluating the aerody-
namic and aeroelastic contribution to an aircraft’s overall exergy use. To achieve this,
each node of the Collar’s triangle [27] is evaluated using the exergy metric. In the
absence of an open-source code, a non-linear structural code designated the Beam
Reduction (BeaR ) model, has been written to study the structural dynamics of an air-
frame written in MSC Nastran format within a MATLAB®/ Simulink® environment.
To facilitate the study of flight dynamics, a bespoke Prandtl-Glauert aerodynamics
model with an exergy post-processing script has been developed. Static and dynamic
aeroelastic effects were studied through a coupling of the aforementioned structure
and aerodynamic exergy based models.

One of the main barriers to applying exergy analysis to commercial aircraft is
gaining acceptance of a novel methodology in disciplines with entrenched practices.
An example being in aerodynamic design, where the force balance approach is the
established analysis method, yet exergy analysis requires the engineer to consider
an alternative view of the aerodynamics as a system that uses and converts energy.
To counter this, the thesis shows the capability and benefits of exergy analysis over

conventional analysis techniques. This is emphasised in the comparison of using



exergy based methods or the Breguet Range Equation for assessing the performance
benefit of morphing wing extensions, where both methods provide the same top
level conclusion, but exergy provides additional insight into the system the Breguet
analysis can not.
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Part I

INTRODUCTION

“Any method involving the notion of entropy, the very existence of which de-
pends on the second law of thermodynamics, will doubtless seem to many far-
fetched, and may repel beginners as obscure and difficult of comprehension”

Willard Gibbs
Graphical Methods in the Thermodynamics of Fluids
1873






OVERVIEW

There is a need for the next generation of commercial aircraft to have revolutionary
configurations, in order to meet the economic and environmental challenges of the
coming decades. The Airbus/Rolls Royce E-Thrust aircraft concept (Figure 1.1) is
one such example, which provides a hybrid/electrical distributed propulsion system
integrated into a modified version of Airbus’ future vision Concept Plane (see Figure
1.4a). The E-Thurst aircraft is an illustration of one of many proposed concepts from
leading Original Equipment Manufacturers (OEMs) that can be defined as a highly
integrated system.

Consider, the Chief Design Engineer (CDE) of the aircraft has aerodynamics, propul-
sion and fuselage engineers competing for resources to improve the performance of
their respective discipline, be it an improved lift-to-drag ratio, lower specific impulse
or a lighter structure. For conventional design, methods such as Breguet’s range
equation exist to see which of these improvements will bring the most benefit to
the aircrafts performance. This is possible as conventional in service aircraft can be
considered loosely integrated, in that the disciplines can be designed and assessed
independently, as there is little interaction between the competing subsystems. Con-
versely, integrated concepts see significant discipline interaction, in that changes to
one discipline design will impact others performance, thus the discipline specific
design process used for conventional aircraft is no longer suitable. Furthermore,
performance analysis developed for turbofan engines are not read across to that of
electric propulsion, so how does one measure the merits of incorporating electric
propulsion in place of a next generation turbofan? It is not as simple as seeing the
performance of the engine, one must consider that an electric propulsion concept is
likely to require some form of electricity storage, be it a capacitor or battery, which
unlike jet fuel is not burnt off during flight, and thus adds to the weight of the
aircraft, impacting the structural design and aerodynamic requirements.

i an | SRR i

P

Figure 1.1: Airbus and Rolls-Royce E-Thrust



OVERVIEW

Thus a design and analysis methodology is required, where integrated disciplines
can be analysed and compared under a common metric. In the framework of physics
today, the two universal metrics any system or system transfer can be defined within,
are energy and entropy, from the first and second laws of thermodynamics. This
thesis advocates the use of integrating the laws of thermodynamics into all areas
of aircraft design, to provide a design methodology that allows multi-disciplinary

design and analysis of all aircraft systems.

This chapter outlines why there is a need for revolutionary concepts, and how inte-
grated thermodynamic analysis may provide a solution for performance assessment.
The chapter concludes with the research objectives of this thesis and how they will

be met.

1.1 THE NEED FOR REVOLUTIONARY CONCEPTS

Since the development of the Boeing 247 in 1933 and the first commercial jet liner
the de Havilland Comet in 1949, the energy intensity®, E;,

B fuel consumed(M])
" no. of passengers x distance travelled (km)

i

for each aircraft evolution has reduced, see Figure 1.2. The Advisory Council for
Aviation Research and Innovation in Europe (ACARE) [1] attributes this reduction
to five major challenges sought after for every future aircraft; (1) to meet market
and societal needs, (2) to maintain and extend industrial leadership, (3) to protect
the environment and the energy supply, (4) to ensure safety and security and (5) to
prioritise research, test capabilities and education.

The market driven needs of airlines encourage the delivery of lower energy intensity
aircraft, as a reduction allows for lower more competitive air fares and a higher profit
margin as a result of the lower fuel costs. To protect the environment and the energy
supply®, the European Commission has outlined an acceptable pace for emissions
reduction in Flightpath 2050 [63]. In response, ACARE have laid out a set of targets>
that will enable the aims of Flightpath 2050 to be achieved. One of these targets
states that relative to the capabilities in 2000, by 2050

“CO2 emissions per passenger kilometre [are to be] reduced by 75%, NOx emis-
sions by 90% and perceived noise by 65%”

- ACARE [1]

Traditionally, when considering options for improving aircraft design, there has been
historical segregation of component and sub-system design and analysis into various
disciplines, due to the difficulties and practicalities in designing complex aerospace
systems. An example is aircraft performance measured as the range, calculated using
the Breguet Range Equation [9] for steady cruise. Here the propulsion, aerodynam-
ics and structures disciplines each have different performance, loss and optimization
metrics, however the Breguet Range Equation non-dimensionalises these using con-
trasting methods to provide a function for the aircraft range. Jupp [90] and Lee [96]
use the Breguet Range Equation , where the product of three non-dimensionalised

1 Energy Intensity is a measure of aircraft fuel economy
2 To counter the contribution of aviation to global warming
3 Replicated worldwide with targets from the Air Transport Action Group (ATAG) [2].
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Figure 1.2: Evolution of aircraft energy intensity [84]

relationships, the propulsion efficiency* (77,), the aerodynamic efficiency> (17,) and
the structural efficiency® (77), are optimised to maximise the aircraft range (R) as

R = Lev v L In M (1.1)
- g LCV x SFC D (M) Wo '
N — — o N~
17;’ ’711 775

Note that the propulsion efficiency is stated as a function of Specific Fuel Con-

sumption (SFC) and Lower Calorific Value (LCV) as to non-dimensionalise the propul-

sion efficiency. The drag components of the aerodynamic efficiency is stated as a
function of the Mach number as to highlight that dependent on the Mach number of
flight different components contribute to the total drag. This thesis deals primarily
with aircraft travelling below 0.6M, as such form and induced drag are considered,
however for transonic flight wave drag would need to be included as is a major
contributor to entropy generation.

Recent improvements in propulsion efficiency are evident in the Airbus A320 NEO
(New Engine Option) where the development of Geared Turbofan (GTF) engines of-
fers a 15% reduction in fuel burn [go]. The enhancement of the aerodynamic effi-
ciency was the driver for the introduction of span extension technologies of the fold-
ing wingtips on the Boeing 777X. Advances in structural efficiency are noticeable in
the increased use of composites from 15% of the structure weight being composite
at the end of the 20th century [90], to 50% in the Boeing 787 and Airbus A3z50 XWB.

These evolutionary improvements to conventional configurations have contributed
to aircraft now being 70% more fuel efficient per seat kilometre than the de Havilland
Comet [2]. This reduction is also stated by the European Environment Agency who

note

“the environmental performance of European transport is slowly improving, but
there is still some way to go in decreasing oil consumption in transport”

- European Environment Agency [64]

Thus, to meet the environmental targets OEMs need to commit to keeping the trend
in efficiency improvements that is evident in the latest generation of aircraft. How-

4 Function of thrust specific fuel consumption (cr)
5 Function of aircraft Lift (L) and total Drag (D)
6 Function of initial aircraft weight (W) and final post fuel burn weight (W)

5
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Figure 1.3: Predictions of measures to be taken to reduce carbon emissions [2]

(a) Airbus Concept Plane (b) Airbus BLADE

Figure 1.4: Future Aircraft Configurations of Airbus

ever, air transport is currently experiencing the fastest growth of any mode of trans-
port [97], and by 2035 it is estimated that the required number of passenger aircraft
will increase by 109% from 2015 levels [3]. In addition, the International Energy
Agency [84] has highlighted a trend that conventional aircraft configurations are near
optimised, demonstrated by the plateauing improvements in energy intensity seen in

Figure 1.2.

Giurgiutiu [71] anticipates that research issues for future aircraft will be focused

on

“disruptive new and revolutionary structural concepts and unprecedented flight

configurations”
- Victor Giurgiutiu [71]

This premise is verified by ATAG [2] with the forecast that evolutionary improve-
ments to current technology will account for less than 10% of the reduction in carbon
emissions (see Figure 1.3), with the majority of reductions expected from biofuels

and additional new-generation technology.

Hence aircraft manufacturers are researching technologies and configurations that
may provide the required performance improvements. Propulsion efficiency im-
provements are expected from next generation turbofan development as well as new
concepts of open rotor engines and hybrid turbofan-electric propulsion as seen in
the conceptual Airbus E-Thrust aircraft (Figure 1.1). Future aerodynamic efficiencies
move away from the conventional swept aircraft configuration to High Aspect Ratio
Wing (HARW), such as the Airbus Concept Plane (Figure 1.4a), which reduce vortex
drag. Alternative aerodynamic improvements can be found in blended wing body
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concepts to minimise aircraft surface area, thus parasitic drag and also laminar flow
wing technology seen in the BLADE (Breakthrough Laminar Aircraft Demonstrator
in Europe) project [9o] (Figure 1.4b). Structural mass will continue to be reduced
with further composites use and novel manufacturing methods, such as 3D print-
ing. However, there is no way of comparing these discipline specific performance

improvements to one another, except using a top level metric such as range.

1.2 THERMODYNAMIC PERFORMANCE MODELLING

From a systems engineer’s perspective, the role at top level system design is to make
trades between competing disciplines and sources of loss to arrive at a vehicle design
with the least possible cost”. The Breguet methodology does not provide a systematic
way to trade performance metrics across disciplines, as such there is no guarantee
that individually optimised sub-systems will form an optimal system when bought
together at top level and sub-system interactions occur (see Figure 1.5a). Yet for
for conventional swept wing aircraft configurations the Breguet methodology has
proved successful, as the sub-system disciplines are only loosely integrated with one

another.

However, the commercial aircraft revolutionary concepts shown in Figure 1.4 are
more integrated vehicles, similar to what we see in current generation military air-
craft, which need to be designed with no prior flight experience, thus requiring a
more rigorous analytical process to supplement the lack of in-service performance
information. Hence, in order to facilitate these highly integrated configurations, the
systems engineer has a need for a loss accounting method that enables systematic
analysis of inefficiencies/loss where system wide consequences of design trades can
be evaluated. Hence, performance optimisation needs to be considered at the top
level, in order to account for the interactions between competing engineering disci-
plines. A critical part of this is the development of a decomposition strategy where
all the subsystem components can be optimized to a system-level common metric
in a common mathematical framework (see Figure 1.5b). In order to facilitate this
integrated approach, a universal metric is required that can be used in the analysis

of all aerospace disciplines.

The only universal properties in physics are energy from the first law of thermo-
dynamics and entropy from the second law of thermodynamics. Both energy and
entropy are recognised as important in all natural processes including physics-based
machines. Thus, using either of these metrics would provide the necessary integrated
approach, as all aircraft systems operate using energy from a common fuel source
and will generate entropy through their inefficiencies. Any system design evolution
works on the theory of allowing energy to transfer through a sub system more easily,
by minimising the entropy production. Throughout the history of thermodynamics,
the focus has been on heat engines and power generation technology with the aim
to reducing the gap between actual operation and operation in the reversible cycle.
As energy is the basic currency of all physical events, energy analysis based on fuel
burn, derived from Newtonian mechanics and the first law of thermodynamics, is

commonly used in the design of aerospace systems.

Traditional first law design optimisation methods such as the Breguet equation
tend to consider energy implicitly. It is not atypical to view an aircraft as a system
that converts chemical energy (fuel) into useful work to accomplish its mission, treat-
ing energy flows into and out of a system along paths of mass flow, heat transfer, and

work. In this case energy is conserved, not destroyed, the statement made by the first

7 Typically in-flight fuel burn for a commercial aircraft
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1.3 EXERGY AS A TOOL FOR AEROSPACE DESIGN

law of thermodynamics. However, when we perform an energy study of a system
such as an aircraft we are not only interested in the conversion of energy from one
form to another, but also the conditions and limitations on such a conversion. This is
where the application of the second law can provide beneficial insight; as to whether
the achieved final solution is near the optimal case or whether the solution is in fact
feasible.

This thesis advocates an alternative thermodynamics based systems engineering
approach to developing future commercial aircraft, where entropy and energy are
coupled to provide additional design insight where traditional methods are restricted,
through a method known as exergy analysis. A general introduction to the use of ex-
ergy within aerospace systems can be found in Doty [54, 55] as well as the published
textbook by Camberos and Moorhouse [40], where the primary focus is that of mili-
tary and hypersonic systems.

Thermodynamic analysis methods, were developed to improve system efficiency
of traditional heat driven systems such as ground based power plants and aircraft
propulsion systems. However, given thermodynamics is the study of energy content
and transfer, and all systems and processes use energy in some form, thermody-
namic analysis provides an integrated approach to aircraft optimisation, suitable for
all disciplines in aerospace design. Work to date is focused in the military domain
based on highly simplified structures, but such a method could be shown to have
benefit to the highly conservative and risk averse commercial aerospace sector. Ap-
plying thermodynamic design and analysis methods to an aircraft discipline such as
aerodynamics, can seem obscure given the widely applied traditional force balance
approach. Yet, applying such a method may facilitate the development of aerody-
namic concepts that are highly integrated to the propulsion, an application where
the force-balance approach is limited, a thought echoed by Camberos

“Such capability may allow the development of new and innovative concepts
that do not just marginally improve performance but may enable the realization
of entire new regimes of performance and operability, especially for high-speed
aerospace vehicles”

- José Camberos [39]

1.3 EXERGY AS A TOOL FOR AEROSPACE DESIGN

Environmental regulation and economic pressures on OEMs are driving a revolution
in the architecture of commercial aircraft. There is a trend in proposed future con-
cepts away form the conventional discipline specific tube fuselage with swept wings,
where the propulsion system, aerodynamics and other sub-systems can be designed
independently of one another. Disruptive new configurations are being proposed by
academia and OEMs, such as the HARW configuration discussed in the thesis, where
aircraft sub-systems are more highly integrated. As such for a systems engineer, the
aircraft needs to be viewed as a system of systems, where design trade-off can be
done between conventionally dissimilar technology, providing a more integrated ap-
proach to aircraft design. To facilitate this, a universal metric must be used that can
be used for performance analysis of any sub-system. This thesis proposes the use
of the exergy metric, which tracks the useful work through the system, and how en-
ergy’s usefulness can be destroyed, through entropy generating processes. The thesis
has primarily focused on modelling aeroelastic systems using the common metric,
by modelling all aspects of Collar’s triangle using exergy analysis. The application
to top level aircraft has been shown at the end of the thesis, where a holistic thermo-
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dynamic loss management model has been presented which can include all aircraft
sub-systems at the required fidelity.

If the thesis is to be believed and that future aircraft configurations can only be op-
timised through using a process such as exergy analysis, the fundamental issue with
exergy analysis must be overcome, which is the acceptance of a new methodology in
areas of aircraft design with well established design practices.

Exergy is a concept discussed in thermodynamics at masters level, and as such
remains unknown to the majority of engineers outside of the propulsion discipline.
So, when discussing exergy within engineering disciplines not aware of the subject,
there can be an adverse reaction to its use. Given exergy analysis is simply an ex-
tension of explicit first law methods most engineers use, it can be questioned, as to
whether the term of exergy needs to exist, or is it just a word to make a novel method
sound profound? Enthalpy, energy and entropy are all fundamentally different con-
cepts, and whilst understanding these terms can be confusing, a knowledge of all
is needed to describe an energy transfer system. However, exergy is not a different
concept, it is an analysis method which couples first law (energy) and second law
(entropy) analysis methods with a defined environment (enthalpy) (see Figure 1.6),
so fundamentally exergy analysis is nothing new, it is just the application of all laws
of thermodynamics to an analysis, thus the term integrated thermodynamic analysis
would in the authors opinion be more palatable to engineers, as all engineers will
understand the basic laws of thermodynamics.

Thus in place of discussing exergy transfer, a simpler understanding would come
from stating all the analysis method is doing is three things:

* Tracking the flow of energy through the aircraft between different sub-systems
(First law of thermodynamics)

¢ Highlighting system inefficiencies in energy transfer where entropy is pro-
duced (Second law of thermodynamics)

* Undertaking the above within a defined external state which limits the maxi-
mum amount of energy that can be transferred between systems (Carnot Effi-

ciencies)

Understanding the above methodology leads the engineer to see that exergy anal-
ysis, or integrated thermodynamic analysis, is focused on design improvement by al-
lowing the transfer and conversion of energy between systems without losing useful
energy in the process through entropy generation. Once this premise is understood,



1.4 RESEARCH OBJECTIVES

the challenge is to convince potential users that thermodynamic analysis is not lim-
ited to heat driven systems and can in fact be applied to any system or process.

Exergy is commonly referred to as a second law analysis method, in contrast to
the first law energy method. But it is not. Exergy analysis is an extension of energy
analysis, where in place of applying just the first law to a system, all four laws of
thermodynamics are applied. This lends itself to the discussion that exergy analysis
is not aiming to discredit any other methodology, first law based or not (e.g. Breguet
is first law based), it is aiming to provide additional insight into the analysis.

1.4 RESEARCH OBJECTIVES

This thesis applies integrated thermodynamic analysis to conventional swept wing
aircraft, to show the benefits of the methodology in comparison to traditional disci-
pline design approaches. The thesis then extends the implementation to a conceptual
highly integrated High Aspect Ratio Wing (HARW) aircraft® with morphing wing-
tips, where the extended wingspan improves aerodynamic performance but as a
consequence the wings have greater flexibility. The launch of the Boeing 777X is the
first modern application of ground based morphing on commercial aircraft, yet the
technology has found no other commercial application, primarily due to the conser-
vative approach to civil aircraft design, but OEMs also struggle to demonstrate how
the morphing effectiveness on a scale model can be scaled up to a full size aircraft.

This thesis develops existing exergy methodology practices by investigating flight
dynamic exergy analysis and its application to morphing technologies for large com-
mercial aircraft, evaluating the aerodynamic and aeroelastic contribution to an air-
crafts overall exergy use. To achieve this each node of Collar’s triangle [27] is evalu-
ated using the exergy metric.

The majority of exergy studies focus on steady-state performance analysis and
adopt simplified models for flight dynamics and morphing, and estimate the exer-
getic cost of such devices in global performance terms such as weight and fuel burn
penalties. As a result, the primary research challenge is seen to be the definition,
calculation and analysis of dynamic exergy for flexible aircraft; where the effects of
variables such as wing flexibility on stored strain energy and consequently exergy
destruction will be explicitly studied.

Thus, this thesis challenges and highlights the limitations of traditional design
methodologies, and proposes an alternative global viewpoint of energy balance, by
tracking the exergy flow and entropy generation in the system. This aims to lay
the foundations for a novel physics based Multi-Disciplinary Optimisation (MDO)
method to enable the development and realisation of next generation commercial
aircraft and technologies, where systems are highly coupled. This thesis proposes
the following research questions:

1. Does applying second law exergy analysis provide insights into future concept
aircraft designs that were not previously obtainable through other in-practice
MDO methods?

2. Can exergy analysis be used as a design tool with capability to compare and
justify the integration of different morphing technologies on future concept
aircraft?

3. Is exergy analysis consistent with a scaled model when applied to a high fi-
delity real world problem?

8 for HARW aircraft aerodynamics and structures are highly integrated

11
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4. Can wing aeroelastic phenomena of a highly flexible aircraft be integrated into
the exergy analysis to assess the impact of elastic stored energy and wing

flexibility on the aircraft exergy usage?

1.5 CHAPTER SUMMARY

To meet the environmental and economic challenges for aviation in the near future,
there is a clear need for revolutionary concepts in aircraft design, that move away
from the iterative progression of the conventional tube with swept wings. In order
to develop such a concept a new analysis and performance metric is needed that can
be used to assess all aircraft subsystems, which this thesis advocates should be done
using an integrated thermodynamic analysis method. To provide insight into this by
answering the above research questions, the thesis is structured into four parts;

I An introduction to the project, the theory of exergy analysis and a review of

literature for current usage of the method in aerospace

IT The theoretical development of the exergy method for use in fluid-structure in-

teraction models, through the study of exergy analysis in aeroelastics

III Provides applications for the developed exergy methodology, in direct response
to the research questions above

IV Conclusions and further work discussion



TECHNICAL FOUNDATION AND FORMULAE

This chapter aims to provide the basics to the thermodynamics behind exergy analy-
sis. By building upon concepts all engineers have an understanding of, such as the
first law of thermodynamics, to the less known concept of exergy and its transfer
and destruction. Basic concepts such as the fundamental thermodynamic relation are
then expanded to provide an exergetic thermodynamic relation.

In studying energy transfers and conversion, the principles are taken from the
laws of thermodynamics.

@ Zeroth Law. If two bodies are in thermal equilibrium wih a third body, they are
also in thermal equilibrium with each other

I First Law. Energy can be neither created of destroyed during a process; it can
only change forms (principle of conservation of energy)

II Second Law. It is impossible for any device that operates on a cycle to receive
heat from a single reservoir and produce a net amount of work (Kelvin-Planck
statement)

II Third Law. The entropy of a pure crystalline substance at absolute zero tempera-
ture is zero, since there is no uncertainty about the state of the molecules at that

instant

For the purposes of this work the four laws will be regarded as self-evidently true,
thus the axioms of the thesis. Basic knowledge of the laws of thermodynamics is

assumed, so a detailed overview is omitted.

2.1 FIRST LAW OF THERMODYNAMICS

Energy is an abstract concept, given it can only be observed through its effects on mat-
ter and electromagnetic radiation. Energy is not the ability of a system to perform work®,
more accurately, energy is the extensive, conserved quantity that is inter-changeable
with heat and work. The first law of thermodynamics, the conservation of energy, is a
mathematical principle that states there is a quantity in the universe (or any closed
system) that will always sum to a constant numerical quantity, no matter what pro-
cess or conversion it goes through, and this quantity is known as energy. Feynman

summarises the postulated energy theory by noting:

“It is important to realize that in physics today, we have no knowledge of what
energy is. We do not have a picture that energy comes in little blobs of a definite
amount. It is not that way. However, there are formulas for calculating some
numerical quantity, and when we add it all together it gives "28"%, always the
same number. It is an abstract thing in that it does not tell us the mechanism or
the reasons for the various formulas.”

- Richard Feynman [65]

1 The ability of a system to perform work will later be defined as available energy or exergy
2 This pun is in reference to Feynmans’ Dennis the Mennis analogy on Energy Conservation, which is

worth a read for the reader still puzzled by the concept of energy
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Figure 2.1: Energy transfers for an open system

Energy (E) can be neither created nor destroyed during a process; it can only
change forms

Z E = constant

Energy can be sub divided into two major forms, that of kinetic energy and potential
energy. Kinetic energy is the energy associated with movement, be it the motion of
waves, electrons, atoms, molecules or substances, thus a function of velocity or rate
change of a state. Potential energy is the energy of state (e.g. position, chemical
composition...), where the system has a disparity in some form to its environment
which enables it to do or receive work, thus a function of position or state. On a
microscopic level all energy can be described as either kinetic or potential, however in
engineering it is simpler and clearer to discuss energy as a macroscopic term, where
energy can sub-divide into other forms with their own mathematical expressions.

e Kinetic

Radiant (electromagnetic) Energy

Thermal Energy

Mechanical Energy (objects in motion)

Electrical Energy
— Sound Energy
— Magnetic Energy
¢ Potential
— Chemical Energy
— Nuclear Energy
— Stored Mechanical (elastic) Energy

- Gravitational Energy

In this research any form of energy that is discussed can be described by one of
the above sub-categories3.

2.1.1  Energy Conservation and Transfers

The first law of thermodynamics for a closed system allows energy to be transfered
via work (W) and heat (Q), using the sign convention given in Figure 2.1

MEys = [ Qat— [t

3 There is one final form of energy discovered by Einstein, which is the energy of an object for just

having mass (E = mc?), known as mass energy. This is associated with the theory of relativity and
beyond the limitations of this study, as such will not be discussed further in this research.
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which is derived by defining the Joule proportionality constant as the equivalence
of work and heat, with the total sum of the energy remaining constant, such that
energy is never created nor destroyed

Esys = Ein - Eout

This can be extended for an open system where the system energy can be varied
through mass transfer, which can be in the forms of enthalpy (h = u 4+ pv), kinetic
and potential energy.

SE . . 1 1
E:Q—W+Zm(h+§q2+gq)—Zm<h+§q2+gq) (2.1)
in

out

2.1.2  First Law Thermodynamic Analysis

Energy analysis is based purely on Newtonian mechanics and the first law of ther-
modynamics, treating energy flows into and out of a system along paths of mass
flow, heat transfer, and work; where energy is always conserved, not destroyed. Yet,
understanding how a system converts energy from one form to another does not
fully describe the conversion process, in addition the conditions and limitations on
such a conversion need to be known. The drawbacks of a first law analysis method
can be highlighted by the coffee cup thought experiment.

EXAMPLE 1

A cup of coffee, initially at temperature, Tj, is placed into a room at lower tem-
perature, Tw. Abiding by the first law of thermodynamics, the coffee could cool
by transferring thermal energy to the environment via heat, with the sum of the
energies in the cup and environment remaining constant.

However, the reverse process also adheres to the first law where the room trans-
fers thermal energy via heat into the cup to increase the coffee temperature. But,
observation shows heat only travels unidirectionally from a hot source to a cooler
source, thus the coffee can only reduce in temperature to the point of thermal
equilibrium with the room (T7 = Tw).

This thought experiment shows the first law of thermodynamics analysis method
does not inform about:

® Feasibility. The constraint of the first law, is that if a process satisfies the first
law it is not to say it is feasible, just that if it is feasible the first law must be
satisfied.

o Irreversibility (directionality). The first law of thermodynamics states that a sys-
tem’s energy is constant unless energy is transferred via work or heat, and that
no energy is lost in transfer.

* Availability. The first law shows the quantity of energy used by each system and
not the quality (availability of energy to be converted into work) of energy flow
through the entire system.

* Optimal efficiency. Boundaries of real systems tell us that the efficiency cannot
exceed 100%, but even if irreversibility were removed the heat engine first law
efficiency would not approach this.

15



16

TECHNICAL FOUNDATION AND FORMULAE

2.2 SECOND LAW OF THERMODYNAMICS

The application of the second law of thermodynamics can provide beneficial insight
to an analysis on top of that generated by the first law analysis method, a thought
summarised again by Feynman.

“With regard to the conservation of energy, we should note that available energy
is another matter there is a lot of jiggling around in the atoms of the water of the
sea, because the sea has a certain temperature, but it is impossible to get them
herded into a definite motion without taking energy from somewhere else. That
is, although we know for a fact that energy is conserved, the energy available
for human utility is not conserved so easily. The laws which govern how much
energy is available are called the laws of thermodynamics and involve a concept
called entropy for irreversible thermodynamic processes.”

- Richard Feynman [65]

Entropy (S) can be defined as the extensive system property that describes the
number of ways a thermodynamic system can be arranged, thus a measure of the
systems disorder, calculated as the product of the Boltzmann constant (kg) and the

natural log of the number of microstates the system can be in ((2)
S=kplnQ)

However, defining a systems entropy at any given time is not overly useful with
an unknown maximum entropy. Thus, typically of more interest is the change in

entropy of a system.

2.2.1 Entropy Generation and Transfer

If the process undergoes a thermodynamic transfer the combined entropy of the
system and the environment will either increase or remain the same. The latter
case is known as a reversible process, where energy is transferred along a defined
thermodynamic path cyclically such that the system returns to its initial state without
any change, the so-called Carnot cycle for a frictionless heat engine. However a
reversible process is an ideal case, as all real processes have irreversibilities, be it
friction, expansion of gas, chemical reaction, diffusion of gases etc. Clausius’ second
law of thermodynamics, states that real processes are irreversible and proceed only
in one particular sense. The directionality of a process can be defined in terms of the
positive entropy generation, Sg., as a function of the systems pre, S, and post, Sy,
entropy state, and that generated through heat transfer, Q, at a given temperature, T

6
Sgenzsl_SO_/TQZO

“It is impossible to construct a system which will operate in a cycle and transfer

heat from a cooler to a hotter body without work being done on the system by the
surroundings.”

- Clausius’ Theorem [153]

The concept of entropy transfer, makes the distinction between heat transfer and
work transfer as parallel forms of energy transfer as it is only the transfer of energy
as heat that is accompanied by entropy transfer, for example through frictional losses.
A systems total entropy, Ssys, can be defined as

S‘sys = Sin - Sout + Sgen
Given entropy can only be generated, the second law builds on the understanding

of a system given by the first law by applying a directionality to the energy transfer
through the introduction of a system property known as entropy.
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Allowing for mass flow in an open system, the entropy statement can be given
from the second law of thermodynamics as:

5S .. 0

ot Loty

out

> s —
in

or as a function of entropy generation:

S'gm:§79+2ms72mszo (2.2)
ot T out in

Whilst the second law cannot in itself be proven, no experiment has been con-
ducted that contradicts the second law (in either Kelvin-Planck and Clausius state-

ments form, see [44]) thus the definition can be accepted as true.

2.2.2  Second Law Thermodynamic Analysis

All real world processes are irreversible. Auditing a design with the entropy ap-
proach will highlight where available energy is being used throughout the system,
showing areas of unavoidable irreversibilities such as combustion losses as well as
those irreversibilities with avoidable waste, as to direct the designers attention to
those areas. The second law approach is focused on identifying irreversibilties where
entropy is produced with the aim to optimize the structure as to minimize this pro-
duction. Some common examples of system generic irreversibilities are given by
Smith [166] as:

* Mixing objects or fluids

¢ Heat transfer (through a finite temperature difference)

e Friction as a result of relative motion of objects or fluids
* Chemical reactions

¢ Inelastic deformation of solids

¢ Electric resistance

* Drag (vortex and parasitic)

® Sudden compressions such as shock waves

Using the coffee cup analogy from the example in Section 2.1.2, in order for the
combined entropy of the coffee cup system and the environment to increase, thermal
energy may be transferred out of the cup via heat. This is because the entropy
of the coffee cup system decreases during cooling, yet the sum of the system and
environmental entropy increases, thus entropy generation in line with the second
law. Meaning the premise of thermal energy being transferred into the cup is not
possible, as would result in negative entropy generation. The second law therefore
provides additional insight to the first law analysis, in the following areas:

* Feasibility. The second law states a system moves to become more disordered
and that entropy, a measure of disorder, can only ever increase in a real system,
thus can only be positive when energy is transferred to a cooler source. This
is an important distinction, because the first law does not distinguish between
heat and work transfer.

e Irreversibility. The wastes or losses can be quantified by entropy generation.
The increasing entropy in a system marks the approach to thermodynamic
equilibrium, the point of maximum entropy. As such entropy is a measure of
the unavailability of work potential.

17
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Figure 2.2: Energy Quality as a function of its temperature

Availability. The energy quality can be seen as the absolute inverse of the Carnot
efficiency (€) an expression for the maximum amount of work that can be taken
from the coffee cup as a function of the coffee temperature, T}, and the room
environment temperature, Tp

Energy Quality = E‘ = ‘ hi—To

T

Plotting the absolute inverse of this function gives the quality factor, a mea-
sure of the quality or available energy (exergy) in a system, see Figure 2.2.
This shows the farther the system is from thermodynamic equilibrium (higher
temperature) the more available the system energy. Another interesting impli-
cation is that the exergy of a very cold body far exceeds its low energy content
as heat is taken from the environment. Thus, the amount of available work is
high, as work is done on the body.

* Optimal Efficiency. Taking the internal combustion engine as an example, the
standard first law efficiency of such an engine is usually around 20% [15]. This
first law efficiency (#71) can be calculated as

n= Wour — Wiy
Qhot
The idealized (Carnot) process provides the tools to provide a more accurate
obtainable efficiency. A reversible process never occurs in nature, but can still
be used in thought experiments to provide a theoretical upper limit for the per-
formance of a device, through a second law efficiency which informs how well
the process could ever do compared to the reversible cycle efficiency (17repersivie)

n = (UI)Irreversible (2'3)
Reversible

2.3 INTEGRATED THERMODYNAMIC ANALYSIS

It can be postulated that when applied individually energy or entropy analysis are
incomplete. Undertaking a first or second law analysis in isolation provides insight
into the thermodynamic process behaviour, however neither describe the system
processes completely. The application of the first and second law together, outside
propulsion, is sometimes considered an abstract concept as energy and entropy are
thought to be separate state properties. However, the contrary is true, where a syn-
thesised application allows the energy transfers of a system to be described with the
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first law, and the second law providing insight into the feasibility, directionality and

the losses of useful energy with each of these energy transfers.

2.3.1  Coupling the Laws of Thermodynamics

The first mathematical synthesis of the first and second laws of thermodynamics
was defined as available energy which was posed by Gibbs in 1873, defining the term
enthalpy (H = U + pV) as a measure of the total energy of a system, the sum of the
internal energy (U) and the product of pressure (p) and volume (V). The Gibbs Free
Energy (G) is a theoretical value that defines the maximum work that can be obtained
from a closed system undergoing a reversible, isothermal (constant temperature) and

isobaric (constant pressure) process

G(p.T)=U+pV— TS (2.4)
I Law II Law

It will become evident that exergy is conceptually related to Gibbs Free Energy, and
as such a suitable starting point to define exergy is to understand what is meant by
Gibbs Free Energy.

Gibbs Free Energy is a thermodynamic potential that indicates the amount of

work obtainable from a system undergoing an isothermal and isobaric process

A similar formulation is that of Helmholtz free energy (F), which defines the maxi-
mum work that can be obtained from a closed system reversibly through a isothermal

and isochoric (constant volume) process.

F(T,V) =U—-TS

2.3.2  Closed System Exergy

Exergy can be viewed as an extension of Gibbs and Helmholtz Free Energy where
the available energy is not dependent on whether or not it is an isothermal, isobaric
or isochoric process, however it is dependent on the unconstrained environment in
which it resides. Ayres [15] highlights the similarity and difference of exergy to these
two forms of free energy, as:

“The most general of all thermodynamic potentials of course is exergy, defined
as the maximum amount of work that can be extracted from a system without
any constraints on volume, pressure, temperature or composition.”

- Robert Ayres [15]

Understanding the two fundamental principles of thermodynamics, a combined
definition from Sciubba [162], Bejan [20], Naterer [118] and Ayres [15] can propose a

synthesised statement of the first and second laws.

The maximum theoretical useful work obtained if a system is brought into ther-
modynamic equilibrium with the environment by means of processes in which
the system interacts only with this environment. Exergy is a measure of the
departure of the given state from the environmental state (distance from ther-
modynamic equilibrium), the larger the departure, the greater the potential for
doing work. It is not a conserved quantity (like energy) but it is possible to
construct an exergy balance for any energy or materials transformation process,
accounting for inputs, process losses, useful products and wastes.

Thus analysis using the simultaneous application of the laws of thermodynamics
within a defined environment is defined as integrated thermodynamic analysis, where

19



20

TECHNICAL FOUNDATION AND FORMULAE

exergy is the metric. The environment in which a system resides is more commonly
known as a reference state, which is defined by thermodynamic variables of reference
temperature (Tw), reference pressure (Po) and reference chemical potential of species
'k’ (yy.,), see Figure 2.3a. In practice an environment is defined by any environmental
state, so for an aircraft system the environment is stated as a temperature, pressure,
velocity, chemical composition and position as shown in Figure 2.3c. However whilst
all are required for exergy analysis the temperature is the most important as thermal
energy transferred via heat is the least available form of energy, and the transfer

associated with entropy generation (Figure 2.3b).

The exergy or available energy of an independent system residing in a given en-
vironment is defined by the system exergy (Xsys). This can be easier understood by
subdividing the total system exergy into contributing parts. Note the difference to
subdivision given in Section 2.1, where the exergy terms are not subdivided into
just kinetic and potential terms. Kinetic, X1, and potential, Xy, exergies can only be
transfered via work and are ideally converted, however the thermal, X{;, and chem-
ical exergies, X¢y,, are transfered via work and heat (not ideally) so are quantified

separately. Thus
Xsys =Xy + X1+ Xy + Xcp (25)

with the sub-exergies being defined as:
¢ Thermal exergy (Xy;)
— Internal exergy (closed system)
— Enthalpy exergy (open system)
¢ Kinetic Exergy (Xt)
— Mechanical (objects in motion)
- Radiant (electromagnetic)
- Sound
¢ Potential Exergy (Xy)
— Gravitational
— Stored mechanical (elastic)

Nuclear

Electrical

Magnetic
¢ Chemical Exergy (X¢y,)

The thermal exergy is defined as the work obtainable by taking the system through
a process such as compression, expansion or heat exchange, to the temperature and
pressure states of the environment [15]. For a closed system (non mass transfer) the
thermal exergy can be simplified to the internal exergy of the system

Xy = (U = Uso) + Poo (V = Voo) — Too (S — Sex)

where the maximum work that can be output is a function of the internal energy
(U), volume (V), entropy (S), the environment temperature (Tw) and pressure (P).
However in an open system, the exergy of mass flow must be accounted for, as given

in the enthalpy exergy

(h—he)
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(c) Open thermodynamic system and its interactions with the environment of an aircraft

Figure 2.3: Thermodynamic Systems
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where a clear resemblance to Gibbs Free Energy (equation 2.4) can be seen, however

in this case for a fully defined unconstrained environment.

The kinetic exergy is defined as the work obtainable from movement, be it the

motion of waves, electronics, atoms, molecules or substances.

Xy = %m (V = Veo)?

[ ——
Mechanical

The potential exergy is defined as the work obtainable from system state (e.g. posi-
tion, chemical composition, etc.), where the system has a disparity in some form to

its environment which enables it to do or receive work.

K@-aw) | CY=Ya)?
2 2

Stored mechanical  Electrical (capacitor)

Xy =mg(q —qoo) +
N e’

Gravitational

In practice kinetic and potential exergy are both perfect forms of exergy, in that they
can be completely converted to work, given a null reference state.

The chemical exergy is defined as the maximum amount of work obtainable by
taking a system reversibly to the same chemical composition as the environment,
with environmental temperature and pressure conditions. Camberos [40] formulates

a mass derived chemical exergy (equal to the mole derived function) as given by
n
Xen =Y vi (i, — i) (2.6)
i

where the exergy is a function of the chemical potential (y;) and mass ratio (y;) as
opposed to alternative stoichiometric mole ratio (v;;/v;) relationships of Simpson
[164].

Whilst this is a form of potential exergy, it cannot be perfectly converted to work.
In addition to the exergy losses through heat generation (entropy production) found
in reactions such as combustion, irreversibility is generated as gaseous compounds
are released to the environment at dead state chemical potential, for example carbon

dioxide and water vapour.

2.3.3 Exergy Transfer

Exergy (as with energy) can be transferred into and removed from a systems con-
trol volume through three means; mass flow, heat and work. Considering a closed
system, exergy can only be transferred by heat or work.

The flow exergy, ¢, can be used to define the exergy of the mass flow into and out

of the system
myp = Xsys = Xu + XT + XV + XCh (2.7)

The flow exergy can be used to define the exergy of the mass flow into and out of
the system, as mass contains exergy as well as energy and entropy, and the exergy,
energy and entropy contents of a system are proportional to mass.

The second law tells us that the maximum work that can be obtained from en-
ergy transfer between a system temperature, T, and environment temperature, Ty, is
through the Carnot cycle heat engine. As such the Carnot efficiency describes the
fraction of heat that can be transferred, and ultimately the total amount of useful
work, known as the exergy transfer by heat.
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Assume that the system temperature is not constant over the location of the heat
transfer, the exergy transfer by heat is given by the integration:

Xiewt = | (1— —) 5Q (28)

Exergy transferred by work is equal to the work input or output itself
Xwork =W

However in the case where work is done by or on surrounding atmospheric pressure
a loss in useful work output must be accounted for. Take a weightless and frictionless
piston as an example, work must be done on the atmospheric air to move the piston
as work is input into the system and the pressure rises. Thus the exergy transfer due
to work becomes

Xework =W — POO(Vl - VO) (2-9)

The exergy balance is used to identify the change in exergy of a system given a
specific exergy transfer. Coupling the equations for mass transfer, heat transfer and
work transfer with the exergy destruction principle leads to an expression for the
balance of exergy equation representing a synthesis of the first and second laws. For
a closed system the exergy difference is dependent only on heat and work transfer
as no mass transfer is allowed. Combining equations 2.8 and 2.9 the expression for
exergy change is given as

X, — X, :/(1_ Ti’) Qdt — {/Wdtjupm(vm—vl)} — TeoSgen

Given as a rate change in system exergy as:

dXep

To \ - AVey ;
R T

The open system is an extension of the closed system, yet in this case exergy

changes are allowed through mass transfer. Substituting Equation 2.7 gives,

Teo
X2 — X, =Z(1f —) Qs — (W = PalVy = V) + L = T~ o
out
(2.10)
Given as a rate change in system exergy as:
dXeo Too\ - AVey
= 1-— — Poo ——
w Il g )
Heat Transfer Work Transfer (2.11)
+ Z i — Y iy —Xp
out

Mass Transfer

A thought experiment is provided in Appendix A to clarify the difference between
energy, entropy and exergy.
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Figure 2.5: Geometric definition of a concave entropy function [37]

2.4 DERIVED PROPERTIES OF ENTROPY AND EXERGY
2.4.1  Concavity of Entropy

Entropy is an abstract principle that is hard to understand due to the inability to
measure the property. If a systems entropy could be known, the number is incon-
sequential unless the maximum value is also known. Thus, Naterer [118] and Cam-
beros [37] show it is the generation of entropy that is significant in the design process,
with the knowledge that entropy is always increasing to an eventual maximum value.
This leads to one of the fundamental principles of entropy in that it has a concave
geometric profile, which is critical when understanding the non-negative nature of
entropy generation. Previously it was defined that entropy is only associated with
energy transfer through heat currents and not work, thus for simplicity a system
only allowing heat transfer is considered for this derivation. The first (equation 2.1)
and second (equation 2.2) law of thermodynamics can be substituted and expressed
together as

1
Sgen = Seo — S — U

Teo
Introducing specific heat, ¢, = %
c

This expresses entropy generation as a function of temperature, using the specific
heat capacity at constant volume, ¢, (J/mol.K). Taking this concept one stage further
and introducing the thermodynamic relation for specific heat and entropy (% = g—%)

Plotting this function for entropy against temperature as in Figure 2.5, it can be noted
that the entropy generation function is concave, as such entropy is always increasing
asymptotically to a maximum value, the point at which available energy is zero.

2.4.2  Guoy-Stodola Identity

Gouy [74] and Stodola [170] derived an expression for entropy such that it was in
terms of useful energy (exergy) and thus easier to quantify in energy units of Joules,
and understand the energy lost due to entropy generation. The derivation comes
from an upper bound work transfer out of the unsteady open system, where the
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first and second law are expressed as equation 2.1 and equation 2.2 respectively.

Simplifying to remove heat transfer

. 1
Winax =Y 1t (h+ Eqz+gq+Ts)
in

1
=Y it (h+fq2+gq+Ts)
out =

d

— 2 (E~TwS)

Of engineering significance is the difference between the maximum work output
and the actual work output. In this treatment it is recognized that this quantity is the
lost available work (destroyed exergy) and on a unit time basis, lost available power,
or rate of exergy destruction associated with the degree of irreversibility

XD = Wmux - W

The destroyed exergy is zero when the system operates reversibly, while in the ir-
reversible cases destroyed exergy is always positive. The fact that destroyed exergy
is always positive has nothing to do with the sign convention adopted for work
transfer. The lost available work (destroyed exergy) is not an energy transfer inter-
action system-environment, such as work and heat transfer. Lost available work is
a measure of the inequality sign in the second law, a measure of the degree of ther-
modynamic irreversibility. By merging equations with the first law an important

relationship between destroyed exergy and entropy generation is derived

. 1 '
Xp = Tw (S L st+2ms)
ot Te in out
By simplifying with the expression for entropy generation as in Equation 2.2, the
Gouy-Stobola identity for an environmental temperature is defined as

Xp = TeoSgen (2.12)

The Gouy-Stobola theorem is actually defined as a direct proportionality between
entropy generation and exergy destruction. In the above case the constant is the
environmental dead state temperature, however this could be a different constant
dependent on the system being analysed, so

XD X Sgen

“The sum of the entropies of all the bodies taking part in any [real] process what-
ever is at the end of the process greater than at its beginning... For irreversible
processes of any nature (also chemical), the useful work suffers a reduction equal
to the product of the resulting increase of entropy in all the bodies taking part
in the process and the temperature of the heat-abstracting reservoir, that is, the

environment.”

- Aurel Stodola [170]

2.4.3 Conwvexity of Exergy

Above it was defined that destroyed exergy is always positive as it is a measure of
the inequality sign in the second law, which is a measure of the degree of thermody-
namic irreversibility. Thus it is possible to show that unlike the geometric concavity
of entropy, exergy is in fact geometrically convex, see Naterer [118] and Camberos
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Figure 2.6: Geometric definition of a convex exergy function

[37]. To derive this, it is assumed a system has only thermal exergy as defined in
Equation 2.11 formed with the specific heat capacity,

X =T+ PV — TaoS

. . 6S ... IS .
S—Sgen‘i’ﬁT‘i’ WV

Combining these equations along with the thermodynamic relations gTsl = % and
S P

oV T
. . : : 6S . 6S..
, T. . P\ . .
X - (1 - %") T — (Poo - TOOT) V = —TwSgen

From the second law of thermodynamics (Equation 2.2) it can thus be stated that

. T . P\ ..
X—(l—T)CvT—(POQ—TOOT)VSO

This result proves the geometric property of convexity for exergy. Thus the geomet-
ric properties of concavity and convexity for entropy and exergy respectively are
equivalent. An example function plotted for exergy vs temperature can be seen in
Figure 2.6.

A further example can be found in Appendix A calculating the exergy of a stream
of gas.

2.4.4 The Exergetic Thermodynamic Relation

The fundamental thermodynamic relation is a coupling of the laws of thermodynamics,
to describe a closed system allowing rate changes in the internal energy through
entropy and volume variations assuming an uniform temperature and pressure at
constant chemical composition, given as

du =TdS — pdV
N~
oW
Here the work transfer is work done by pressure for given volume changes. In the

same way exergy can be viewed as an unconstrained Gibbs Free Energy, the funda-
mental thermodynamic relation can be expanded to include exergy terms, to form
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the exergetic thermodynamic relation for an open system, accounting for the aircraft
environment of volume (Vo) and free stream velocity (#/c0)

Poo (Vi — Vi)
_\/_/

1
SW = / PAV =
] Xy

The mechanical work done can be defined in terms of Gibbs Free Energy enthalpy,
Equation 2.4, as

(Hl _Hoo) + PV = {(ul - Uoc) + PV _PooVoo}+PooV1
Poo (Vi = Vo) = (H1 — Heo) — (U1 — Uwo) — V1 (P; — Po)

Substituting this into the work equation
6W = (H1 — Heo) — (U1 — Uoo) — V1 (P1 — Po)
Coupling with Equations 2.1, 2.2 and 2.7

(Ul - uoo) =T (Sl - Soo)
—{(H1 — Hoo) — (U1 — Uso) = V1 (P1 — Poo) }
+Zm(¢+5)—2m(¢+5)

out

Simplifying and putting in terms of mass specific exergy, ¥

(P1=Poo) = p (I —heo) = pT (51 =50) =Y 0 (P +S) +)_p(¥+S)  (213)

in out
Equation 2.13 defines the amount of system exergy (isys) that can be extracted from
a system taken into pressure equilibrium with the environment for a given exergy
destruction (p) due to irreversibilities. This relation can be used in further deriva-
tions as a fundamental relation from the coupling of the first and second laws of

thermodynamics.

2.5 CHAPTER SUMMARY

This chapter provides the technical foundation behind exergy analysis on any system,
from the first and second laws of thermodynamics, Equations 2.1 and 2.2 respectively,
through to the coupled formulation in the exergy transfer equation (Equation 2.9).
A clear distinction between the terms energy, entropy and exergy has been made,
with relationships such as the Guoy-Stodola identity (Equation 2.12) showing how
concepts such as entropy and exergy are related through the destruction of useful
work or exergy. As mentioned in Chapter 1 for aviation design, first law methodolo-
gies based on energy have been applied through fuel burn analysis, however using a
coupled first and second law approach such as exergy analysis has not been applied
within industry except for the design of propulsion systems.

Exergy analysis results can be obtained by simply understanding how the compo-
nents and their interactions are connected. Detailed information on the performance
of a sub-system is not typically required, making it a useful tool from the preliminary
design phase and through production. Exergy analysis provides

“a consistent framework within which losses can be compared within machines,
between machines of different types for the same job and with perfection in the
form of the completely reversible machine.”

- Clarke & Horlock [47]
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Thus it is feasible to formulate a set of vehicle design requirements stated in terms of
the total energy use of the system, as an alternative view to that of discipline specific
optimisation (see Figure 1.5a). All systems over the flight mission can therefore be
modelled in terms of the fuel energy used and exergy destruction losses. One of
the convenient properties of exergy analysis is that exergy is more easily interpreted
than entropy, as exergy has the same units as energy (Joules), and as such in an
economic analysis (also referred to as thermoeconomics in texts [19], [140] [141]) as a
monetary value can be assigned to the loss of exergy in terms of energy cost, based
on the cost of fuel per Joule for example. Then a simple comparison of every system
can be made under the metric of exergy destruction in terms of fuel use.

Chapter 3 will show how the methodology detailed in this chapter has been ap-
plied to academic work in aerospace systems.
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From 2001 to 2009, the Air Force Office of Scientific Research funded research into
exergy based methods for aerospace vehicle design [71]. Camberos and Moorhouse have
summarised much of this US Department of Defense funded research in Exergy Anal-
ysis and Design Optimization for Aerospace Vehicles and Systems [40]. The international
research community applying exergy analysis to aerospace systems appears to be
quite small, with Camberos and Moorhouse being involved (and leading) any US
based research through various institutions including University of Dayton, Virginia
Polytechnic Institute, Clemson University and Missouri University of Science and
Technology, all of which have sizeable research groups working on exergy analysis.
However there is plenty of interest in the topic outside of the US, with ONERA
in France [11-14], Anadolu University in Turkey [61, 168, 178], Canadian National
Research Council [135],University of Sao Paulo in Brazil [50, 51, 68, 69], Cranfield
University [79, 80] and Bath University [24] in UK to name just a few.

The significance of exergy analysis research is shown by Giurgiutiu [71] who cites
the studies of Moorhouse and collaborators at the Air Force Research Laboratory
(AFRL) into exergy-based multidisciplinary design as one of eight fundamental re-
search projects for future flight structures. One of critical outputs from Moorhouse’s

work is

“[changing the] analysis/design paradigm from energy-based to exergy-based
(specifically, minimum exergy destruction). This shift in methodology is even
more critical in exploratory research and development where previous experience
may not be available to provide guidance.”

- David Moorhouse [54]

This leads to the conclusion that the exergy-based conceptual framework enables
the design of truly energy-efficient, integrated systems, subject to constraints. This
chapter will therefore provide a summary of how exergy analysis has been applied
to aerospace systems to date and discuss the limitations to the application and how
it can be expanded for further use. Many of the insights drawn in this chapter can
be seen in [78].

3.1 COMPARING EXERGY ANALYSIS TO CONVENTIONAL ANALYSIS

Periannan [131-133] applied exergy-based analysis and optimization methods to the
synthesis/design and operation of aircraft systems to show the advantages of such
a method over first law methods. This was done by comparing different objective
functions to the same design; minimizing take-off gross weight, maximizing thrust
efficiency, maximization of thermodynamic effectiveness, and minimizing exergy de-
struction. Periannan stated

“As long as the constraint space is the same, an energy-based objective produces
the same optimum as that of the exergy-based objective provided that they are
equivalent forms of the same thing, for example, fuel consumption”

- Vijayamand Periannan [131]
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(a) INustration of the turbojet used in Doty Analysis [55]
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(b) Schematic of the simplified turbojet system used for exergy analysis[55]

Figure 3.1: Doty Geometry for comparison of 1st Law and Exergy Analysis

When this analysis was extended beyond propulsion and Environmental Control
System (ECS) to include the aerodynamics (by definition not an energy system in the
traditional sense), Periannan showed the equivalence between the energy and exergy
objectives no longer holds. The need for a common currency points generally to the
need for exergy as the basis for both analysis and optimization [132].

Doty [54] [56] [55] takes a similar comparison exercise, in this case a complex
turbo-jet engine (Figure 3.1a) is simplified into interacting thermodynamic systems
(Figure 3.1b); in this simplification of a complex engine system 1 represents energy
production (compression, mixing, combustion), system 2 represents energy transfer
(duct or pipe), and system 3 represents energy conversion (work-extraction via tur-
bine device). The paper aims to compare the same system process from an energy
based first law method

. . . d .
Q — Ws — Wanear — Wother = 3 /CV epdV + /CS (e+po) pVdA
as previously given in equation 2.1 and an exergy based second law method
dXCV . TQ . . dVCV / = - .
<V /C . (1 7 ) 00— (W R ) + [ eV (44) ~ %p

for the exergy transfer in an open system as in equation 2.11.

Three main conclusions are drawn from this comparison, which shows the advan-
tages of the second law approach over the traditional first law methods [54]

® Second Law analysis provides physical limits on performance that the first law
analysis does not

¢ First law energy analysis yields operating conditions that are not feasible, thus
cannot exist. In the body of work, 40 % of the results obtained from the first
law analysis were not feasible.

* The exergy destruction focus provides a consistent accounting for all forms of
losses regardless of point of origin
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These examples have shown exergy analysis to be an excellent tool for optimising
individual sub systems, however the true potential of exergy analysis is the integra-
tion of the different technical disciplines, under a complete system of energy systems
[39]. Optimization based on minimum exergy destruction can be used as a MDO
technique required for the analysis of aerospace vehicles in terms of the efficient use
of on-board energy [39]. This style of analysis could be done at any stage of design
on high or low fidelity models where the whole system is modelled and mapped
over the entire mission profile and all locations of exergy destruction highlighted.

3.2 EXERGY ANALYSIS APPLICATION TO PROPULSION SYSTEMS

Thermodynamic methods, such as exergy analysis, can provide a means for account-
ing for resources and wastes in a systematic uniform way. However application
of these methods have been limited in application mainly to design optimisation
of classical thermodynamics-based disciplines, and have not seen much usage in
other areas. Early exergy analyses were concerned with extracting the maximum
exergy from a hot gaseous stream which is discharged into the environment, as in
an aircraft engine [19]. One of the reasons exergy research has focused heavily on
thermodynamic dominant propulsion systems is the view that in comparison to ex-
ergy destroyed due to propulsion, all other forms of irreversibility are essentially
negligible, thus the focus for reduction through optimisation is on the engine [154].
It should however be noted that reducing the aerodynamic drag will result in a lower
thrust requirement from the engine, lowering the energy use.

From an exergy perspective, conventional turbofan engines convert chemical ex-
ergy into mechanical and electrical exergy for use by other aircraft systems. At the
beginning of a flight the source of exergy for transport aircraft is defined by the
quantity of fuel and the chemical exergy contained within. Chemical exergy arises
when there is a disequilibrium between the resource and environment leading to a
chemical potential. This could be a potential created by a concentration gradient of
compounds freely available in the environment, such as oxygen, carbon dioxide and
methane. Or exergy arises from a non-environmental compounds, a typical example
being fuels. In both scenarios work can be extracted as the resource and environment
are bought into chemical equilibrium.

Applying exergy analysis to aerospace systems is not a novel concept, with work
dating back to the 1970s. The application of exergy analysis is applied to steady
state propulsion systems, a clear extension to the previous applications of exergy to
thermodynamic systems such as power stations.

“In time, the engines of nature acquire configurations that flow more easily, and
this means that they evolve toward less entropy generation, and more production
of motive power per unit of useful energy (exergy) used.”

- Adrian Bejan [22]

Examples of this work can be found in Sciubba [162], Glansdorff [72], Bauer [17],
Maltry [104], Clarke & Horlock [47], Lewis [99], Li & Qiu [102], all of which un-
dertook early optimisation analysis of aeronautic propulsive systems. This area is
still under development today, with huge potential for improvement in efficiency of
aircraft engines.

More recent approaches to applying exergy principles to the optimisation of propul-
sion systems, include Dincer [52], Clarke [47], Marley [107] and Ehyaei [61] in tur-
bojet engines and Doty [56], Roth [156] [155] [158] and Riggins [147][150][148] in

turbofan engines for commercial aircraft.
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Figure 3.2: Chalmers University open rotor (left), pulse detonation core (right) [76]

Noticing the lack of diversity in exergy analysis application beyond turbojets and
turbofans, Gronstedt [76] included other potential future engines, using an assumed
future 2050 optimised turbofan configuration as the baseline. Gronstedt performed
an exergy analysis on an (futuristic) open rotor engine from Chalmers University,
an intercooled recuperated engine and an engine working with a pulse detonation
combustion core, which are the three alternative configurations he saw as the future
of aircraft propulsion (see Figure 3.2). Whilst Gronstedt showed the alternatives
proposed provided a valid alternative to the turbofan configuration from an exergy
perspective, what is more interesting are the conclusions on the use of the exergy

metric, which were

“A striking strength of the analysis is that it establishes a common currency for
comparing losses originating from very different physical sources of irreversibil-
ity. This substantially reduces the complexity of analyzing and comparing losses
in aero engines. In particular, the analysis sheds new light on how the intercooled
recuperated engine establishes its performance benefits... As part of analyzing
the computational results it has become evident that exergy analysis is also quite
rewarding when a comparative analysis of different engine architectures is car-
ried out.”

- Tomas Gronstedt [76]

An area for which exergy analysis may prove highly beneficial is in providing ev-
idence for the integration of electric engines, an area of research gaining increasing
focus for future aircraft. Schmitz [161] initially shows the shortcomings of traditional
analysis methods, and then demonstrates how the unified figures of merit provided by
exergy are useful in allowing for consistent comparisons between electric and con-
ventional engines. Schmitz’s work is concluded with a detailed comparison between
a conventional turbofan, a parallel-hybrid turbofan, a novel integrated-hybrid turbo-
fan concept, and an entirely electrical fan concept [161].

One should be mindful that individual sub-systems (such as propulsion) opti-
mised separately to the complete system are unlikely to be an optimised system
as different sub-systems will have adverse effects on each other. So whilst use of
exergy methods has been used for propulsion sub system optimisation, unless this
is integrated into the complete system, an optimised result will not be achieved.
Justification for this top level systems approach can be seen from the analyses and
optimisation of hypersonic vehicles (ramjet and scramjet) through exergy analysis
by Brilliant [33], Markell [105] [106] and Tang [172]. What this work showed is that
to fully realise the benefits of exergy analysis, what is needed is extension past just
modelling the propulsion system to include the full system being mapped for its
exergy uses, including application to the airframe and its losses through irreversibil-
ities, providing a more holistic approach to the design process [161].
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Figure 3.3: Entropy generation around the By47-200 aircraft and wing sections [5]

3.3 AERODYNAMIC AND STRUCTURAL OPTIMISATION USING EXERGY

Entropy generation or exergy destruction due to aircraft aerodynamics are usually
far smaller than the exergy destruction within the propulsion system. This does not
however mean there is no purpose to optimise aircraft aerodynamics, as it may be
the case reducing exergy destruction due to drag is more cost effective than reducing
total engine exergy destruction. Exergy analysis also proves to be a useful tool for
wing optimisation when the aerodynamics are considered in isolation from the rest
of the aircraft.

Significant resources have been put into optimising aerofoil shape and wing lift
distribution to maximise lift to drag ratio, with these activities continuing to date for
all new aircraft. Exergy analysis can be of benefit in improving the thermodynamic
performance of the system by highlighting the mechanisms generating entropy and
allowing the designer to pinpoint areas for improvement, or help dump unwanted
energy from the system in landing or gust events.

Given the wide adoption of Computational Fluid Dynamics (CFD) in the design
of aerodynamic systems, integration of exergy analysis into CFD solvers or as a
post processor is an important step to make exergy analysis fully versatile. The
constitutive form of entropy generation, which is mathematically equivalent to the
transport equation for entropy, is given by Alabi [4-8] as

. o 1 “au,- Jk oT
Sgen = T oxj T2 dx (1)

which is used by Alabi to calculate the entropy in the flow over the airframe sub-
system aerodynamics (AFS-A) of a Boeing 747-200, cruising at Mach 0.855. Alabi
ran the simulation with both inviscid and viscous flows, and showed that given the
low temperature gradients the entropy production was dominated by the viscous
dissipation, as such only the viscous flow simulation modelled entropy production
(negligible amount of entropy were generated using the inviscid flow due to minor
contribution from temperature gradients). Examples of the output entropy genera-
tion are given in Figure 3.3. Alabi validated this work using Prandtl-Glauret airfoil
theory for a lumped parameter model [4, 5].

Focusing on the Blended Wing Body NASA N3-X configuration, Arntz [11-13],
showed the same conclusion as Alabi in that viscous dissipation dominates entropy
generation in drag. This is as one would expect given the viscous dissipation is the
dominant factor from turbulence and the lift-induced drag. Arntz’s work also inves-
tigated the exergy analysis of a blended wing boundary layer ingestion (BLI) system,
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Viscous Anergy
Wave Anergy

(a) Wing tip vortex of NASA CRM [111] (b) Entropy generation CRM plot [111]

Figure 3.4: Output from McGuire CFD analysis on NASA CRM

and identified components of recoverable exergy in the wake/jet of the aircraft that

could be recovered using BLI methods.

Using a FORTRAN Reynolds-averaged Navier Stokes flow solution, Arntz [14]
computed the entropy generation around the NASA Common Research Model (CRM)
configuration travelling at transonic speed, thus as well as the parasitic and vortex
drag components of entropy generation, Arntz was able to show the entropy gener-
ated in shock waves. Replicating and extending the work of Arntz at ONERA [14]
McGuire [111] used the NASA Common Research Model (CRM) to calculate the en-
tropy and exergy destruction in the induced, parasitic and wave drag, calculating the
power loss (exergy destruction rate) for the CRM cruising at transonic speeds. Some
examples of the results from McGuire are given in Figure 3.4.

Memon [112] provides a more detailed study for the exergy destruction in vortex
drag, through experiments in a water tunnel at Institute of Aerospace Systems, fo-
cusing on the exergy distribution in the vortex for a variable angle of attack. When
considering aerodynamics in energy terms, the point of minimum exergy state is as-
sumed to correspond to the maximum lift-to-drag ratio angle of attack. What Memon
showed is that this is not the case, and that it is related to where the wing-tip vortex
changes from a wakelike to jetlike vortex®. This is in agreement with the work of
Lee [98], who showed that at the point where the vortex changes from wakelike to
jetlike is the point of maximum lift-to-drag ratio. Thus Memon concludes

“the exerqy method holds promise as a metric for the improvement of aircraft
performance through the reduction of lift- induced [drag].”

- Muhammad Memon [112]

3.4 MULTI-DISCIPLINARY OPTIMISATION USING THE EXERGY METRIC

Multi-disciplinary integrated design is where the system is considered as the com-
plete collection of sub-systems interacting with one another and the optimisation
of this system. As previously commented, this removes the issues with designing
sub-systems in isolation where a sub-optimal design is usually the outcome.

Conventional Multi-Disciplinary Optimisation uses normalized coefficients to lo-
cal variable dimensions, as seen in the Breguet equation (equation 1.1) with the
aerodynamic, propulsion and structure non-dimensionalised factors. However, such
a method cannot account for essential differences between the aerodynamic, propul-
sion and structural, and the magnitude of sensitivities can mislead the direction of

optimization. Riggins [40] summarised this thought as

Jetlike vortices encase a pocket of axial fluid flow in the vortex that is at a velocity greater than the
freestream [98]
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“In current Multi-Disciplinary Optimisation and Analysis efforts, the various
components and subsystems are still generally evaluated or analysed in terms of
their traditional and unique loss and performance metrics... the characteristic,
property, or quantity being used as the metric for loss minimization at all levels
of system, sub-system, and component design/evaluation should be the same as
or at least explicitly related to the system-level performance objective itself.”

- David Riggins [40]

There is no end point with the evolution of aerospace vehicles where one would
say we have a perfect design, but what exergy offers is a tool to be used to highlight
areas of designs that waste useful energy and thus could be improved to as near
optimisation as feasible, summarised by Bejan as:

“Thermodyanmic optimisation (or entropy generation minimisation) brings the
design as closely as permissible to the theoretical limit.”

- Adrian Bejan [21]

Camberos defines some of the key advantages of the exergy true common currency
objective function for MDO as:

* Sensitivities are normalized according to global dimensions

¢ The magnitude of these sensitivities will be a better indication as to best direc-

tion for system optimization

* Opens viable (excluding physically infeasible) possibilities for revolutionary
design

¢ Provide a clear picture of total system integration

By devising ways to avoid the destruction of exergy, better use can be made of fuels.
By accounting for all the exergy streams of the system it is possible to determine the
second law (exergetic) efficiency. By performing exergy accounting at higher and
higher fidelities, a map can be drawn of how the destruction of exergy is distributed
over the engineering system of interest. In this way the components and mechanisms
(processes) that destroy exergy the most can be identified. It is then by repeating the
exergy analysis on the improved system that one can evaluate the thermodynamic
improvements made due to the second law implementation.

An example of multi-disciplinary integrated design with the use of an empirical
exergy model, Doty [53] showed a surrogate model for a wing and turbo-fan en-
gine, provided benefits from an exergy destruction point of view when compared
to individually optimised sub-systems. Doty also compared the results of a first
law analysis against that of a second law exergy analysis, commenting that the sec-
ond law approach showed which optimisations were actually feasible (the concept
of building directionality into the method).

The conclusions made by Doty [53] regarding the optimisation of integrated sys-
tems, echo those of Riggins [151] [152] who performed integrated system exergy
analysis mainly on hypersonic vehicles. Riggins was also involved with the work of
Marley [107] who took a lumped parameter model of a single-spool turbojet engine.
The work highlighted under what conditions the steady exergy analysis methods can
be applied to the transient operation of a turbojet engine. Marley [107] concluded
that the engine thrust calculated by steady exergy analysis, tracked the actual thrust
during transient manoeuvres, through two analyses on a full aircraft and engine in
different control volumes as seen in Figure 3.5.

Riggins’ [149] work on hypersonics is also documented in Camberos’ textbook [40],
where Riggins discusses how exergy analysis and optimisation provides significant
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Figure 3.5: Control volume definition for Marley study [107]
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advances in aerospace vehicle design, especially of hypersonic flight, where there
is a demand for a thorough and systematic integration of all sub-systems. In this
work, Riggins compared the output of two entropy based optimisation routines for
the vehicle against a known set of design variables that yielded a maximum vehi-
cle performance. The two entropy based method were (1) inclusive of the vehicle
only availability and (2) included (1) but with the far field wake entropy generation.
Riggins showed using a simple academic example (Figure 3.6) that for hypersonic
vehicles the wake entropy generation can be three to five times larger than entropy
generation associated with the vehicle itself, thus the far-field volume must always

be included in analysis.

3.5 FULL VEHICLE EXERGY ANALYSIS

Complete aircraft optimisation is the process of performing an exergy analysis over
the complete flight profile and assessing the exergy flow and use throughout the
system, to the point of total exergy destruction. A widely published and referenced
body of work detailing an application of complete aircraft exergy analysis is the
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morphing wing optimisation of a future advanced air to air fighter (AAF) [32, 35, 105,
116, 117, 130-133, 135, 140, 141, 166, 167, 179]. This is an example of a widely applied
application of exergy analysis where it is coupled with large-scale optimisation of a
system, the principles of which are the same as discussed in previous sections.

The initial study into the AAF by Von Spakovsky [179] simplified the AAF into
two sub-systems, the propulsion and airframe. The aim of the study, based on the
DARPA morphing aircraft structures programme, was to perform optimisation stud-
ies on the AAF airframe at different flight phases where the wing sweep, length,
root chord length and tip chord length were the parameters to be optimised. An
empirical exergy analysis was undertaken on these different configurations by Butt
[35] with fuel consumption as the comparable output. A standard fixed wing fighter
jet was also included for comparison. The model does not include actual morphing
technologies, just the geometries they would create. Therefore to account for the
additional components Butt [35] applies fuel and wing weight penalties as shown in
Figure 3.7.

The conclusion to this work was that if the morphing technology had a weight and
fuel usage that lay in the shaded region of Figure 3.7 the morphing wing provided a
benefit in terms of total fuel consumption, as derived from an exergy perspective.

This work was extended by another masters student of Von Spakovsky, Smith
[166], who took the same model of the AAF propulsion and airframe, but increased
the complexity by including other exergy consuming devices such as the ECS, fuel
loop system, vapour compression loop system, electrical systems, central hydraulics
systems, oil loop system and flight control systems.
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36 MAPPING EXERGY OVER THE VARIABLE FLIGHT ENVELOPE

Ground based systems, such as power stations, which are typical subjects of exergy
analysis have a relatively consistent external environment, so can be assumed to
have a constant reference state. The majority of exergy analysis applied to aerospace
vehicles makes the same assumption, whether this be a ground based propulsion
system or assuming the complete vehicle operates only in the dominant cruise phase
of flight. It is accepted that the maximum thrust obtainable from combustion is
dependent on the composition of the environment in which the system operates, ex-
ergy analysis broadens this to any transfer of heat or work being dependent on the
environment. In such a way, when exergy analysis is extended for use in aerospace
applications it is evident that the external environment should be far from constant
through the mission profile. The thermodynamic variables of temperature and pres-
sure will significantly vary at sea level when compared to aircraft cruising altitude.

The reference state difficulty associated with aerospace exergy analysis has been
studied by both Dincer [52] and Berg [23] [24] [25].

At a more fundamental level, Sciubba [162] states in relation to chemical exergy
selecting a set of reference substances and determining their average concentration in the
earths crust. These reference substances are the basis for the calculation of the exergy of the
individual chemicals. The problem of how to identify a convenient "average composition” of
the lito- hydro- and lower atmosphere was debated. Small differences in the reference elements
produce substantial differences in the exergy values for most practical metals and fuels. At
present, in practice all exergy calculations are based on the reference environment published

by Szarqut [171]

Gandolfi [68] mapped a complete flight mission of a commercial aircraft, identi-
fying exergy destruction at different phases of flight. Figure 3.9 shows the results
Gandolfi found for the distribution of irreversibilities among flight phases, where
whilst cruise (assumed to be 40 minutes) is the largest destroyer of exergy, it does
not overshadow the other phases as to make them negligible. A development of Gan-
dolfi’s work would be to evaluate the actual flight missions of airlines, because each
aircraft can be used for a variety of different missions, often being used for missions
the aircraft was not primarily designed for.

Dincer [52] adapted the work of Clarke [47] on theoretical analysis of aircraft turbo-
jet power plants to include a variable reference state, which Dincer compared against
constant reference states at sea level and cruise altitude. The chosen comparison met-
ric was the cumulative rational efficiency

[y Pr(t)dt
o Xin (£) dt

a function of the thrust power extracted, Pr and the input exergy from fuel, X;,,. Din-

¢7cum =

cer defined this because he found that irregularities in the instantaneous efficiencies
with flight distance are put into better perspective in terms of their impact on engine
efficiency over an entire flight by weighting them by this ratio. Thus, short phases of
flight such as take off, where the turbojet is running at a higher efficiency does not
overwhelm the dominant phase of cruise flight.

Figure 3.10 displays the compared variable reference state and two constant states
at sea level and cruise altitude. The sea level reference state can be seen to over-
estimate the efficiency of the turbojet when compared to the variable model, as well
as having an inverse increase in efficiency during climb. This increase of efficiency
during climb is an illusion of negative exergy in the incoming airflow, which occurs
due to the growing discrepancy between the modelled sea level state and the actual
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Figure 3.10: (a) Turbojet cumulative rational efficiency for various reference states [52]

state at altitude. The cruise altitude reference state creates a positive illusion of exergy
during the climb phase, starting from a fictitiously low engine efficiency. However
because the flight mission is dominated by cruise the plateau efficiency is close to
that of the variable reference environment. Dincer [52] concludes that the variable
reference state should be used for aerospace power unit applications, with a cruise
altitude constant reference state only being used where there is suitable justification
to not model the variable reference state.

Dincer modelled a flight mission dominated by the cruise phase of flight, which
may be suitable for commercial flights. For a military flight mission there is typically
no dominating flight phase as such the only option would be to use a variable refer-
ence state, or else errors in both numerical accuracy and predicted trends would be
more evident with the constant state model.

Etele [62] conducted a similar analysis to Dincer on varying reference states (Ty,Pp)
by taking a turbojet engine and modelling the sensitivity of exergy efficiencies to the
reference environment. Etele undertook an analysis that compared reference states
based at ground level, cruise altitude and one that varies the conditions based on
flight phase. In contrast to the conclusions of Dincer, Etele was able to show that the
exergy efficiency of a simplistic approach (ground level or cruise reference) gave a
similar result to that of the complex variable reference state. However, the work of
Berg [23] [25] on time-variant exergy analysis concluded that for a complete system
mapping the vehicle exergy must allow for time variant analysis. Such an analysis
allows for temporary storage of exergy. Berg undertook a time-variant analysis in a
similar method to that of Gandolfi [68] [69], where the phases of flight are broken
down, and reference environment parameters are obtained for each of the phases.
Unlike Gandolfi, Berg is able to validate his results against a simple UAV model [23]
and then through a more complex commercial aircraft mapping [25].

The initial exergy reserves are calculated by the exergy of the jet fuel and/or bat-
teries on board the aircraft. The exergy of these sources is then mapped through
each conversion process with the exergy destruction highlighted at each stage, to the
point of complete exergy destruction.
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3.7 VISUALISING EXERGY USE

Due to the complex nature of aircraft systems, many authors have commented on
the difficulty in visualising exergy flow through an entire system. Two methods have
been proposed, the use of exergy flow diagrams from the work of Paulus [128] [129]
and Grassmann diagrams by De Oliveira [50] and Berg [23].

Figure 3.12 shows an example exergy flow diagram from the work of Paulus. The
diagram represents the interactions between different sub systems through which
exergy can flow. One concern with this style of diagram is that with a more com-
plex system such as a commercial aircraft (see Figure 3.13) the diagram will quickly
become cluttered with multiple interactions, making it difficult to decipher.

It is also easy to visualise the exergy flow through a system, using a similer graph
to that of a Sankey Diagram?, known as a Grassmann diagram, where the exergy
source (typically fuel) is mapped throughout the flight mission to highlight areas
of exergy destruction. The same exergy flow as in Figure 3.13 can be shown for an
A340 as an entropy flow diagram in Figure 3.14 (equivalent to Figure 3.12) and a
Grassmann diagram in Figure 3.11, where the horizontal arrow represents the flow
of exergy, and the vertical arrows represent entropy production or exergy destroyed
through various energy conversion processes, such as combustion, the Environmen-
tal Control System (ECS) and in the generation of drag [54].

2 A Sankey diagram is a flow diagram, where the width of the arrows is shown proportionally to the
flow quantity, commonly used in heat engine design
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Since the first use of the term available work by Gibbs [15], areas where exergy analysis
has seen wide adoption are those processes dominated by thermodynamics, such as
heat engines and power generation technology (internal combustion gas engines,
steam power cycles, gas turbine cycles and renewable energy cycles), heat exchanges
and heat networking, air conditioning systems, cryogenics and chemical processes.
Direct references for these are not given as beyond the scope of this paper, but a
comprehensive review of these technologies is provided by Sciubba [162] and Ayres
[15].

Much of the work in the aerospace sector on exergy analysis is sub-system specific,
focused in the propulsion community, given the traditional thermodynamic nature
of the system, and as such read across from earlier uses of exergy analysis. However
in the aerospace community, outside of propulsion, there has been a slow adoption
of thermodynamic optimisation and the exergy method [162].

Ayres [15] gives the reason for the slow adoption of exergy being due to confu-
sion and misunderstanding associated with thermodynamics, which essentially is
generated due to many of the variables not being physical variables people can mea-
sure, including entropy, enthalpy, internal energy, heat, Gibbs free energy and exergy,
whilst these are mathematically proven within the theory, they cannot be physically
visualised. Noting the difficulty in explaining the concept of exergy, Zabihian [183]
presented a paper purely focused on how to comprehend the concept of exergy and
teach it to students, focusing on a more global understanding of the methodology
rather than to just one application as many authors focus.

Edwards [60] argues that the adoption of exergy methods has been slow in the field
of combustion as exergies are approximately equal to the respective lower heating
values, thus providing little benefit in real calculations.

A further obstacle is a consistent definition of exergy, which is exacerbated by the
fact different authors have used various terms to refer to exergy and the term ex-
ergy for slight different purposes. Sciubba [162] and Ayres [15] provide examples of
this including; available energy, Arbeitsfahigkeit (translated from German as work-
ing capacity), exergie (German), availability, available work, available useful work,
useful energy, distinguishability and essergy (an abbreviation of essence of energy).
Sciubba [162] states the accepted terminology is now exergy (with a few American
authors still using the term availability). Justified by the definition of such work be-
ing based on energy meaning internal work, from the Greek en and ergon, and then
changing the prefix to the Greek ex suggesting external application to work.

Working with an exergy metric would also require significant change to the design
practice, as typically aircraft sub-systems are optimised for their individual require-
ments to the optimal operating conditions, irrespective to the top level optimisation
and efficiency of the complete system. A critical part of implementing an exergy
based approach is the development of a decomposition strategy where all the sub-
system components can be optimized to a system-level common metric. This would
be no easy task, as major sub-systems of aircraft are designed by different compa-
nies and incorporated at a higher level, such as the Airbus and engine suppliers
relationship.

3.9 FUTURE WORK IN EXERGY BASED AIRCRAFT DESIGN

The majority of exergy studies focus on steady-state performance analysis and adopt
simplified models for flight dynamics and morphing, and estimate the exergetic cost
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of such devices in global performance terms such as weight and fuel burn penal-
ties. As a result, the future direction for the development of exergy is the definition,
calculation and analysis of dynamic exergy for flexible aircraft; where the effects of
variables such as wing flexibility on stored strain energy and consequently exergy
destruction will be explicitly studied. Developing a method for selecting the appro-
priate reference state will be another area of interest. The selection of a reference
state is straight forward for steady-state analysis, however, in a dynamic scenario
the exergetic content of the atmosphere over the course of a time-domain simulation
must be considered to accurately account for a varying reference frame.

Furthermore, novel technologies that will allow the realisation of future greener
aircraft are typically being developed in isolation in the academic community. For
example, toe-steering for composites (aeroelastic tailoring), morphing devices, loads
control and flutter suppression, all as individual technologies are required for future
aircraft design, but if they are not designed under a common mathematical frame-
work (like that of exergy), the implementation of such technology on the dynamics,
structural weight penalties, aerodynamic benefits and other system complexities will
not be realised.

3.10 CHAPTER SUMMARY

One of the common themes throughout the review is the fact that the work has been
completed within the academic community on highly simplified examples. This
is useful for proving the theoretical foundation of exergy analysis, but unless the
method can be proven for more complex real world systems it is unlikely to be
adopted into industry. Numerous studies have been conducted into optimisation of
specific aircraft sub-systems with exergy, such as the Environmental Control System
(ECS), propulsion and wing/aerofoil geometry. The concept of complete aircraft
mapping has been attempted by a few authors to show exergy destruction variation
over different stages of aircraft flight.

There are many areas in which exergy analysis could be studied for the purposes
of doctorate research and making a contribution to knowledge, thus it is important
that this thesis focuses only on those areas which facilitate answering the research
questions. The focus on this research is therefore into the aeroelastics (aerodynamics
and structures) of exergy analysis, an area little research has been conducted on from

an exergy perspective.



Part II

EXERGY ANALYSIS OF AEROELASTIC SYSTEMS

“A theory is the more impressive the greater the simplicity of its premises, the
more different kinds of things it relates, and the more extended its area of applica-
bility. Therefore the deep impression that classical thermodynamics made upon
me. It is the only physical theory of universal content which I am convinced will
never be overthrown, within the framework of applicability of its basic concepts”

Albert Einstein

Einstein: The Formative Years, 1879-1909
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Consider an aircraft in trimmed cruise configuration, the generated lift force deforms
the wing'. There is strain energy in the deformed wing, however this is not energy
that can be extracted to perform work, thus the wing is considered to have zero avail-
able energy or exergy. Under environmental loading, such as a gust event, energy
is put into the structure over a period of time causing it to oscillate. Assuming the
aircraft does not harvest this energy, the system needs to dissipate the additional en-
ergy back into the environment, in order to return to the trimmed cruise structural
configuration. Exergy analysis allows the quantification of the additional environ-
mentally induced energy and aids understanding in how entropy is generated and
thus how exergy is dissipated from the system. This scenario is the case study used
in Chapter 8. But in order to undertake such a study initially the theory behind struc-
tural exergy analysis must be discussed, and to support this several toy examples are
used.

This thesis aims to apply exergy analysis methods to flexible aircraft, such as in
the High Aspect Ratio Wing (HARW) concept [29-31]. It is therefore fundamental
that the application of exergy analysis to the field of aeroelasticity be discussed. This
requires each node of Collar’s triangle to be addressed (Figure 4.1).

Aerodynamic
Forces

Static
Aeroelasticity

Flight
Dynamics

Dynamic
Aeroelasticity

Structural
Forces

Inertial
Forces

Structural
Dynamics

Figure 4.1: Collar’s Aeroelastic Triangle [27]

Energy methods are common in the analysis of structures, with the Lagrangian
and Hamiltonian derivations for the structural equations of motion [77]; both based
on the conservation of energy in the first law of thermodynamics. An evident ex-
tension to this, is to incorporate all the laws of thermodynamics into structural dy-
namics. However, increasing the complexity of an analysis method would need to
be justified by showing clear benefit or additional insight.

1 Typically the deformation is calculated such that with an unloaded pre-twist of the wing, the deflected
position is that of optimal lift distribution
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This chapter examines the concept of structural dynamics from an exergy perspec-
tive, with rigid body flight dynamics and aeroelasticity being discussed in chapters
5 and 6 respectively. This chapter includes a discussion on the problems outlined
above, by first reviewing the energy derivation for the equation of motion and meth-
ods to solve for system state properties. Following this, energy and exergy sys-
tem equations are derived and discussed with the aid of a worked example. The
complexities of incorporating non-linearities into the exergy method are discussed
with another worked toy example. The chapter concludes by scaling the simple one
Degree-of-Freedom (DoF) system method to multi-DoF systems, through the use of
finite element exergy analysis using beam element theory.

4.1 LINEAR STRUCTURAL EXERGY ANALYSIS

All aircraft structural models in this thesis are written using the conventional body
axis system (Figure 4.2a), with rotations around the axis assumed to follow the right-
hand grip rule. Assuming a node with six DoF, shown in Figure 4.2¢, the state vector

is defined for displacement, q, velocity, q and acceleration, § by

T
q:[uvw(,belp]
AT
q:[uqu}ezp]
. T
a=[i 5 © § 0 ¢

The derivations presented in this chapter are applicable for six DoF systems, but
can equally be applied to lower DoF system by excluding relevant terms in the state

vector, for example, the toy examples are typically one or two DoF.

Any structural dynamics system DoF can be represented in the form of Figure
4.3, a single DoF mass-spring-damper. The mass can be driven to oscillate by the
application of an external force doing Work (W) on the system, defined as

W= /qu (4.1)

During motion the system potential energy (V) is stored in the massless spring as
a function of displacement, whilst the mass in motion represents the kinetic energy
(T), a function of the velocity. These energies can be defined as

_1 .2
T*ﬁ[M]q

Once work has been input to the system an ideal lossless system allows the energy to
the be continuously transferred between kinetic and potential energy. The difference
between the kinetic (T) and potential (V) energies is defined as the Lagrangian (L)
where

L=T-V (4-2)

However, no real system can transfer energies without losses, as such in Lagrangian
mechanics losses are accounted for by modelling damping, C, in the system, as
shown in Figure 4.3a. An ideal damper means the only dissipation of energy from
the system is via the viscous damper, thus surface contact is considered frictionless,
and unlike the mass and spring, the damper cannot store any form of energy. Instead
all mechanical energy is ideally transferred to thermal energy. The use of a viscous
damper, means the quantity of energy damped is a function of rate/velocity, and not
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displacement as defined by structural damping. Thus, structural damping must be

converted to comparable viscous damping.

The energy lost from the system due to the damper is modelled using the Rayleigh
dissipation function (Dy) [77], a function used to handle the effects of velocity-proportional
frictional forces. The dissipation function describes the rate of decrease of the me-
chanical energy of a system with N particles. The dissipation function is defined as
half the rate at which energy, Ej., is being dissipated by the system

1Y ” 1
D, = 7 ; (Cuu + va + wa + Clpl[JZ + 699 + C¢¢l ) 3 Cq (4-3)
i=1 —~
Elost

where cy, ¢y,cz,cy, cg and ¢y are the damping terms in the orthogonal axis system de-
fined in Figure 4.2b, however note for a single DoF system we only consider damping
in x.

The total dissipated energy describes the loss of useful work from the system, and

for a given time interval can be defined as

53

153
Ejost = /E.los’tdi'L :/[C] qzdt (4-4)

t t1

4.1.1  Deriving the Structural Equations of Motion

The motion of the mass body can be defined in terms of the system states, accel-
eration (), velocity (q) and displacement (q), as such the expected expression is a
second-order Ordinary Differential Equation (ODE). The equations of motion can
be derived from energy principles using the Euler-Lagrange equation of the second
kind[177],

d (oL\ dL  9Dr _ 9(6W)

dt \ 0q aq 99 9(éq)
Substituting in Equations 4.1, 4.2 and 4.3, the four system properties required to
identify the system states are force F(t), mass M, stiffness K and damping C

[M]§ + [C]q + [K]q = [F(1)] (4-5)

Mass and stiffness properties can be determined from the material and geometric
properties of the structure, however accurate estimation of damping is more chal-
lenging. Rayleigh damping, is commonly used in non-linear dynamic analysis. Dur-
ing formulation, the damping is assumed to be proportional to the mass and stiffness
matrices, using damping coefficients # and A

[C] = n[M] + A[K] (4-6)

The equations of motion can then be reduced to variables of mass specific force,

f(t), eigenvalues, w, and damping ratio,

i+ 20wnq + wi*q = [f(1)] (4.7)
_[F(®) c] ]
[f()] = [M Man ~ 2R

Similarly, the Rayleigh damping coefficients 7 and A are given in terms of { and wy,

2wy =1+ WA
- wn)t
&= an 2

(4-8)
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Figure 4.4: Second Order ODE solver in Simulink®

4.1.2  Solving the Equations of Motion
The equations of motion are second order differential equations, and as such can be
solved in two separate ways using software such as Simulink®

i A direct solver, caculates the system state from the equations of motion in the
form

§=[F(OIM]™! ~[C[M] g — [K][M] 'q

which in the multi-variable case a stiff solver (for example Matlab 0DE15s) is used
due to the sparse nature of the mass and stiffness matrices. Figure 4.4 provides
an example block diagram for the solving of linear equations of motion.

=

ii An alternative method is the application of a state-space model, defined by the

governing equation

x = Ax+ Bu

y=Cx+ Du
In this formulation the A’ matrix is the system matrix, and the ‘B’ matrix is the
input matrix. The output state vector, x, is a vector of the displacement and
velocities of the system, [q ¢]”. The output matrix 'C’, and feedthrough matrix

‘DY, are identity (I) and null respectively. Transforming the equations of motion
in Equation 4.5 into state space form gives

g —CM~t —KM™1]| ¢ M1

1= N F(t)

q I 0 0 |~~~
~~ u

X A X B

Figure 4.5 provides an example block diagram for the solving of linear equations
of motion using the state space method.

Both methods will produce the same state output, and can both be applied to the
BEaR framework, which is discussed later in the chapter. The state-space form allows
more versatility in applying feedback, feedthrough and reduced output commands,
however the direct ODE solving method uses smaller matrices, thus for large DoF
systems will be less computationally expensive. So both methods are included, such
that the appropriate method can be used for each analysis.

4.1.3 Energy and Exergy Equations

By deriving Equation 4.5, parallels can be drawn to the forms of energy given by
the terms. The system kinetic energy, T and potential energy, V, are conservative

51
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Figure 4.5: State Space ODE solver in Simulink®

meaning the energy is interchanged freely between the two states without losses.
For conservative energies, the exergy and energy parameters of the system are equal.
The term responsible for dissipation of energy or exergy destruction is the damping
term [C]q.

Starting with the first law (Equation 2.1) the system energy can be defined as the
work done, integrating the force over a generalised distance, as in Equation 4.1

. . . .
/ Fdq = F = M&? + 3 Kq* + / cq2dt 4.9)
S S
T 14 Elost

The power can then be seen as the rate of energy transfer

OE 1. 094> 1 _0q> B

For a purely mechanical mass-spring-damper system the internal and chemical exer-
gies of Equation 2.5 equate to zero, and focus shifts to the conservative exergies of
potential and kinetic, such that

Xsys :%+XT+XV+%

These are freely converted to useful work, and as such equal to their energy equiv-
alents. However, exergy has a use when considering stored energy of a system that
cannot be transferred to useful work. System exergy is defined as the amount of
useful work that can be extracted from a system’s total energy. Exergy is therefore a
proportion of any energy, and as such can take the form of any energy. Coupling
the laws of thermodynamics and accounting for the environment (or fixed initial
position in this case, qp, qo, o) in which the system resides, we can apply exergy
analysis, to inform us of the exergy available in the system at any point of time

Xogs = 3M (@~ ) + 1K (o ~ a}) @11)

XT XV

The rate of exergy destruction from the system can be seen using the second law
of thermodynamics (Equation 2.2), and calculating the rate of entropy production.
Assuming this is an ideal viscous damper the work is a function accounting for the
effect of the forces of viscous friction on the motion of the mechanical system, where
all work is converted into heat, such that

Cq’ =Q

. _ 0 _cg
I S
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given Te as the environment temperature. Given no transfer of energy out of the
system via work, reduction in system exergy is through the exergy destruction term
which quantifies the entropy generation of the system in terms of Joules lost. In-
corporating the Guoy-Stodola theorem (Equation 2.12) the exergy destruction can be

defined as
Xp = qu = Eiost

Thus the exergy transfer equation (Equation 2.11) can be written for a structural

dynamic problem as

ax,
dtcv __ qu (4.12)
~~
Xp

It was previously mentioned, that one of the additional capabilities of exergy anal-
ysis over energy analysis is the ability to distinguish between stored energy and
energy which can be transferred via work. This example looks at a common case
of stored energy, that for gravitational potential, comparing the energy and exergy

approaches.

EXAMPLE 2
A single-DoF mass-spring-damper system has a pre-load due to gravitational ac-

celeration, Fy;,. The minimum energy point of equilibrium is reached with an oppos-
ing force from the linear tension spring, F;. Any additional force applied to the
system will increase the system energy above the minimum energy point. As the
mass oscillates energy is dissipated from the system via heat through the damper
until the energy returns to that of the minimum energy point. The preloaded en-
ergy is thus not available, and anything added on top of this would be considered
exergy. The quantity of exergy can then be dissipated via the damper, or can be

removed from the system as work.

S
N
C >~
ik S
f ) T \
g i
M
f i
g |1 ke !
Fn

The depicted system has a spring stiffness, K = 2200%, which acts on a mass,
M = 20kg. Assuming damping coefficients # = 0.01 and A = 0.005, using Equa-
tions 4.7 and 4.8, the natural frequency, w = 1.67Hz, equivalent to a period of
T = 0.60s.

Using the direct second order ODE solver outlined in Section 4.1.2 the state

of the system can be calculated at every time step. To assess this system with

both the energy and exergy methods, the gravitational potential energy term, V,
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needs to be incorporated into Equations 4.9, 4.10, 4.11 and 4.12, so the method

solves

E— Mgq+~Mq? + 2Kq? + /qudt
RGE ) 2 .
Ve

_ofa 1, dg? aq> ..
——
Ve

1 . . 1
Xsys = Mg(q - qO) +§M (q12 - q%) + EK (q12 - q%)

N———

X Vg

given g as the reference height for the gravitational potential exergy term.

The results from the impulse response analysis are plotted in Figure 4.6, where
the following insights can be made:

* The force plot shows the gravitational acceleration acting against the mass as
a constant force, along with the impulse input into the system.

¢ The input of energy can be seen in the energy plot where the total system en-
ergy increases at the point of impulse input. The fact that the total energy is
constant after input shows the first law is being met as energy is conserved.

* Before the impulse input the stored energy is evident in the system from the
energy plot in the form of gravitational potential energy of the mass and also
stored strain energy in the spring.

¢ After the impulse, the transfer between these forms of energy and kinetic
energy of mass can be seen to the point when the mass returns to the mini-
mum energy condition.

The lower two graphs of Figure 4.6 are the output from the exergy analysis, which
in addition to the above conclusions, stated that:

¢ The impulse inputs approximately 2.5] of energy, which is the exergy of the

system.

* As the damper generates entropy the total system exergy can be seen to
decrease to the point of minimum energy where there is no system exergy.

e Exergy is transferred between kinetic and potential (GPE and strain).

* The exergy destruction can be seen to be the cumulative sum of the entropy
generation, which is a function of the velocity, in that maximum entropy is
generated at points of maximum kinetic exergy and no entropy is generated
when there is no kinetic exergy and just potential exergy.
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Figure 4.6: Simulation results of single DoF MSD with gravity, where: GPE = Gravitational
Potential Energy, KE = Kinetic Energy, PX = Potential Exergy (grouped), TX =
Kinetic Exergy, S ¢en = Entropy generation rate
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4.2 NON-LINEAR STRUCTURAL EXERGY ANALYSIS

Any deformation of a structure is inherently non-linear [29-31], however for the
small deformations of conventional aircraft a linear assumption is usually suitable.
However, with the large deformations seen in HARW aircraft, non-linearities may
need to be considered. Non-linearities can be both geometric and material, where
parameters previously considered constant are treated as a function of the system
state, examples being

¢ Material non-linearities
- Elastic (Young’s) Modulus (E)
— Shear Modulus (G)
— Poisson Ratio (v)
e Geometric non-linearities
- Second Moment of Area (Ixx, Iy, and Iz7)
— Torsional Constant ()
— Cross-sectional area (A)
— Element length (1)

The above are the fundamental components to the mass, stiffness and damping ma-
trices, and should any of these vary with state a function must be sought to describe
the variation and incorporated into the model. Non-linearities can be implemented
by modelling a feedback loop within the solver which varies the mass and stiffness
matrices with each time step and subsequent state change. A feedback matrix, 'K” is
defined in Figure 4.7 and 4.8 to allow for non-linear behaviour in the stiffness and
damping of the system, in the direct ODE solver and state space solver respectively.

The difficulty arises in understanding how these variables vary with the system
states. A typical example of geometric non-linearities is the centrifugal stiffening
seen on turbine blades, where the rotation creates an inertial force which pre-loads
the structure, causing it to become stiffer than in the unloaded state. Material non-
linearities are not considered here because materials are assumed to operate within
their elastic (linear) region. Materials exceeding the elastic region (i.e. the elastic
modulus becomes non-linear) the structure would permanently deform.

To account for stiffness non-linearities Equations 4.9, 4.10 and 4.11 need to be re-
derived for non-linear stiffness, where the system total stiffness can be sub-divided

) 4

q i0= (i q 'y q < )
[]\[71] > q(t) /quf > q(t) /qtlf q
4(0) = 4o q(0) = qo

A

[Kc (9)] [«

(K]

&
l

Figure 4.7: Second Order ODE non-linear solver in Simulink®
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Figure 4.8: State Space ODE non-linear solver in Simulink®
into the elastic linear stiffness, Kr and the geometric non-linear stiffness, K, which
is assumed to be a function of displacement, giving
K = K +K5(q)
F = /qu = Keq+ /Kc(q)dq

1
Vo= [ Rdq = SKeq® + [[ Ko(a)da?
) N, e’ _‘ . P ——

Linear Non-Linear

Thus, the structural equations of motion are rewritten as

F(q,t) = Mfi+C<'1+KEq+/Kc(q)dq (4.13)

EXAMPLE 3

A 200kg mass, M, is suspended between two non-linear ideal springs, of stiffness

Ky = 100006, 4+ 1200 (N /m)
Ky = 65006, +1000 (N /m)

the Rayleigh damping coefficients are 7 = 0.01 and A = 0.05. The mass is posi-
tioned by the two pre-loaded springs in tension, and the position in ‘x” will be
subject to the relative spring stiffness (k; and k) which at the point of rest will
have deflected J; and §, respectively, giving a non-zero point of minimum energy.
This point is defined as the displacement at which the mass is at rest, and without
additional work input to the system, there is no available energy (exergy). In this
example the potential energy created by the initial deflection is freely converted
into kinetic energy in the mass, with no losses in the mass or spring. Displacing
the mass by, q < ¢, will cause the spring forces to oppose one another. With
the non-linear springs not only are the system energies unequal, the motion and

exergy of the system differ to a linear system.
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Initially the system parameters are built as a non-linear model, using the direct
second order ODE solver in Figure 4.7. As the springs stiffness is linearly pro-
portional to the displacement, the spring force of spring K; and K is defined

as
1 2
FK[ = Kigq + EKqu

Thus the initial position of minimum energy is solved through a series of simul-
taneous equations At any point of displacement the energy of the spring is given
as

1

6 K, qS

1
VK, = EKiE q2 =+
The output of this analysis with a periodic pulse input is presented in Figure 4.9,
where the following insights can be made:

e Att =0, the stored strain energy in the preloaded springs can be seen in the
Energy plot. However as this energy cannot be extracted from the system
the exergy plot shows there is zero exergy at the start of the analysis. Thus
the position of minimum energy (starting point) is considered the reference

state (environment), qeo.

¢ The force plot shows the dual impulse input into the system at f = 1s and
t = 6s. The energy plot shows the conserved energy increasing as each
impulse puts energy into the system, in this example circa 0.8] per impulse.

* The rate of entropy generation (exergy destruction) is at a maximum at
the point of the second impulse, as the initial impulse energy hasn’t been
fully dissipated, thus the velocity at the instance after the second impulse is
highest point, and given exergy destruction is a function of velocity this is

where the maximum point is.

* Due to the large initial displacement of the non-linear springs the energy
plot shows the potential energy of each spring being significantly higher
than the mass kinetic energy, making variations in kinetic energy harder to
decipher. The exergy plot makes the transfer between potential and kinetic
energy clear, with the decreasing amplitudes as the exergy is destroyed in
the damper.

¢ The non-linearity modelled in the spring is shown in Figure 4.10. The non-
linearity has an effect on the stiffness and damping of the system, as the
Rayleigh damping used is stiffness and mass proportional.
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Figure 4.9: Simulation results of single DoF MSD with dual spring
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Figure 4.10: Simulation results of spring non-linearity with time
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4.3 MULTI-DOF STRUCTURAL EXERGY ANALYSIS

The Cranfield Accelerated Aeroplane Loads Model (CA*LM), based on Andrews’
AX-1 framework [10], uses a linear analysis approach to the structural dynamics of
the aircraft, by mapping the displacements to the mode shapes, as outlined in the
integrated BEMMODES code [26]. This approach is suitable for aircraft with small
deflections such as the A340, however when high aspect ratio aircraft large defor-
mation modelling is required. The aim of this section is to expand the basics of
structural exergy analysis outlined previously for a multi-DoF system. This essen-
tially models the structure as a series of six DoF mass-spring-dampers (see Figure
4.2b) in place of the previous single DoF.

The primary features of an aircraft structure, being the wings, fuselage, horizontal
and vertical tailplane, which can all be considered slender, in that the cross-sectional
dimensions are small compared to the length. As such for low fidelity design and
analysis the aircraft structure can be discretised into a Finite Element Model (FEM)
of nodes and one-dimensional beams, with characteristic properties®. This is shown
for the Cranfield AX-1 configuration in Figure 4.11a. The beam representation model
has two constituent parts:

1. The lumped mass model places the aircraft mass on the nodes of the reduced
model (Figure 4.11b).

2. The structural model connects the nodes via one-dimensional beams, which
model the stiffness of the structure (Figure 4.11c¢).

4.3.1  The Beam Reduction Model

For a low fidelity model an approximate solution to the exact beam deflection theory
is required, there are three popular theories for this solution:

¢ Euler-Bernoulli Theory
* Rayleigh Theory

¢ Timoshenko Theory

The simplest interpretation of these three is that the Euler-Bernoulli formulation
only accounts for lateral displacement and bending moment. The Rayleigh method
is an improvement of this as it models the rotational inertia of the beam. However
the Timoshenko beam representation takes into account the shear deformations and
rotational inertia as the beam is displaced, making it the most comprehensive anal-
ysis of the three, the others can thus be viewed as simplifications or special cases of
the Timoshenko beam analysis. Given the slender nature of the aircraft structure an
argument can be made that shear deformations and rotational inertia will have little
effect on the dynamics. However as the method is to be applied to HARW aircraft
where it is expected large deformations will occur, shear deformations and rotational
inertia will have a more prevalent impact. Using the Timoshenko method also allows
for the modelling of both thin and thick section beams.

Take the beam outlined in Figure 4.12, the geometry is defined by cross-sectional
area (A), and also the second moment of area (I) defined about the bending axis. For
the application to aeroelastics the beam material properties can be defined with the
Elastic modulus (E) and the poisson ratio (v).

Characteristic properties mean the aircraft structural properties are reduced such that they are mod-
elled as a one-dimensional beam, with cross sectional properties (I,A,]) representative of the full size
aircraft
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Figure 4.11: Cranfield AX-1 Aircraft Characteristic Properties

Figure 4.12: Beam geometry for derivation of Timoshenko
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As the ratio of area, A, to length, I, becomes smaller, meaning the beam is more
compact (non-slender), the effects of shear deformations begin to have a significant
impact on the calculated deflection. The Timoshenko theory builds on the Euler-
Bernoulli and Rayleigh theories by incorporating both rotary inertia and shear defor-
mations, as outlined in Figure 4.12. From the figure it can be noted that:

® The line OA is a line through the centre of the element dx perpendicular to the
face at the right hand side

¢ The line OB, is the line through the centre tangent to the centreline of the beam
¢ The line OC is the centre line of the beam whilst at rest

* As the beam bends the length is decreases relative to the beam width, creating

a shear angle.
¢ For the case of a long beam, the lines OB and OA coincide.

* Note that the shear angle given by © — ‘% (the difference between the total
angle due to bending, ® and the slope of the centerline of the beam, %),

represents the effect of shear deformation.

All the information required to derive the Timoshenko six DoF stiffness matrix
is provided in Figure 4.12. The bending moment, M, is given in terms of shear

deformation as

do
M= EIE

Defining the shear modulus, G (a function of the Young’s modulus and poisson
ratio) and « as the shear coefficient that depends on the cross-sectional area shape,
the shear force acting on the beam can be defined as
V =xAG {@ — d—w}
dx
A force balance of figure 4.12 yields

32

1%
V- [V—i— —dx} +q(x, t)dx = pAdx—— 32

)

Finally, if the rotary inertia is included, then the moment balance on dx gives

920

= pldx—- pYo)

oM v dx?

Coupling these four equations, derives the governing Timoshenko dynamic equa-
tion for the vibration of a beam including the effects of rotary inertia and shear

deformation
o*w 0%w E o*w p?1 3*w
EISS +pAZY —pI (14— £~
ot TPA%p ( + KG> 292 T kG o

(4.14)

Using Equation 4.14 the mass and stiffness matrices for any beam reduced struc-
ture can be defined by following the flowchart process outlined in Figure 4.13. The
matrices and their derivation are shown in detail in Appendix C, in the form of
a mass, stiffness and dampening matrix for a beam element. The mass matrix de-
rived in Appendix C is the consistent mass matrix for the structure, to account for
non-structural loads (fuel, engines etc.) the generated mass matrix is the sum of the
consistent and a non-structural lumped mass matrix (leading diagonal populated

only), as shown in Figure 4.13.
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Appendix C outlines how the BeaR code models bending and torsional displace-
ments when the structure is subjected to a load. Bending is a function of the elastic
modulus, E, and second moment of area, I, whilst the torsional displacements are a
function of shear modulus, G, and polar moment of area, /. The formation of these
terms in line with the Timoshenko equation gives the 6 DoF Timoshenko stiffness
matrix given in Appendix C.

The Beam Reduction (BeaR ) Model was written to provide a framework for demon-
strating exergy analysis of multi-DoF structures. BeaRuses a bending theory ap-
proach using Timoshenko mechanics (outlined previously) for the elastic stiffness of
the beam, with the additional geometric non-linearity as defined by Przemieniecki
[138]. The model was written as a stand-alone six DoF code capable of modelling
any structure that can be simplified into beam elements. BeaR , has been successfully
used in other programmes to this thesis, including the Airbus Helicopters Blade-
Sense programme [180] and Airbus Agile Wing Integration (AWI) programme [109].

The framework works as shown in Figure 4.14. An initialisation script (FEEDtheBEaR )
takes a common NASTRAN style punch input and generates the structural mass
and stiffness matrices, along with a Rayleigh damping matrix, which is a function
of the mass and stiffness matrices. Using these matrices along with either the direct-
ODE non-linear solver (Figure 4.7) or the state-space non-linear solver (Figure 4.8),
BEaR takes an input force vector and outputs the system states displacement (g), ve-
locity (4) and acceleration (4). The force input and state outputs are of the same size
(n x 1), where n is equal to the number of nodes the structure has been discretised
into, m, multiplied by the number of DoF, so in this case n = 6m.

BeaR is built around the data flow shown in Figure 4.13. The primary difference to
the derivations earlier in the section is that the equations of motion are matrices as
opposed to scaler values, giving the following equations of motion

Fy, iy i Uy
Fy, 1 01 v
E;, w1 (G w1
Mxl (ﬁl ¢1 (Pl
My1 él 91 01
MZl 1]51 1;b1 1111
: = [Mﬂﬂ} + [Cuu} + [Kuu} .
Fx,,, Ty Uy Um
Fy,, Um (" U
E, Wiy Wi Wi
Mx,,, (ﬁﬂl (Pm (Pm
Mym Gm 9.7'1 Gm
| Mz, | L | Lm | L ¥m |

where Fy, is a tension load, Fy, and F;; are shear loads, My, is a torsional moment
and My, and M, are bending moments. The matrices Mg, Cga and Kgq are all 11 x n
in size and can be seen in full in Appendix C. In matrix/vector form the equations

of motion are given as

F(t) = [Maa]§ + [Caalq + [Kaa]q (4.15)

4.3.2 Non-Linearity in BEaR

The BeaR framework implements geometric non-linearity as defined by Przemie-
niecki [138] for a 3 DoF system, which in this thesis is extended for a 6 DoF beam.
Consider the beam element connecting two nodes in Figure 4.15, under an applied

63



EXERGY ANALYSIS OF STRUCTURAL DYNAMICS

64

Uorjofy 0 uoryenby le—— SOIURY 9]y UrISuRISe ] !
Do ingsce e BE R et s syt Bconcnsll
[31] x1ayepy sseupng > [D] xrryepy Surdureg N [N xtayeqy ssepy
||||||||||||||||||||||| i
: Suidure(q ysrejiey ! KLIJeTy] SSeJy JUa)SISuo))
B - e .t s

XLIJBeTA[ SSeJy ﬁmQEﬂ_ﬂH

[ePOTN Jusua]y wIeayq

Figure 4.13: Methodology Flowchart for the Theoretical Generation of Beam model
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Figure 4.14: Schematic of the BeaR framework
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Figure 4.15: Przemieniecki 3DoF non-linear beam schematic
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load the beam moves from position AB to A’B’/, where for a non-linear large de-
flection uy — 11 # 0, such the beam has extended. The normal strain in the beam
(ignoring smaller shear strains terms) is defined as

Cuy v 1 (902
€y = g - ﬁy-&- E (a) (416)

where y is the distance from the neutral axis of the beam and ug is the deflection
in x axis at y = 0. Here the first term in linear, with the remaining terms being the
non-linear component of the strain. Assuming the material obeys Hooke’s law (thus
is linear) the strain energy for the non linear structural element due to deformation
is given by Przemieniecki [138] as

EA [ [ dup\2 EI [l /3%0\?
Vi=5 (7) aet g (ﬁ) dx

Linear

JEA [laug (90)2 7
2 Jo dx \odx
Nonlinear

From the non-linear strain energy equation (Equation 4.17), and defining a constant
(per time step) force F = %(uz — u7), Przemieniecki’s 3DoF derivation can be ex-
tended to 6DoF to give

Kg =

? (uz —uq) [Kg,,]
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This requires the expanded equation of motion to be solved as

F(q,t) =Mq4+C(9)q+ (Ke +Kg(q)) q (4.18)

where K is the linear stiffness matrix and K is the non-linear component, which as
a function of state vector, g, needs to be recalculated every time step using non-linear
solvers such as that of Figure 4.7 and 4.8.

EXAMPLE 4

For the chapters worked examples of the BeaR code an isotropic beam is defined
for simplicity using the properties defined in ISO_beam_build.m (Appendix C).
The beam has a length,/, of 1m and a constant cross section (w X h) of 0.1m x 0.01m.
The material of the beam has a density, p, of 2800kg.m_3, elastic (Young’s) modu-
lus, E, of 69GPa and Poisson ratio, v, of 0.3. The Rayleigh damping coefficients,
7 and A, are 3 x 107* and 2 x 10~* respectively. The beam is assumed to be a
cantilever, with all free nodes having 6 DoF.

4.4 VALIDATION

The model has been validated against commercial codes, in this case MSC NAS-
TRAN was used. The same cantilever model was built using NASTRAN BEAM
elements, which allow for the shear deformation as per a Timoshenko beam would.
The discretised BEAM elements have a defined density and no external "lumped"
(CONM2) masses are applied. The use of density for the mass allows NASTRAN
to generate the propriety coupled mass matrix. The discretisation, material and ge-
ometry properties are all consistent between the BeaR example and the NASTRAN
model.

Figure 4.16 displays the mode shape output from the BEaR framework, and dis-
plays the modal frequencies compared to the same model built in NASTRAN (note
the first torsional mode at 1744rad is shown clearer in Figure 4.17). The numerical
comparison between the modal frequencies can be seen in Table 4.1. The error be-
tween the BeaR values and that of NASTRAN is probably due to the coupled mass
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Table 4.1: BEaR modes comparison with NASTRAN

Modal Frequencies

Mode BeaR NASTRAN % Error
rad.s! Hz rad.s! Hz
1 47.8 7.6 50.4 8.0 5.4
2 315.4 50.2 315.6 50.2 0.1
3 500.2 79.6 500.8 79.7 0.1
4 883.1 140.5 883.0 140.5 0.0
5 962.4 153.2 932.2 148.4 3.2
6 1728.5 275.1 1728.7 275.1 0.0
7 2853.1 454.1 2854.3 4543 0.0

matrix NASTRAN uses by default, which is a propriety combination of the consis-
tent and lumped mass matrices BEaR can generate. Thus it is concluded that the

comparison shows BEaR generates suitable mass and stiffness matrices (linear).

The BeaR model has been successfully integrated into the CA2LM framework. The
AX-1 aircraft (Figure 4.11) was modelled as a series of beams, with a comparison
made to the previous structural BEMMODES code [26] [109] made by evaluating the
first 12 modes, an example of which is given in Figure 4.18. From the comparison
of BeaR to BEMMODES the mode shapes are consistent, and the eigenvectors are in
the same order. The minor discrepancy seen in the frequency of each mode shape
is probably due to variations in how the stiffness matrix is built (perhaps Rayleigh
or Euler as opposed to Timoshenko) or due to variances in the mass matrix, similar
as found in the comparison of BeaR to NASTRAN. However, BEMMODES is a black
box executable, as such the variance can only be speculated. The correlation between
BeaR and BEMMODES does however provide further confidence in the output of
BeaR .
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