Numerical aero-acoustic analysis was conducted on an M219 cavity geometry, incorporating signature suppression features and leading-edge fluidic spoilers. The numerical model was validated against existing experimental data. The palliative properties of fluidic spoilers were investigated at Mach numbers of 0.85, 1.20 and 1.80 with blowing coefficients of 0.03 and 0.06. Results are presented for the acoustic spectrum and further analysis was conducted using the Hilbert-Huang methodology. The fluidic spoilers were able to reduce considerably the overall level of acoustic noise and to reduce and/or suppress the resonant modes typical of cavity flows. The effectiveness of the spoilers was a direct consequence of their effect on the detached shear layer, of which the trajectory and coherence was altered. The Hilbert-Huang spectral analysis provided an enhanced understanding of the complex nature of the aero-acoustic behavior of the cavity. Acoustic modes were identified that, together with the Rossiter-Heller tones, govern the behavior of the spectrum. This demonstrated how the generated tones, appearing inside the cavity, were a result of complex non-linear interactions between shear layer acoustic instabilities and centrifugal instabilities originating in the flow recirculating in the internal part of the cavity. This also demonstrated that the fundamental frequencies had frequency and amplitude modu-
lation characteristics that spread the energy in a wide bandwidth. This is not captured by classical Fourier analysis.
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Nomenclature

\[ C_\mu \] blowing coefficient
\[ D \] cavity depth [m]
\[ d \] fluidic spoiler duty cycle \((l/\lambda)\)
\[ f \] frequency [Hz]
\[ f_a \] fundamental frequency loop [Hz]
\[ f_b \] amplitude modulation frequency [Hz]
\[ f_n \] frequency of the \(n\)th Rossiter-Heller mode [Hz]
\[ f_r \] frequency resolution [Hz]
\[ f_s \] sampling frequency [Hz]
\[ g \] spanwise spacing between individual slot-jets [mm]
\[ h \] slot-jet streamwise extent [mm]
\[ K \] velocity ratio in Eqn. 1
\[ L \] cavity length [m]
\[ l \] spanwise slot-jet length [mm]
\[ M \] Mach number
\[ M_n \] \(n\)th Rossiter-Heller mode
\[ M_{CI_n} \] \(n\)th Rossiter-Heller mode generated by centrifugal instability
\[ M_{TI_n} \] \(n\)th Rossiter-Heller mode generated by transverse instability
\[ \dot{m} \] mass flow rate \([\text{kg/s}]\)
\[ n \] number of slots; index in Eqn. 1.
\[ p \] static pressure [Pa]
\[ t \] time [s]
\( t_c \)  
convective time \((L/U_\infty)\)

\( U \)  
flow speed \([\text{ms}^{-1}]\)

\( W \)  
cavity width \([\text{m}]\)

\( \gamma \)  
ratio of specific heats

\( \delta_0 \)  
boundary layer thickness at the cavity leading edge \([\text{m}]\)

\( \lambda \)  
wavelength of the slot-jet \([\text{mm}]\)

\( \xi \)  
amplitude modulation parameter, phase lag in Eqn. 1

\( \rho \)  
fluid density \([\text{kgm}^{-3}]\)

\( \rho_P \)  
Pearson’s linear correlation coefficient

\( \sigma \)  
root mean square

**Abbreviations**

AM  
amplitude modulation

CFD  
computational fluid dynamics

CFL  
Courant-Friedrichs-Lewy condition

EEMD  
ensemble empirical mode decomposition

FM  
frequency modulation

IMF  
intrinsic mode function

LES  
large eddy simulation

OASPL  
overall sound pressure level \([\text{dB}]\)

PSD  
power spectral density

RANS  
Reynolds-Averaged Navier-Stokes

SPL  
sound pressure level \([\text{dB}]\)

VMD  
variational mode decomposition

**Subscript**

\( j \)  
fluidic spoiler exit conditions

\( \infty \)  
freestream conditions
I. Introduction

Design requirements for modern military aircraft are strongly influenced by the necessity to minimize the radar signature and to reduce aerodynamic drag, especially in the transonic and supersonic flight regimes. These requirements lead to the installation of weapon bays in the fuselage of military aircraft. During weapon release, when the bay doors are opened and the cavity is exposed to high speed flow, an acoustic field develops with unsteady pressure levels with the potential to damage the airframe and the payload. Additionally, the local flow poses a hazard for the release of the weapon. As shown by Rockwell and Naudasher [1], these phenomena are dependent on the cavity geometry and the freestream conditions. In particular situations the pressure oscillations can also coalesce into resonant modes. The frequencies at which resonance occurs are called Rossiter modes, following early work on cavity flows [2]. The resonant frequencies are more generally predicted using the following Rossiter-Heller equation [3], which accounts for Mach number effects.

\[ f_n = \frac{U_\infty}{L} \frac{n - \xi}{M_\infty \left[ 1 + \frac{(\gamma-1)}{2} M_\infty^2 \right]^{\frac{1}{2}} + \frac{1}{K}} \]  

(1)

Here \( K \) is the ratio of the disturbance velocity in the shear layer to the freestream velocity (generally taken as 0.57), and \( \xi \) is an empirical constant employed to account for the phase lag between the passage of an eddy past the cavity trailing edge and the formation of an upstream traveling disturbance. The value of \( \xi \) depends on the length-to-depth ratio, \( L/D \), of the cavity and is evaluated as \( \xi = 0.062(L/D) \) [2]. The ratio of specific heats, \( \gamma \), is assumed to be equal to 1.4 for air.

As shown by Delprat [4], it is possible to express the resonating frequencies as the result of an amplitude modulation of a fundamental acoustic tone and its harmonics. From this the Rossiter-Heller modes can be expressed as,

\[ f_n = (n - \xi) \cdot [f_a \pm k \Delta f] \quad n = 1, 2, 3, \ldots \]  

(2)

Here \( f_a \) is the fundamental frequency loop of the cavity (also called the ‘carrier frequency’); \( \xi \) is the amplitude modulation parameter, or the ratio of the amplitude modulation frequency, \( f_b \), to \( f_a \);
\( \Delta f \) is the modulating frequency (which usually coincides with the lowest frequency peak in the spectrum); and \( k \) is an integer. Knowing that the Rossiter-Heller equation does not consider the modulating frequency, \( \Delta f \), it is possible to combine Eqns. 1 and 2 and extract the direct dependence of \( f_a \) and \( f_b \) on the cavity geometry and freestream conditions as follows.

\[
f_a = \frac{U_{\infty}}{L} \frac{1}{M_{\infty} \left[ 1 + \frac{\gamma - 1}{2} M_{\infty}^2 \right]^{\frac{1}{2}} + \frac{1}{K}}
\]

\[
f_b = \frac{U_{\infty}}{D} \frac{0.062}{M_{\infty} \left[ 1 + \frac{\gamma - 1}{2} M_{\infty}^2 \right] \frac{1}{2} + \frac{1}{K}}
\]

\[
\xi = \frac{f_b}{f_a} = 0.062 \left( \frac{L}{D} \right)
\]

Subsequent studies \([5–7]\) associated this set of frequencies with fluid structures inside the cavity. A typical open-type cavity, in which resonant frequencies are expected to appear, is characterized by a detached shear layer that forms at the leading edge of the cavity and impinges on the downstream wall. Additionally, a recirculation region, typically defined by one or more eddies, is present inside the cavity. The resonance phenomenon is usually associated with the cavity fundamental frequency, \( f_a \), and is strongly dependent on cavity length, with Strouhal numbers (based on cavity depth, \( D \)) greater than or equal to 0.2. The fundamental frequency is typically phase locked and is affected by non-linear saturation phenomena, that convey energy towards associated harmonics.

The low frequency values \( k\Delta f \), responsible for the frequency modulation mechanism \([4, 7]\), are generated by the internal cavity flow and, more precisely, by centrifugal instabilities in the recirculating flow. Typical Strouhal numbers range from 0.005 to 0.05, depending on the source mechanism. Low Strouhal numbers are usually associated with velocity fluctuations in the layers of the recirculating flow inside the cavity, whereas higher modes are associated to the formation of sub-eddies inside the stratified layers of the main vortex. The interaction of these centrifugal instabilities with the acoustic modes of the shear layer are via a non-linear quadratic coupling \([5, 6, 8, 9]\) and are responsible for the generation of the Rossiter-Heller tones.

A third type of wave pattern can develop inside the cavity, which is related to the three-
dimensionality of the flow. These are referred to as transverse instabilities, or spanwise induced oscillations, and are the result of the non-linear interaction between the shear layer and the centrifugal instabilities and have Strouhal numbers typically between 0.1 to 0.2, for cavities with \( W/D \) of the order of one [7]. The associated structures are helical coils (with longitudinal axes) winding up around the inner recirculating flow.

Flow control methods offer the possibility of suppressing the aero-acoustic phenomena in both subsonic [10–14] and supersonic [15–24] applications. The control method can be either passive [11–13, 15, 16, 20, 22, 25–27] or active [10, 14, 18, 19, 21, 24, 28–34]. Typical passive control methods, of which leading edge spoilers are the most common⁴, have proven to be effective in suppressing the resonant tones and reducing the acoustic loads (see Thangamani et al. [11] for an analysis of various passive control methods). Spoilers have a fixed design point and, as a consequence, the palliative effect may not be consistent across the flight envelope; in some cases worsening the level of acoustic loads. Additionally, spoilers exposed to the freestream increase the radar signature and profile drag of the aircraft. Active control mechanisms, which use external energy to alter the flow, offer a more flexible approach (see Cattafesta et al. [30] for a review on active control of cavity flows). Previous studies have indicated that fluid injection at the cavity leading edge, can provide considerable acoustic noise suppression over a wide range of Mach numbers. For example, Mendoza and Ahuja [31] obtained a reduction of up to 30 dB by injecting air normal to the freestream flow, and Ukeiley et al. [32], using slot-jets at the cavity leading edge, demonstrated the possibility of suppressing resonant tones and reducing acoustic loads by up to 50% at supersonic speeds. Lusk et al. [18] obtained similar results at supersonic speeds; the most successful used a configuration of five slot-jets and a blowing coefficient, \( C_\mu \), of 0.0128.

Zhang et al. [14] conducted a comprehensive analysis to understand the effects of flow control using steady slot-jets placed in proximity to a cavity leading edge exposed to Mach 0.3-0.7 flow. They observed that this type of control is able to suppress aeroacoustic phenomena due to two co-existing effects: the lifting of the shear layer, that is diverted away from the cavity; the generation of 3-d disturbances, in the shape of horseshoe vortices, that alter the coherent structure of the

---

⁴Leading-edge spoilers have been used as a flow control mechanism on a number of in-service aircraft.
shear layer, resulting in the reduction of the integral scale of the turbulence detaching from the leading edge. Hence, the strength of the acoustic noise generation mechanism is reduced. In their experiments Zhang et al. [14] derived some guidelines regarding the optimum blowing coefficient and the spatial arrangement of the slots, within which the beneficial effects were observed. Similar acoustic noise suppression capabilities were demonstrated, at supersonic speeds, by Turpin et al. [24].

Although steady blowing has proven to be effective in reducing cavity noise, the geometry used in previous studies was a simple rectangular cavity, however, complex-geometry cavities, representative of aircraft applications, can exhibit behaviors different to the idealized case [35–37].

The present work seeks to explore the effectiveness of fluidic spoilers installed in the leading edge of a weapon bay geometry incorporating typical low-observable features. Numerical analyses were conducted using the scale-adaptive-simulations (SAS) turbulence model. The effectiveness of the spoilers was tested at transonic and supersonic Mach numbers (0.85, 1.20, 1.80) in order to assess the performance at flight conditions typical of modern military aircraft.

II. Cavity geometry

The cavity model was derived from the well-known M219 geometry [38], which has a length-to-depth ratio \((L/D)\) of five and a width-to-depth ratio \((W/D)\) of one (Fig. 1). The M219 cavity is, however, not representative of typical geometries present on military aircraft. Low-observable (LO) aircraft incorporate saw-tooth leading and trailing edges on the doors and associated fuselage indentations. Hence, whilst the validation of the numerical procedures was conducted on an M219 geometry, since for this configuration experimental data was available, a new cavity model was developed that included leading and trailing edge indentations.

The new geometry (Fig. 2), referred to as \(v2w000\), introduced a double chevron step of 5 mm depth at the front and rear walls. The angle of the indentations was set at 45 degrees, typical of that present on LO aircraft. The step height was chosen to provide enough room to accommodate the bay doors in their closed position [39, 40].
A. Fluidic spoilers

Recent publications on cavity active flow control have demonstrated that the introduction of steady jets at the cavity leading edge are highly effective at acoustic load suppression [18, 41, 42]. In their combined experimental and computational study Zhang et al. [14] provided guidelines for fluidic spoiler configurations and power settings and showed how multiple-slot arrangements obtained higher suppression levels than a single continuous one. As shown in Fig. 3, the principal parameters of the leading-edge slots are the spanwise length, \( l \), the spanwise spacing between slots, \( g \), the wavelength, \( \lambda \), and the blowing coefficient \( C_\mu \), defined as,

\[
C_\mu = \frac{\dot{m}_j U_j}{0.5 \rho_\infty U_\infty^2 W \delta_0}
\]  

Here \( \dot{m}_j \) represents the total mass flow injected into the domain by the fluidic spoilers, \( U_j \) the average ejection velocity, \( \delta_0 \) the boundary layer thickness, and the overbar is the time-mean operator.

Lusk et al. [18] and George et al. [42] demonstrated that a five-slot configuration was more effective at reducing the cavity noise than a three-slot or single-slot configuration. Both studies were
conducted with a freestream Mach number of 1.4. Additionally, Zhang et al. [14] demonstrated that for Mach numbers from 0.3 to 0.7 the highest noise reduction was observed with a five-slot geometry having a spatial duty cycle \( (d = \frac{l}{\lambda}) \) of 0.25 and a blowing coefficient of at least 0.025, with a value of 0.05 as the threshold above which the noise reduction reaches a plateau. Based on these findings, the current study uses a five-slot leading-edge fluidic spoiler with the geometric parameters specified as: \( l = 5.5 \text{ mm} \); \( g = 16.5 \text{ mm} \); \( h = 1.0 \text{ mm} \); \( \lambda = 22.0 \text{ mm} \); and a duty cycle of 0.25. The slots were installed inside the sawtooth-shaped step at the front of the cavity, as shown in Fig. 4. This solution was selected in order to comply with LO requirements.

### III. Numerical methodology and validation

#### A. Methodology

The simulations in this study were performed using the SST-SAS turbulence model [43] within the ANSYS Fluent R19.2 CFD code. The capability of this code and the turbulence model to properly address transonic cavity flow has been demonstrated by Egorov et al. [44].

An unstructured tetrahedral-type mesh was used with a prism layer wrapped around the viscous...
surfaces for accurate boundary layer resolution. The critical areas were the shear layer detaching from the cavity leading edge and the flow inside the cavity. For accurate shear layer modeling with scale-resolving simulations the detached shear layer was resolved using a spacing equal to 0.05 times its minimum thickness (i.e. at the cavity leading edge), as suggested by Menter [45]. All solid walls were specified as adiabatic surfaces where the no-slip condition was applied. The computational outer boundary was specified as a far-field, using the modified Riemann invariants condition. The fluidic spoilers were modelled as a pressure inlet boundary condition with constant values of total pressure, temperature, and static pressure. The computational domain (Fig. 5) consisted of a cavity placed flush within a planar surface, extending 1.5$L$ upstream and downstream of the cavity and $4D$ laterally. The no-slip wall was surrounded by a frictionless (symmetry) wall extending 2$L$ upstream and downstream. The overall domain extended for 8$L$ in the streamwise direction, 29$D$ in the transverse direction, and 5$L$ in the vertical direction. The dimensions of the computational domain have been validated in previous studies [46], hence no domain sensitivity analysis was conducted for this case.

The air was treated as an ideal compressible gas using Sutherland’s law for viscosity modeling. Due to the compressible nature of the problem a pressure-based coupled (in momentum and continuity) solver was used. Non-viscous fluxes were resolved using second order schemes: the
second-order upwind scheme for density and energy [47]; the standard second order central differ-
ence scheme for pressure; and the bounded central differencing scheme for momentum [48]. These
settings were in line with previous studies on similar applications and already validated for strongly
separated flows and acoustics [43–45]. Viscous fluxes (the terms for \( k \) and \( \omega \)) were resolved us-
using a second-order upwind scheme [47], whilst dissipative/diffusive terms were discretized using
a second-order central difference scheme, and gradients were evaluated using the least squares
method. The time marching scheme was an implicit second-order dual-time formulation. Temporal
discretisation used the standard bounded second-order scheme. Five inner sub-iterations were found
to be adequate, which is consistent with the recommendation of Menter [45] and the approaches of
Chaplin and Birch [49] and Bacci et al. [9].

As advised by Menter [45], the time step was chosen to ensure a CFL number approximately
equal to unity in the LES part of the domain. Unsteady simulations were initiated from a converged
RANS solution to reduce the start-up time. To resolve accurately all of the main features the
simulation was run for a total of 250 convective times \( (t_c = L/ U_\infty) \), discarding the initial 100\( t_c \)
seconds to clear the solution from the start-up transient. This allowed data sample lengths greater
than 30 cycles of the lowest frequency mode of interest (first Rossiter-Heller Mode) in accordance
with the values suggested by Menter [45].

B. Validation

To validate the computational settings and mesh convergence, data were used from wind tunnel
studies of the M219 cavity [38] and compared against a computational model of the same geometry.
Four meshes were developed (coarse, medium, fine, and extra-fine), and the results compared to
the experimental data (Fig. 6). There are small differences in the OASPL, which was defined as,

\[
\text{OASPL} = 20 \log_{10} \left( \frac{\sigma_p}{p_{\text{ref}}} \right)
\]

where \(p_{\text{ref}}\) is the minimum audible pressure, defined as the threshold of human hearing, and equal
to \(2 \times 10^{-5}\) Pa.

The differences are of the order of 1 dB, between the fine and extra-fine results, which is within
the error band of the experimental data. The level of agreement between the fine and extra-fine grids
was sufficient to consider that the fine grid produced a grid-converged solution. This is consistent
with similar transonic cavity flow studies [39, 50]. The fine mesh consisted of 32.1 million elements,
of which 16.4 million were located inside the cavity. The computational domains for all the other
geometries were constructed following the same approach.

![CFD grid convergence based on centerline OASPL showing comparison with experimental data](image)

**Figure 6:** CFD grid convergence based on centerline OASPL showing comparison with experimental data [38].

### C. Test matrix

Three different Mach numbers (0.85, 1.20, 1.80) were selected to evaluate the fluidic spoiler performance. These were chosen to represent the range of flight conditions under which the cavity would be exposed to the freestream. In all cases the freestream total pressure and total temperature were 101325 Pa and 300 K respectively. Together with the reference case, where the fluidic spoilers were not activated ($C_\mu = 0.0$), two additional values of blowing coefficient were tested: 0.03 and 0.06. These were selected following the study of Zhang et al. [14], where it was demonstrated that suppression of acoustic noise improved considerably with blowing coefficients above 0.02 and reached a plateau at 0.05.
IV. Data analysis methods

The non-stationary flow analysis involved both frequency and time-frequency domains. For the frequency domain analysis the sound pressure level (SPL) of the fluctuating part of the pressure signal was calculated as [9],

\[
\text{SPL}(f) = 10 \log_{10} \left( \frac{\text{PSD}_{p_f}(f) \cdot \Delta f_{\text{ref}}}{p_{\text{ref}}^2} \right)
\]

(8)

where, \( \Delta f_{\text{ref}} \) is a reference frequency set equal to 1 Hz. In this study the power spectral density (PSD) was obtained using the Welch method [51]. The original signal was divided into smaller blocks with 50 % overlap. The number of samples was equal to the ratio \( f_s/f_r \), where \( f_s \) is the sampling frequency (10 kHz) and \( f_r \) is the frequency resolution (20 Hz). A Hanning window was then applied to each block to reduce leakage effects. Finally, the PSD of the original signal was calculated by averaging the square of the PSD of each block.

Typically, aerodynamic data, whether from experiments or numerical modeling, are characterized by non-stationary (from a statistical point of view) and non-linear processes. Historically, the fast Fourier transform (FFT), or methodologies based on this, has provided a general method for examining the global energy-frequency distributions. However, the FFT assumes that the analyzed dataset represents a linear system, and the phenomenon under analysis is statistically stationary.

The non-linear nature of turbulence implies that Fourier spectral analysis is of limited use. Firstly, the Fourier spectrum defines uniform harmonic components globally, requiring many additional harmonic components to simulate non-stationary data that are non-uniform. As a result it spreads the energy over a wide frequency range. For example, a sudden change (typically observed in the mode switching phenomenon of cavity flows), is translated into a uniform white noise, with negative and positive frequencies. Another drawback is the fact that Fourier spectral analysis uses linear superposition of trigonometric functions, requiring additional harmonic components to simulate deformed wave profiles. Such deformations, which are a direct consequence of non-linear effects, are then misinterpreted.

Whenever the form of the data deviates from a pure sine or cosine function, the Fourier spectrum
will contain harmonics that are not a true feature but simply a mathematical consequence of applying a linear decomposition method to a nonlinear dataset. Methods have been developed to improve analysis of nonlinear datasets including the short-time Fourier transform and the wavelet transform, however, they still require the dataset to be linear and fail to satisfy two requirements pivotal for the analysis of a non-linear/non-stationary dataset i.e., locality and adaptivity. The requirement for locality is the most crucial for non-stationarity data as there is no time scale; therefore, all events must be identified by the time of their occurrences (that is energy and frequency are functions of time). The requirement for adaptivity is also crucial. Only by adapting to the local variations of the data can the decomposition account fully for the underlying physics of the processes. This is especially important for the nonlinear phenomena, since a manifestation of nonlinearity is a ‘harmonic distortion’ in the Fourier analysis.

To address these issues, Huang et al. [52] proposed the Hilbert-Huang spectrum, which comprises two steps. First, the data is pre-processed by the empirical mode decomposition method, which extracts several intrinsic mode function (IMF) components. This expands the original time series on a basis that is derived from the data, satisfying the requirement for adaptivity. Secondly, the Hilbert transform is applied to the decomposed IMFs to construct the energy-frequency-time distribution, known as the Hilbert spectrum, in which the time localities of events are preserved.

Several methods have been developed for the determination of the IMFs. In this study two techniques have been selected, due to their successful application to the analysis of datasets with similar behavior to the pressure fluctuations in cavity flows. These methods are the ensemble empirical mode decomposition (EEMD) [53] and the variational mode decomposition (VMD) [54]. The former is based on a procedure called sifting. This is an iterative procedure to extract the IMF that is stopped when the residual becomes a monotonic function. The extracted IMFs must have only one extreme between zero crossing and must have a zero-mean value. The VMD procedure decomposes the signal into a series of narrowband functions, such that each IMF can be expressed as a simple amplitude modulation (AM) and frequency modulation (FM) wave. Additionally, each mode has a positive slowly varying envelope; in case this condition is not satisfied, the mode is further divided until convergence is obtained. Typically the EEMD procedure is computationally faster, but may
produce IMFs of no physical significance. The VMD method is a slower computational procedure but it can produce better results, even if its accuracy is strongly dependent on parameters that must be selected before the decomposition. Each procedure has strengths and weaknesses and shall be applied accordingly. A typical approach is the characterization of the signal using EEMD and the subsequent application of VMD to a sub-ensemble of the obtained IMFs.

Given a signal, \( x(t) \), of temporal length, \( T \), it is possible to write,

\[
x(t) = \sum_{i=1}^{n} \text{IMF}_i(t) + r_n(t) \tag{9}
\]

Here, \( r_n(t) \) is the residual after the decomposition in \( n \) modes. The next step is to apply the Hilbert transform to each IMF, and derive the analytical signal \( z(t) \) of \( x(t) \) as,

\[
z(t) = \sum_{i=1}^{n} \text{IMF}_i(t) + jH \left[ \sum_{i=1}^{n} \text{IMF}_i(t) \right] = \sum_{i=1}^{n} a_i(t)e^{j\theta_i(t)} \tag{10}
\]

and,

\[
H \langle x(t) \rangle = \frac{1}{\pi} \lim_{\infty \rightarrow -\infty} \int_{-\infty}^{\infty} \frac{x(t')}{t-t'} \, dt \tag{11}
\]

Eqn. 11 is the definition of the Hilbert transform, where \( P \) is the Cauchy principal value. From Eqn. 10 it is possible to express each IMF in terms of its instantaneous amplitude, \( a_i(t) \), and phase, \( \theta_i(t) \), from which the instantaneous frequency, \( f_i(t) \), follows as,

\[
f_i(t) = \frac{\omega_i(t)}{2\pi} = \frac{1}{2\pi} \frac{\partial \theta_i(t)}{\partial t} \tag{12}
\]

The Hilbert spectrum is then defined as,

\[
H(\omega, t) = \sum_{i=1}^{n} H_i(\omega, t) \tag{13}
\]

and
This definition enables the representation of the amplitude and the instantaneous frequency as a function of time in a 3-dimensional plot, in which the amplitude can be contoured in the frequency-time plane. This frequency-time distribution of the amplitude is defined as the Hilbert spectrum, $H_i(\omega, t)$, with the associated Hilbert spectral energy $H_e(\omega, t) = H^2(\omega, t)$. It is possible to see that each IMF represents an intrinsic feature of the signal and, if properly calculated, describes a physical phenomenon [52].

From the Hilbert spectrum it is possible to define the Hilbert marginal spectrum, $h(\omega)$ as,

$$h(\omega) = \int_0^T H(\omega, t) \, dt$$

(15)

This quantity represents the cumulative amplitude over the entire data span in a probabilistic sense. In the Hilbert spectrum, the presence of a peak at a frequency bin has a different meaning from the Fourier spectral analysis. In the Fourier representation, the existence of energy at a given frequency indicates that a component of a sine or cosine wave persisted through the time span of the data. In the Hilbert marginal spectrum, the existence of energy at a given frequency indicates that in the whole timespan of the data there is a higher likelihood that such a wave appeared locally.

It is useful to introduce a measure of the acoustic power expressed by each IMF. This new quantity, referred to as the IMF-associated OASPL (IOASPL), is expressed as,

$$\text{IOASPL} = 20 \log_{10} \left( \frac{\sigma_{\text{IMF}_i}}{P_{\text{ref}}} \right)$$

(16)

A. Validation of the Hilbert-Huang time-spectral analysis methodology

Initially, the Hilbert-Huang spectral analysis was applied to the experimental data of Henshaw [38]. This provided a benchmark for the data processing technique and it was used to validate and consolidate the procedure.
The EEMD and VMD decomposition algorithms have strengths and weaknesses [55]. To separate components, EEMD requires that the ratio of two consecutive features are smaller than 0.75 (lower frequency to higher frequency ratio), with optimal values below 0.5. On the other hand, the principal drawbacks of VMD are its sensitivity to white and colored noise (if the signal-to-noise ratio is not high enough), and the requirement that components can be identified in the frequency spectrum (i.e. defined tones are present). To analyze the pressure signals from the cavity flows, and to determine what IMF to keep or discard, the following procedure was applied.

- The initial signal, \( x(t) \) was decomposed using the EEMD procedure and the relative IMFs were calculated.
- For each IMF the Pearson’s linear correlation coefficient, \( \rho_P \), with respect to the original signal was computed.
- IMFs with \( \rho_P \geq 0.2 \) were considered true features of the signal, whilst lower values were associated with background noise and/or fluctuations on the mean values. As shown in previous studies, greater correlation coefficients with the original signal lead to more important IMFs [55, 56]. No proper threshold value exists, but 0.2 is considered a good threshold to separate acoustic modes from generic turbulence noise [57].
- A new signal, \( y(t) \), was generated by the summation of the IMFs with \( \rho_P \geq 0.2 \). This was then decomposed using VMD.

The analysis procedure used the strengths of both the EEMD and VMD algorithms. EEMD was used as an initial filter, followed by VMD, due to its greater ability to isolate single components.

The time spectral map (Fig. 7) indicated the complex nature of the events underlying the cavity’s acoustic footprint. Although it was possible to distinguish an accumulation of energy in the band between 100 Hz to 1 kHz, strong deviations and local time features were present. The EEMD procedure determined twelve IMFs of which, as shown in Table 1, only five had a Pearson correlation coefficient above the defined threshold to be considered true features of the signal.
Figure 7: Hilbert spectral energy map for the pressure signal at $x/L = 0.95$, $2y/W = 0.50$, $z/D = 1.00$. Mach number 0.85. Experimental data from Henshaw [38], EEMD decomposition.

Table 1: Summary of the IOASPL and Pearson correlation coefficient (in decreasing order) for different intrinsic mode functions (IMFs) obtained with the EEMD decomposition method. Experimental data of Henshaw [38] extracted at $x/L = 0.95$, $2y/W = 0.50$, $z/D = 1.00$. Mach number 0.85.

<table>
<thead>
<tr>
<th>IMF ID</th>
<th>IOASPL (dB)</th>
<th>$\rho_P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>160.9</td>
<td>0.8354</td>
</tr>
<tr>
<td>3</td>
<td>157.1</td>
<td>0.8127</td>
</tr>
<tr>
<td>4</td>
<td>154.3</td>
<td>0.4878</td>
</tr>
<tr>
<td>5</td>
<td>149.2</td>
<td>0.3134</td>
</tr>
<tr>
<td>6</td>
<td>145.7</td>
<td>0.2139</td>
</tr>
<tr>
<td>1, 7, 8, 9, 10, 11, 12</td>
<td>$&lt; 142.0$</td>
<td>$&lt; 0.2000$</td>
</tr>
</tbody>
</table>

To characterize the nature of each IMF, the marginal Hilbert spectrum was calculated (Fig. 8). A property of the marginal Hilbert spectrum is the fact that second order phenomena, such as IMF6 and IMF5, attained similar and/or higher $h(\omega)$ values compared to IMFs representing the Rossiter-
Heller tones. However, the marginal Hilbert spectrum is a statistical indicator. As such it does not indicate the energy associated in a frequency bin, rather the likelihood that in the temporal length of the signal a wave having a frequency corresponding to the bin under consideration would occur [52]. Hence, a non-linear and highly variable phenomenon, such as the Rossiter-Heller mode that is subjected to strong frequency modulation behavior, distributes energy over a wide frequency band. As an example, IMF6 had an associated IOASPL of 145 dB; 15 dB lower than IMF2. Nevertheless, whilst the former had a bandwidth of approximately 30 Hz, the latter had a bandwidth of over 400 Hz. Hence, IMF2 ‘spread’ its associated energy over a bigger frequency interval, and the resulting maximum value of $h(\omega)$ was lower than that for IMF6.

Figure 8: Marginal Hilbert spectrum of the principal IMFs (according to the classification in Table 1) for the pressure signal at $x/L = 0.95$, $2y/W = 0.50$, $z/D = 1.00$. Mach number 0.85. Experimental data from Henshaw [38], EEMD decomposition.

The analysis above indicated that each mode had a characteristic frequency band with a distinguishable peak and bandwidth. IMF6 correlated with the resonance mode associated with low-frequency modulation phenomena. This typically relates to the centrifugal and transverse instability [4–7]. The peak of IMF5, centered at 60 Hz according to Delprat’s decomposition, is associated
with an amplitude modulation of the main resonant tones. Nevertheless, a corresponding peak for \( f_a \) was not present (for the experimental dataset, Delprat’s decomposition indicated the following values: \( f_a = 222 \text{ Hz}; f_b = 81 \text{ Hz}; \xi = 0.365 \)). The remaining IMFs (2, 3 and 4) were associated with the Rossiter-Heller tones.

Cavity flows exhibit AM and FM characteristics, as well as non-linear frequency coupling [4, 8, 9]. To investigate these characteristics a further decomposition, using the VMD procedure, was conducted. This used a signal obtained by the summation of the representative modes from the EEMD procedure and applied the strength of the VMD method, best suited to extract AM and FM features, even in closed-coupled conditions typical of cavity flows. The result of the decomposition was nine IMFs, representing several features of the flow. The marginal Hilbert spectrum (Fig. 9) showed the co-existence of several features.

![Marginal Hilbert spectrum of the pressure signal](image)

Figure 9: Marginal Hilbert spectrum of the pressure signal at \( x/L = 0.95, 2y/W = 0.50, z/D = 1.00 \). Mach number 0.85. Experimental data from Henshaw [38], EEMD decomposition.

Four Rossiter-Heller modes were observed with the following IOASPL values: \( M_1 \) (155 dB at 153 Hz), \( M_2 \) (161 dB at 357 Hz), \( M_3 \) (155 dB at 576 Hz), and \( M_4 \) (147 dB at 858 Hz). SPL could not
reliably be used in this case because the modes extracted in the Hilbert spectrum have a FM behavior with the energy spread across a number of frequency bins, reducing the peak value. It was decided, therefore, that the IOASPL calculated for each mode was a better indicator of the associated acoustic power of each IMF. The spectrum also provided the Delprat fundamental acoustic frequency \( f_a \) (152 dB at 249 Hz) and amplitude modulation frequency \( f_b \) (154 dB at 117 Hz). The co-existence of these two frequencies with the Rossiter-Heller modes validated the dyadic nature of the cavity flow phenomena as well as its non-linear interaction, where the resonating shear layer (of which \( f_a \) represents the fundamental frequency) interacts with the centrifugal instabilities of the main recirculating vortex inside the cavity (of which \( f_b \) represents the fundamental frequency). An additional mode was observed, labelled \( M_{CI1} \) in Fig. 9 and with an IOASPL of 152 dB at 48 Hz, representing a slow dynamic relative motion between the recirculating layers inside the cavity. The existence of multiple centrifugal instabilities was in line with other studies [7].

The two remaining peaks present in the marginal Hilbert spectrum (Fig. 9) were associated with transverse modes. Such instabilities are again correlated to the main recirculation inside the cavity, but in this case the resonating frequency was associated with oscillations in the transverse direction. The associated modes were labelled \( M_{TL1} \) (153 dB at 406 Hz) and \( M_{TL2} \) (154 dB at 609 Hz).

The analysis of the experimental data demonstrated the strength of the Hilbert-Huang spectral analysis with EEMD/VMD decomposition and its ability to properly identify the main flow features of a complex fluid-dynamic phenomenon associated with the aero-acoustics of cavity flows.

V. Results

The spectrum of an open-type cavity is typically characterized by three different components. The first is a broadband white noise, which may include peaks that are associated with centrifugal instability modes [5–7]. The second component typically comprises red noise, and contains the peaks associated with the Rossiter-Heller modes, which are typically the dominant tones in the spectrum. The third component has no prominent peaks and this background noise is again of the red type. This represents the turbulent decay, in the limits of the capacity of the turbulence model.
to capture this phenomenon whenever the spectrum in computed after a CFD simulation.

The results are presented in two parts. First, a conventional Fourier analysis is presented, which shows the effect of the fluidic spoilers on the acoustic spectrum. Second, the Hilbert-Huang analysis is conducted on the numerical data sets, which leads to greater insight into the complex nature of the aero-acoustic behavior of the cavity flow.

A. The effect of fluidic spoilers on the acoustic spectrum

1. Mach 0.85

At Mach 0.85, Fourier analysis indicated that the fluidic spoilers reduced considerably the overall presence of the Rossiter-Heller modes, influencing all the significant areas of the cavity spectrum. Fig. 10 presents the acoustic spectra and shows that, with $C_{\mu} = 0.03$, $M_1$ was reduced by 8 dB, $M_2$ by 3 dB, and $M_3$ was reduced to near broadband noise levels, experiencing a drop of 12 dB. Excitation at lower frequencies was reduced as well, by an average of 11 dB. The frequency of the tones in the spectrum remained unchanged with respect to the reference case ($C_{\mu} = 0.0$). The result confirmed the beneficial effect of the fluidic spoiler, and flow visualization showed how the reduction was a direct consequence of two effects induced by the mass flow injection: 1. a deflection of the shear layer away from the cavity entrance (Fig. 11); 2. a splitting of the onset boundary layer flow into smaller vortical structures (Fig. 12). The latter aspect is particularly relevant to cavity noise suppression, since reducing the coherence of the detached eddies reduces significantly the energy impinging on the cavity trailing edge, and the subsequent acoustic emissions. Fig. 13 shows the effect of the fluidic spoilers on the shear layer position near the cavity leading edge. The minimum value of the Reynolds stress term, $\overline{\rho uu}$, close to $z/D = 0$ provides a good indication of the shear layer position. With the spoilers switched off, the shear layer is at $z/D = -0.12$, moving to $z/D = -0.056$ with $C_{\mu} = 0.03$, and $z/D = -0.043$ with $C_{\mu} = 0.06$.

Previous CFD studies on saw-tooth type spoilers [58–60] demonstrated that a similar splitting of the shear layer into smaller structures occurred as well. The experimental study of Singh et al. [27], which used passive leading-edge tabs, supported the conclusions of the CFD studies. Furthermore,
it demonstrated the same flow-changing phenomena as experiments using fluidic actuators, for example Lusk et al. [18]. Since saw-tooth spoilers are a well know passive method by which the acoustic noise can be reduced [11], it is reasonable to assume that fluidic spoilers of the type used in the current study achieve palliative effects based on a similar induced effect on the flow.

![Figure 10: The effect of the fluidic spoilers on the spectrum of the pressure signal at \(x/L = 0.95\), \(2y/W = 0.50\), \(z/D = 1.00\), \(M = 0.85\); v2w000 geometry.](image)

Increasing \(C_\mu\) to 0.06 further decreased the SPL of the resonant modes as a consequence of a greater deflection and breakup of the cavity shear layer. \(M_3\) was completely suppressed, whilst \(M_1\) and \(M_2\) were reduced by a further 2 dB and 6 dB respectively (Fig. 10). No appreciable reduction of the broadband noise and the low frequency band power was observed, however, which means that there was only 1.2 dB difference in the OASPL levels (determined from the SPL data) between the two blowing coefficients at \(x/L = 0.95\).
Figure 11: The effect of the fluidic spoilers on the cavity flow eddy structures showing how spoiler operation reduced the coherence of the shear layer and diverted it away from the cavity entrance. Contours of density gradient at $2y/W = 0.00, M = 0.85$; v2w000 geometry

2. **Mach 1.2**

At a freestream Mach number of 1.2 the acoustic spectrum of the cavity with $C\mu = 0$ was characterized by three dominant peaks, corresponding to the Rossiter-Heller modes $M_2$, $M_3$ and $M_4$
Figure 12: The effect of the fluidic spoilers on the cavity flow vortical structures (represented by the isosurface of Q-criterion colored by Mach number) showing how spoiler operation reduced the coherence of the shear layer. Flow from left to right. $M = 0.85$; v2w000 geometry
Figure 13: The effect of the fluidic spoilers on the shear layer position (indicated by the minimum value of the Reynolds stress term near $z/D = 0$) near the cavity leading edge at $x/L = 0.05$, $2y/W = 0.50$, $M = 0.85$; v2w00 geometry.

(Fig. 14). A fourth mode, which could be associated with the first Rossiter-Heller tone, was located at a frequency different to the theoretically-predicted value. The four modes had the following properties: $M_1$ (140 dB at 130 Hz); $M_2$ (151 dB at 439 Hz); $M_3$ (146 dB at 716 Hz); $M_4$ (139 dB at 993 Hz). An additional mode was located at 277 Hz, with a power of 140 dB. According to Delprat’s decomposition this peak was associated with the fundamental frequency, $f_a$.

The fluidic spoilers, with $C_\mu = 0.03$, improved the tonal noise. $M_4$ was eliminated, whilst the $M_2$ and $M_3$ spectral power was reduced by 9 dB. The SPL of $M_1$ also dropped (by 5 dB). The mode frequency was changed as well, from the previous value of 130 Hz to 179 Hz. Finally, the high-frequency broadband noise was reduced by 3 dB, whilst the low-frequency spectral content experienced an average drop of 9 dB. A further increase in $C_\mu$ eliminated $M_3$. $M_2$ was reduced to 134 dB (-8 dB with respect to $C_\mu = 0.03$), almost to the level of the background noise. The broadband noise at low and high frequencies was further reduced by 1 dB, however $M_1$ did not
experience a reduction.

Figure 14: Effect of the fluidic spoilers on the spectrum of the pressure signal at \( x/L = 0.95, \) \( 2y/W = 0.50, \) \( z/D = 1.00, \) \( M = 1.2; \) v2w000 geometry.

3. Mach 1.8

Increasing the freestream Mach number to 1.8 resulted in a spectrum with multiple peaks. Fourier spectral analysis showed the presence of six Rossiter-Heller modes, of which the 5th had the highest amplitude (Fig. 15). This trend was in line with other studies on similar cavities [60, 61]. The resonant modes had the following characteristics:

- \( M_1 \) (131 dB at 183 Hz); \( M_2 \) (137 dB at 586 Hz); \( M_3 \) (134 dB at 964 Hz); \( M_4 \) (141 dB at 1318 Hz); \( M_5 \) (143 dB at 1648 Hz); \( M_6 \) (131 dB at 1953 Hz).

Similar to the Mach 1.2 case, a peak corresponding to the fundamental frequency, \( f_a \) (130 dB at 354 Hz), was present in the spectrum. Activation of the fluidic spoilers completely suppressed all resonant modes. This was observed for both blowing coefficients, with minimal difference between the two settings. In both cases (\( C_\mu = 0.03 \) and \( C_\mu = 0.06 \)) only \( M_1 \) was still identifiable in the spectrum, whilst all other modes were reduced to broadband noise, with an SPL of 125 dB. High
and low frequency spectral content also experienced a decrease in noise levels with an average reduction, with respect to $C_\mu = 0$, of 7 dB for the former and 8 dB for the latter.

It is notable that there is a distinct change in the number of acoustic tones and their relative amplitude as Mach number increases from 0.85, through Mach 1.2, to Mach 1.8. The increase in the number of resonating tones with Mach number is believed to be related to the presence of the cavity’s leading edge oblique shock wave. As Mach number increases the shock is inclined towards the cavity and its trailing edge. Further research would be needed to investigate and explain this behavior.

Figure 15: Effect of the fluidic spoilers on the spectrum of the pressure signal at $x/L = 0.95$, $2y/W = 0.50$, $z/D = 1.00$, $M = 1.8$; v2w000 geometry.

B. Hilbert-Huang time-spectral analysis of fluidic spoiler effects

The Hilbert-Huang analysis procedure was applied to the numerical simulation in order to obtain a deeper understanding of the effect of fluidic spoilers on cavity flow structures at transonic and supersonic speeds.
1. **Mach 0.85**

Fig. 16 shows the marginal Hilbert spectrum of the transonic case (Mach 0.85) with spoilers off and identified the existence of four Rossiter-Heller modes: $M_1$ (157 dB at 148 Hz), $M_2$ (162 dB at 340 Hz), $M_3$ (160 dB at 580 Hz), and $M_4$ (149 dB at 896 Hz). The result was in disagreement with the spectral analysis (Fig. 10) where only three Rossiter-Heller modes were observed and where the power associated with $M_3$ was greater than that associated with $M_2$. The Hilbert spectral analysis indicated, however, that these two resonant modes had similar amplitudes. This fact is explained by the FM nature of the modes in this configuration, as the time spectral map (Fig. 17) clearly shows, where the nature of the modes was strongly intermittent, with periods of activity separated by a complete disappearance of acoustic modes.

Fig. 17 (label 1) indicates the point where, at approximately 0.22 s, the Hilbert spectral energy suddenly increases following approximately 0.02 s of inactivity. Additionally, during the temporal evolution of the signal, the frequencies associated with the modes varied in time (Fig. 17, label 2), often randomly. This caused a distribution of the energy associated with each mode across a wider frequency band, instead of being concentrated in a narrow frequency bin, leading to a distortion of the outcome of the Fourier analysis of the signal.

Further inspection of the marginal Hilbert spectrum (Fig. 16) identified a tone associated with the transverse instability, $M_{TI_1}$ (149 dB at 694 Hz), a centrifugal instability mode, with strong FM behavior, $M_{CI_1}$ (159 dB at 48 Hz), and Delprat’s amplitude modulation frequency $f_b$ (154 dB at 126 Hz). Interestingly, no peak was observed in the band typically associated with the fundamental acoustic tone of the cavity, $f_a$, contrary to the M219 case (Fig. 9). The reason for this is the difference in geometry between the two test cases.

Activation of the fluidic spoilers changed the characteristic of the flow considerably. The marginal Hilbert spectrum (Fig. 16) indicated the presence of two Rossiter-Heller modes: $M_2$ (156 dB at 350 Hz), $M_3$ (151 dB at 546 Hz), the transverse instability mode $M_{TI_1}$ (149 dB at 670 Hz) and Delprat’s modulating frequency (or centrifugal instability) $f_b$ (153 dB at 120 Hz). Noticeably, the low-frequency instability mode, present with the fluidic spoilers turned off ($C_\mu = 0$), completely disappeared, as well as the peak corresponding to the first Rossiter-Heller tone. In line
Figure 16: The effect of fluidic spoilers on the marginal Hilbert spectrum of the pressure signal at $x/L = 0.95$, $y/W = 0.50$, $z/D = 1.00$, $M = 0.85$. EEMD+VMD decomposition; v2w000 geometry.

with the Fourier analysis (Fig. 10), $M_4$ was eliminated and the remaining modes experienced a substantial reduction of the allocated power. The three regions indicated by label 3 in Fig. 17 highlight examples where this was also observed in the time-frequency map.

The Hilbert-Huang analysis was able to identify two features not discernible from the basic Fourier analysis. The first, as already described, was the disappearance of $M_{CI_1}$. The activation of the fluidic spoilers changed the internal flow recirculation structure. From the two eddy arrangement with $C_\mu = 0$, a new system characterized by a single vortex was established. This reduced the number of sources for the centrifugal instability, and rather than the previous two observed modes ($M_{CI_1}$ and $f_b$), now only the one associated with the main eddy structure appeared ($f_b$). The second prominent change in the Hilbert spectrum (Fig. 16) was the disappearance of $M_1$. A hypothesis for the cause of this was a lifting of the shear layer. The existence of the second and third Rossiter-Heller tones confirmed that the interaction between the shear layer and the main cavity eddy was still active, however, $M_1$ had a wavelength of the order of four times the cavity length, implying
that the relative node-antinode distance was greater than the cavity longitudinal dimension. In such a condition, a lifting of the shear layer should make the appearance of $M_1$ impossible.

A higher blowing coefficient ($C_\mu = 0.06$), introduced two main differences with respect to the $C_\mu = 0.03$ case. Firstly, the power levels of $M_2$ and $f_b$ were reduced, by 2.8 dB and 1.2 dB respectively. Secondly, $M_3$, apart from reducing its IOASPL by 1 dB, experienced a frequency change in the location of its peak, from the previous 546 Hz to 492 Hz, but no direct explanation was found for this. Finally, the transverse instability mode, $M_{TI_1}$ remained unchanged.

2. Mach 1.2

Fig. 18 shows that with the fluidic spoilers off the cavity presented four peaks: $M_1$ (154 dB at 180 Hz); $M_2$ (167 dB at 440 Hz); $M_3$ (163 dB at 715 Hz); $M_4$ (157 dB at 980 Hz). In contrast to the high
subsonic Mach number case, the marginal Hilbert spectrum at \( M = 1.20 \) presented peaks only at the associated Rossiter-Heller frequencies, which is in agreement with the standard spectral analysis (Fig. 14). No additional modes appeared, indicating that the transition from a high subsonic to supersonic flow regime altered the non-linear interaction between the dominant fluid structures inside the cavity, making the Rossiter-Heller modes dominant. This is in agreement with previous studies [62, 63].

![Figure 18: The effect of fluidic spoilers on the marginal Hilbert spectral energy of the pressure signal at \( x/L = 0.95, 2y/W = 0.50, z/D = 1.00, M = 1.20 \). EEMD+VMD decomposition; v2w000 geometry.](image)

Operating the fluidic spoilers did not change the qualitative aspect of the spectrum (Fig. 18), but it did reduce the acoustic level of the modes. The IOASPL reductions (with respect to the spoilers switched off) observed through the Hilbert spectral analysis were for \( M_2 \) -8.6 dB (\( C_\mu = 0.03 \)) and -13.0 dB (\( C_\mu = 0.06 \)), for \( M_3 \) -10.1 dB (\( C_\mu = 0.03 \)) and -12.9 dB (\( C_\mu = 0.06 \)), and for \( M_4 \) -8.5 dB (\( C_\mu = 0.03 \)) and -9.3 dB (\( C_\mu = 0.06 \)). Finally, whilst the IOASPL for \( M_1 \) was reduced by 7.1 dB, when the blowing coefficient was 0.03, at \( C_\mu = 0.06 \) the reduction was only 6.8 dB.
3. Mach 1.8

Fig. 19 shows the marginal Hilbert spectrum for $M = 1.80$, which is qualitatively the same as the Fourier analysis (Fig. 15), with the presence of multiple peaks dominated by the 5th Rossiter-Heller mode. However, the Hilbert-Huang analysis identified seven Rossiter Heller modes, and the presence of the fundamental acoustic frequency $f_a$ was also observed. Regarding the Rossiter-Heller modes, the following data was extracted: $M_1$ (153 dB at 234 Hz); $M_2$ (157 dB at 569 Hz); $M_3$ (154 dB at 960 Hz); $M_4$ (159 dB at 1308 Hz); $M_5$ (161 dB at 1656 Hz); $M_6$ (154 dB at 1956 Hz); $M_7$ (150 dB at 2208 Hz). Finally, $f_a$ had a power of 151 dB and a central frequency of 312 Hz. The calculated modes where in line with the theoretically-predicted values. As in the $M = 1.20$ case, the modulating frequency, $f_b$, did not appear in the Hilbert spectrum, however $f_a$ was present.

Although analysis of the mean flow did not provide evidence of any change in the characteristics of the internal flow structure inside the cavity, the activation of the spoilers altered significantly the location of the modes. Applying Delprat’s decomposition [4] to the reference configuration ($C_\mu = 0$) the values of $f_a = 329$ Hz and $f_b = 45$ Hz were obtained. For $C_\mu = 0.03$ the values were $f_a = 380$ Hz and $f_b = 163$ Hz, whilst for $C_\mu = 0.06$, $f_a = 357$ Hz and $f_b = 111$ Hz were obtained.

From the manipulation of Eqn. 2, it was possible to determine an expression relating the difference between the central frequencies of a Rossiter-Heller mode, of two different cases (1 and 2), subjected to different values of $f_a$ and $f_b$.

$$f_{n_2} = f_{n_1} + n \cdot \Delta f_a - \Delta f_b$$  \hspace{1cm} (17)

where,

$$\Delta f_a = f_{a_2} - f_{a_1}$$  \hspace{1cm} (18)

$$\Delta f_b = f_{b_2} - f_{b_1}$$  \hspace{1cm} (19)

Applying these relations to the values extracted from the marginal Hilbert spectrum shown in
Fig. 19, it was observed that the relationship described in Eqn. 17 was satisfied in all cases with a maximum error of ±5 Hz, which was of the order of the frequency resolution adopted in the Hilbert-Huang spectral analysis. This finding confirmed that when the spoilers were activated the changes observed in the Hilbert spectrum were a direct and sole consequence of the change in the fundamental acoustic frequency $f_a$ and the centrifugal instability mode $f_b$.

Figure 19: The effect of fluidic spoilers on the marginal Hilbert spectral energy of the pressure signal at $x/L = 0.95, 2y/W = 0.50, z/D = 1.00, M = 1.80$. EEMD+VMD decomposition; v2w000 geometry.

The spoilers considerably reduced the IOASPL associated with each mode but the amount of acoustic noise reduction was different for each mode. Irrespective of the original IOASPL that each tone had in the reference case, when the spoilers were activated the overall acoustic level of all modes were reduced to below 149 dB for $C_\mu = 0.03$, and below 147.5 dB for $C_\mu = 0.06$. 
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VI. Conclusions

The study confirmed that fluidic spoilers, located at the leading-edge step of a low-RCS geometry, were capable of reducing the acoustic noise levels comparable to that observed in similar spoiler geometries applied to basic rectangular cavities. The numerical computations indicated that the palliative mechanism maintained its performance for Mach numbers ranging from subsonic to supersonic. The blowing coefficients needed to reduce acoustic tones was in line with the findings of previous studies, and the existence of a plateau in the value of $C_{\mu}$, above which no further benefits are observed, was confirmed as well.

Spectral analysis confirmed the palliative capabilities of the fluidic spoilers, which considerably reduced, and often suppressed, all the resonant modes at all Mach numbers. In the Mach 0.85 case, the Rossiter-Heller modes’ SPL reduction was up to 9 dB, whilst low frequency noise levels were lowered by 11 dB. At supersonic Mach numbers, activation of the spoilers reduced the first Rossiter-Heller tone ($M_1$) by 5 dB, whilst the second mode, $M_2$ was reduced by up to 17 dB at Mach 1.20 and completely suppressed at Mach 1.80. At both supersonic speed regimes low and high broadband frequency noise reduction was as high as 10 dB.

Flow visualization indicated that the fluidic spoilers palliative effect was achieved by inducing flow modifications similar to those introduced by saw-tooth spoilers. In fact, air blown from the slots had the double effect of diverting the shear layer away from the cavity, and splitting it into smaller and less-coherent structures, that upon impact at the trailing edge resulted in less radiated acoustic noise and in a less coordinated feedback-loop. The former effect was in general responsible for a lowering of the noise level, especially at low frequency, and the latter was associated with a disruption of the Rossiter-Heller tones.

The Hilbert-Huang spectral analysis provided an enhanced understanding of the complex nature of the aero-acoustic behavior of the cavity. Acoustic modes were identified that, together with the Rossiter-Heller tones, govern the behavior of the spectrum. This demonstrated how the generated tones, appearing inside the cavity, were a result of complex non-linear interactions between shear layer acoustic instabilities and centrifugal instabilities originating in the flow recirculating in the
internal part of the cavity. This also demonstrated that the fundamental frequencies had frequency and amplitude modulation characteristics that spread the energy in a wide bandwidth. This is not captured by classical Fourier analysis.
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