Study on Recognition Method of Similar Weather Scenes in Terminal Area
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Abstract: Weather is a key factor affecting the control of air traffic. Accurate recognition and classification of similar weather scenes in the terminal area is helpful for rapid decision-making in air traffic flow management. Current researches mostly use traditional machine learning methods to extract features of weather scenes, and clustering algorithms to divide similar scenes. Inspired by the excellent performance of deep learning in image recognition, this paper proposes a terminal area similar weather scene classification method based on improved deep convolution embedded clustering (IDCEC), which uses the combination of the encoding layer and the decoding layer to reduce the dimensionality of the weather image, retaining useful information to the greatest extent, and then uses the combination of the pre-trained encoding layer and the clustering layer to train the clustering model of the similar scenes in the terminal area. Finally, terminal area of Guangzhou Airport is selected as the research object, the method proposed in this article is used to classify historical weather data in similar scenes, and the performance is compared with other state-of-the-art methods. The experimental results show that the proposed IDCEC method can identify similar scenes more accurately based on the spatial distribution characteristics and severity of weather; at the same time, compared with the actual flight volume in the Guangzhou terminal area, IDCEC's recognition results of similar weather scenes are consistent with the recognition of experts in the field.
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1 Introduction

Weather influence is one of the important factors that cause the disturbance of air traffic system operation, which determines the formulation and release of airspace flow management strategies. Accurately assessing the impact of weather on air traffic and making corresponding air traffic flow management strategies are long-term research hotspots and bottlenecks for scholars in this field [1]. Most of the existing researches converted the weather influence into airspace operation capacity after indexing, and then directly applied it to the traditional flow management decision model based on the balance of...
capacity and demand, and got the decision result [2]. This type of method was relatively simple to apply and can avoid processing high-dimensional data. However, this method over-compressed the information on the temporal and spatial distribution of weather and the evolution process, and cannot meet the needs of controllers for intuitive observation and formulation of sophisticated strategies. In order to improve the effectiveness of control strategies, researchers further proposed a control decision-making method based on operating scenes [3], using historical data to identify similar operating scenes, and taking the historical control strategies as references to make a pertinence and adaptability decisions for current scene. In this type of method, the operating scenes were generally described in terms of weather, traffic demand, and traffic status, so as to measure the similarity of each scene. Among them, due to its dynamics and complexity, weather scenes were difficult to classify and recognize based on the degree of similarity.

Recognition of similar weather scenes can be accomplished via two steps: weather image feature extraction and scenes clustering. In this field, methods based on principal component analysis (PCA) are mainly used for feature extraction, and then classic clustering methods are used to divide the scenes into some clusters according to the extracted features [4–7]. In recent years, deep learning technology has developed rapidly and achieved great success in the field of image recognition [7]. Compared with traditional methods, deep learning need not to make a large number of feature extractions to obtain deep abstract features which are difficult to extract using traditional methods. The expression of data sets is more efficient and accurate, and the extracted features are more robust and generalized. Inspired by this, we attempted to design a weather scene classification and recognition method based on deep convolutional autoencoding embedded clustering. Through the dimensionality reduction and clustering of historical weather images, the recognition of dynamic similar weather scenes can be achieved to quickly obtain historical control strategies, which could be used as a reference in real-time decision making. Finally, the effectiveness of the proposed method was verified on the actual operating data of the Guangzhou terminal area.

The contributions of the paper can be summarized as follows:

- Constructed an unsupervised similar weather scene recognition method for air traffic control, which provides support for scene-based control data analysis.
- Proposed an efficient and applicable weather data dimensionality reduction and similarity measurement method to measure the weather scene in a way that conforms to the air traffic control cognition.

The rest of the paper is organized as follows. Section 2 shows related work. Section 3 presents the problem description and proposes a terminal area similar weather scene classification method based on improved deep convolution embedded clustering (IDCEC). In Section 4, we compare the clustering results of the proposed method with the other three combination methods on simple weather scene data and complex weather scene data. The results are analyzed and discussed. Finally, conclusions are drawn with future study direction in Section 5.

2 Related Works

Processing of weather data in Air Traffic Management (ATM) mainly includes two aspects: weather information conversion and impact quantification. In terms of weather information conversion, researchers used basic information such as radar reflectivity and echo top height to build a convective weather avoidance model (CWAM). Typical applications included convective weather detection tools for air routes and terminal areas. Based on CWAM model and actual flight data, the concept of weather avoidance field (WAF) was designed and verified [8], including deterministic and probabilistic types as the final output result. In addition, some methods for predicting WAF have also been proposed and applied, such as
translational planning considering weather movement, extrapolation planning considering weather expansion, etc. [9]. These methods all accomplished the conversion of basic weather information in ATM.

In terms of weather impact quantification, WAF was used in the calculation and evaluation of route availability [10]. Researchers have proposed the Weather Severity Index (WSI), Weather Impacted Traffic Index (WITI) and other quantitative indicators of convective weather impact [11] to indicate the severity of weather and the number of flights likely to be affected. Studies have shown that these indexes have a clear correlation with airspace capacity [12]. Therefore, the research of short-term spatial capacity prediction methods based on WSI and WITI has also been further strengthened [13]. In addition, the scanning method and the ray method [13] have also been proposed to assess the availability of airspace under convective weather. The above methods transformed the weather impact into capacity reduction, and then management strategies were deployed based on capacity requirements. Although these methods would be helpful for air traffic flow management decisions, they can not directly provide referable strategies. The valuable experience in the historical control strategy issued by the controller cannot be used. In view of this, some researchers have proposed traffic management decision-making ideas for similar weather scenes.

The existing similar scene recognition methods were mostly based on operating data including weather information, and machine learning methods such as similarity measurement or clustering are used to classify similar scenes. Generally, meteorological radar echo, visibility, cloud base height, wind speed, wind direction, traffic flow and other characteristics were used firstly to construct a flight operation scene data set [4–7]. Then, the unsupervised or semi-supervised similarity measurement methods [7] were used to calculate the similarity matrix between running scenes. Further, the similarity measurement results were put into the clustering algorithm [14] to obtain the clustering of similar scenes, or the similarity measurement results were directly used to identify several historical scenes that were closest to the target scene.

Convolutional neural networks (CNN) have been proven to have excellent performance for image feature extraction [15–17]. Deep auto-encoder [18] constrains Boltzmann machines by stacking layers, forming Stacked Auto-encoders (SAEs) that can be used for data dimensionality reduction. The combination of CNN and auto encoder produced Stacked Convolutional Auto-encoders (SCAEs). SCAEs used convolution and pooling to train the convolutional auto-encoding model, which can store more structural information than SAEs, and was a more effective image processing method [19]. Romero et al. [20] used SCAEs to perform unsupervised feature dimensionality reduction, which further proved that SCAEs can effectively reduce the data dimension and retain more effective information in unsupervised image processing. Zhang et al. and Fang et al. [21,22] used SCAEs for feature extraction of multispectral and hyperspectral geographic images. Deep Embedded Clustering (DEC) [23] is a stacking autoencoder combined by noise reduction autoencoders through layer-by-layer greedy training. DEC removes the decoding layer and only used the coding layer. DEC uses relative entropy as a loss function to fine-tune the network for the extracted features, which can complete feature extraction and clustering at the same time. Since the DEC algorithm does not take into account that fine-tuning will distort the embedded space and weaken the representativeness of embedded features, Guo et al. [24] proposed an Improved Deep Embedded Clustering (IDEC), which used insufficiently complete pre-training, and in its self-encoding, the sum of relative entropy and reconstruction loss was used as the loss function during fine-tuning to ensure the representativeness of embedded spatial features. Aiming at dimensionality reduction and clustering of image data, Guo et al. [25] proposed an improved deep convolutional embedded clustering method (DCEC), which added a convolutional self-encoding operation to DEC and retained the local structure of feature space to obtain a better clustering result. Based on the above researches, we believe that the application of convolutional autoencoder and deep embedding clustering [23] method into ATM weather images feature extraction will be a worthwhile attempt for the recognition of similar weather scene.
3 Materials and Methods

3.1 Problem Description

Taking the terminal area of Guangzhou Baiyun Airport as an example, Figs. 1 and 2 show two weather sequences. Yellow, green, blue, and purple color in the figure depict the severity of convective weather from high to low. The airport is located in the center of the picture. The three subplots in Fig. 1 show the scene where convective weather covering the south and west of the airport dissipates over time. The three sub-graphs in Fig. 2 show the scene of convective weather moving eastward over time in the west of the airport. When facing these two different convective weather scenes, controllers need to adopt different control strategies. For example, for Scene 1, the controller may adopt a strategy of gradually relaxing traffic on the Southwest route. For Scene 2, the controller may adopt flow control strategies for the waypoints from west to east. Therefore, the decision-making of the flow control strategy has a high correlation with the severity and changes of convective weather. However, for similar weather scenes, different controllers may choose different flow control strategies based on their own experience, and the results will be different. This paper attempts to identify similar weather scenes and then extract the strategies used in similar historical scenes to provide support for the intelligent decision-making of air traffic control.

![Figure 1: Scene 1](image1)

![Figure 2: Scene 2](image2)

3.2 Improved Deep Convolutional Embedded Clustering

3.2.1 Convolutional AutoEncoder

The autoencoder is a trained neural network that can transform data into latent space non-linearly. When the dimension of this latent space is lower than that of the original space, the autoencoder reduces the dimension of the original data. With the popularity of convolutional neural networks, a new type of self-encoder has emerged, the convolutional autoencoder (CAE), which can achieve more efficient image feature representation and dimensionality reduction. CAE is composed of convolutional encoder and convolutional decoder, as shown in Fig. 3.

![Figure 3: Structure of CAE](image3)
The convolutional encoder converts the input image \((x)\) into a feature map \((z)\) by Eq. (1), and the convolutional decoder converts the map \((z)\) into an output image \(x'\) by Eq. (2).

\[
z = f(x) = \text{ReLU}(wx + b)
\]

\[
x' = g(z) = \text{ReLU}(w'z + b')
\]

where \(w\) denotes the convolution kernel between \(x\) and \(z\), \(w'\) denotes the convolution kernel between \(z\) and \(x'\), \(b\) and \(b'\) are deviations, and ReLU (Rectified Linear Units) is the activation function.

CAE generates a new code for each sample by minimizing the reconstruction error between the input and output of all samples, and its reconstruction loss function is defined as Eq. (3), where \(n\) denotes the number of input samples.

\[
L_r = \frac{1}{n} \sum_{i=1}^{n} \|g(z_i) - x_i\|_2^2
\]

3.2.2 Deep Embedding Clustering

DEC [23] is a deep clustering algorithm which combines deep feature representation and image clustering. It uses a deep neural network to learn the mapping from the observation space to the low-dimensional latent space, and can obtain feature representation and clustering at the same time. DEC uses a denoising autoencoder for data preprocessing, then removes the decoder, defines the clustering loss function, and fine-tunes the retained encoder as shown in Eq. (4).

\[
L_c = KL(P||Q) = \sum_i \sum_j p_{ij} \log \frac{p_{ij}}{q_{ij}}
\]

where KL divergence (Kullback-Leibler divergence) describes the difference between two probability distributions P and Q, P represents the true (target) distribution, and Q represents the fitted distribution of P. \(q_{ij}\) represents the similarity between the embedded point \(z_i\) obtained by nonlinear mapping of the input image \(x_i\) and the cluster center \(\mu_j\), which is measured by Student’s t-distribution, as shown in Eq. (5). \(p_{ij}\) expresses the probability that sample \(x_i\) belongs to class cluster \(j\), which is defined as Eq. (6).

\[
q_{ij} = \frac{1 + \|z_i - \mu_j\|^2}{\sum_j \left(1 + \|z_i - \mu_j\|^2\right)^{-\frac{1}{2}}}
\]

\[
p_{ij} = \frac{q_{ij}^2 / \sum_i q_{ij}}{\sum_j \left(q_{ij}^2 / \sum_i q_{ij}\right)}
\]

Through the above steps, DEC completes the image clustering while completing the model parameter optimization. However, the fine-tuning step distorts the embedding space, resulting in a decrease in the representativeness of embedding features. An improved deep embedded clustering algorithm (IDEC) [24] is needed to solve the above problem by preserving the local structure of the data. The IDEC algorithm structure is shown in Fig. 4.

IDEC uses an incomplete autoencoder to learn embedding features and preserve the local structure of the data generation distribution. After the pre-training, it is necessary to fine-tune the weighted sum of the reconstruction loss and the clustering loss to obtain a better clustering result while ensuring that the embedding space is not distorted to the utmost extent. IDEC uses both the clustering loss \(L_c\) defined in DEC and the reconstruction loss \(L_r\) defined in CAE to construct a new loss function, as shown in Eq. (7).
\[ L = L_r + \lambda L_c \] 

(7)

where \( \lambda \) is a hyperparameter that controls the degree of distortion of the embedding space. The larger the value of \( \lambda \), the greater the impact of the clustering loss \( L_c \) on the overall objective function, and the easier to distort the embedding feature space. And when \( \lambda = 1 \) and \( L_r = 0 \), IDEC degenerates to DEC.

3.2.3 IDCEC

The deep convolution embedding clustering algorithm (DCEC) [25] replaces the full connection between the coding layer and the decoding layer of IDEC with a convolution operation, which is more conducive to extracting the hierarchical features of the images. The structure of DCEC is shown in Fig. 5, which is composed of CAE and clustering layers. DCEC uses three convolutional layers in the decoding layer and the coding layer, and then uses the flatten operation to flatten the feature vector, and finally obtains a 10-dimensional feature layer. The optimization goal of DCEC is the same as IDEC, and the joint optimization of reconstruction loss and clustering loss is still used, as Eq. (7).

It can be concluded that after the DCEC algorithm directly reduces the feature dimension to 10 dimensions after convolution and flatten operation, it may lead to the loss of a large number of image features. In order to solve this problem, we propose an improved deep convolutional embedding clustering, the optimization goal is the same as DCEC, and its structure is shown in Fig. 6.

**Figure 4:** Structure of IDEC

**Figure 5:** Structure of DCEC
Compared with DCEC, IDCEC adds a padding operation to each of the convolutional layers in the coding layer and the decoding layer. Taking Fig. 6 as an example, 16 different convolution kernels are used to convolve the original weather images from $1250 \times 1250 \times 1$ dimensions to $1250 \times 1250 \times 16$ dimensions. This filling operation can ensure that the convolutional layer extracts more information from the previous layer. In addition, in order to ensure a certain degree of dimensionality reduction in the encoding process, we add a pooling layer after each convolutional layer, that is subsampling, which effectively reduces the image size. In Fig. 5, the DCEC can reduce the dimensionality of the image from $28 \times 28$ to 10, achieving the dimensionality reduction effect of 78.4 times, while the improved IDCEC model has achieved $1250 \times 1250$ dimensionality reduction to 5000, and the dimensionality reduction effect is 312.5 times.

It is easy to see that the time complexity of IDCEC consists of two main parts. 1) The time complexity of the CAE part is $O\left(\sum_{l=1}^{D} M_l^2 \cdot K_l^2 \cdot C_{l-1} \cdot C_l\right)$, where $D$ is the number of convolutional layers that the CAE model has, $M$ is the size of the output feature map, $K$ is the size of the convolutional kernel, and $C_l$ is the number of output channels of the $l$-th convolutional layer of the CAE model, which is the number of convolutional kernels in that layer. 2) The time complexity of the clustering part is $O(n d c^2)$, where $d$ is the dimensionality of the embedding layer and $c$ is the number of clusters. Therefore, the total time complexity of the IDCEC algorithm is $O\left(n d c^2 + \sum_{l=1}^{D} M_l^2 \cdot K_l^2 \cdot C_{l-1} \cdot C_l\right)$.

4 Experiments and Analysis

4.1 Experiment Setup

The experiments use WAF data from the terminal area of Guangzhou Baiyun Airport in China for one year, including general meteorological conditions, systematic convective weather and thermal convective weather processes. The data also includes the east-west and north-south echoes. According to the impact degree on aircraft flights, the weather data is divided into four levels: none, mild, moderate and severe, corresponding to the four colors of purple, blue, green, and yellow in the images. The update frequency of the data is 10 minutes, the measurement accuracy is 200 m × 200 m and the size of the dataset is more than 10 thousand.

We use PCA+K-means (PCA-KM), histogram of oriented gradient+K-means (HOG-KM), and CAE+K-means (CAE-KM) as comparative methods to IDCEC. These methods have two stages: firstly, extracting the features of WAF images, and then clustering the features to obtain similar scenes. For IDCEC, since it is embedded clustering, the WAF image can be the direct input to the model to obtain the clusters of similar scenes.

4.2 Feature Extraction Experiment

We first use PCA to extract features from the WAF data. The change of the cumulative variance contribution rate of the principal components is shown in Fig. 7. We choose the corresponding principal
components when the cumulative variance contribution rate is 90%, that is, the corresponding 200 principal components carry 90% of the information of the original data.

When we use histogram of oriented gradient (HOG) to reduce the dimensionality of WAF data, we extract 5000 HOG features to represent the original data. These 5000 features can effectively describe the edges of WAF images. Fig. 8 shows the horizontal and vertical gradient maps of a WAF image after HOG dimensionality reduction. It can be seen that the edge information of the image is well preserved.

When we use CAE to reduce the dimensionality of the WAF image, the changes of the mean square errors on the training set and the validation set are shown in Fig. 9. The mean square errors on the two data sets decreased significantly with the growth of the training iterations, and the loss on the validation set finally stabilizes at about 0.01. This means that the data after dimensionality reduction with CAE can effectively retain the information of WAF images. We finally extract 5000 CAE features from the original WAF images.

4.3 Training of the IDCEC Model

In order to train the IDCEC model proposed in Section 3.2, the cyclic iteration of IDEC is used to update the parameters of the coding layer, the decoding layer and the clustering loss layer. In order to verify the
performance of the model, weather scenes are randomly divided into 3 categories, as shown in Epoch 0 in Fig. 10. As the number of training iterations increases, the distance between different weather scenes increases, which means that they have higher separability. At the same time, their spatial distribution is more reasonable, as shown in Epoch 10, Epoch 30 and Epoch 50 in Fig. 10. In the experiment, we selected the optimal parameter 0.1 of IDEC, and used the Adam optimizer and the learning rate setting used in reference [24] to complete the IDCEC model training on the deep learning framework TensorFlow.

4.4 Results and Discussion

4.4.1 Comparison of Clustering Performance

We use PCA-KM, HOG-KM, CAE-KM and ICDEC to cluster weather scenes into 2 and 5 clusters, and weather scenes in the same cluster can be regarded as similar scenes. We use the following three Davies-Bouldin Index (DBI), Average Silhouette Coefficient (ASC) and Calinski-Harabasz Score (CH) to evaluate the clustering performance of the four methods. The clustering results of the four methods are shown in Tab. 1. It can be seen that IDCEC obviously obtains the best clustering results.

4.4.2 Comparison of Visual Clustering Results

Fig. 11 shows the visualization results of the four methods for clustering scenes into 2 clusters. The first row of each sub-subgraph is a strong convective weather scene, and the second row is a weak/no convective weather scene. It can be seen that all the four methods can separate the strong convective weather from the weak/no convective weather. PCA-KM and IDCEC have better recognition results, while HOG-KM and CAE-KM divided some moderately strong convective weather scenes into weak/no convective weather

Figure 9: Changes of the loss on the training set and validation set

Figure 10: Training of IDCEC model
scenes as shown in the second lines of Figs. 11b and 11c. This means that these two methods cannot accurately identify intermediate-level convective weather scenes.

**Table 1:** Weather scenes clustering results of PCA- KM, HOG- KM, CAE- KM and ICDEC

<table>
<thead>
<tr>
<th>Methods</th>
<th>2 Clusters</th>
<th>5 Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DBI</td>
<td>ASC</td>
</tr>
<tr>
<td>PCA-KM</td>
<td>1.25</td>
<td>0.446</td>
</tr>
<tr>
<td>HOG-KM</td>
<td>1.33</td>
<td>0.438</td>
</tr>
<tr>
<td>CAE-KM</td>
<td>1.30</td>
<td>0.452</td>
</tr>
<tr>
<td>IDCDE</td>
<td>1.25</td>
<td>0.460</td>
</tr>
</tbody>
</table>

Fig. 12 respectively shows the visualization results of four methods for clustering the weather scenes into 5 clusters. The five rows in each figure represent five similar convective weather scenes.

Fig. 12a shows that the first scene corresponds to the situation with a little convective weather. The second scene corresponds to the situation with strong convective weather in the southeast of the airport and near the airport, but the algorithm fails to make a clear distinction between the two situations in space. The third scene and the fourth scene are both convective weather in the south of the airport, the former is less severe than the latter. The fifth scene describes the situation where most of the terminal area is covered by severe convective weather. It can be seen that PCA-KM can identify five types of similar scenes, but it cannot accurately reflect the distribution of convective weather.

Fig. 12b shows that among the five similar weather scenes clustered by HOG-KM, the first row is the scene with no/weak convective weather, the second row is the scene with convective weather near the airport, the third row is the scene with convective weather in the south of the airport, the fourth row is the scene with convective weather in the north of the airport, and the fifth row is the scene with convective weather covering a large area of the terminal area. It can be seen that this clustering result is better than the recognition result of PCA-KM and can better distinguish the distribution of convective weather. However, in the second row there
are images with similar outlines to those in the third and fourth rows, which means that HOG-KM still has some difficulties in separating some scenes.

**Fig. 12c** shows that the convective weather distribution characteristics represented by the similar scene clustering results obtained by CAE-KM are similar to those of HOG-KM. The second line is a scene with a convective sky machine near the airport, but there is a convective weather in the south of the airport. The fourth line is a scene of convective weather in the north of the airport, but it shows that there is convective weather near the airport. It can be seen that, like HOG-KM, CAE-KM has some difficulties in accurately distinguishing some weather scenes.

**Fig. 12d** shows that IDCEC clearly identifies five convective weather scenes. The five scenes represented by the five rows from the first row to the bottom are: no/weak convective weather, convective
weather near the airport, convective weather in the south of the airport, and convective weather in the northern of the airport and the terminal area cover a large area of convective weather. It can be concluded that the clustering result of IDCEC is better than the above three methods, especially for the second, third, and fourth scenes.

4.4.3 Analysis of Traffic Operation Characteristics under Different Weather Scenes

In this section, we correlated and analyzed the weather scenes clustered by IDCEC with the actual flow in the terminal area, trying to find the relationship between the two. We select the weather scene and actual flow in the terminal area during the busy period of 12:00–15:00 when the demand flow is relatively stable. The analysis results are shown in Figs. 13 and 14. Fig. 13 compares the flow distributions of the 2 clusters of similar weather scenes. The first cluster is the scene with convective weather, and the second one is the scene with no/weak convective weather. It can be seen that the flow level of the first cluster is significantly lower than that of the second one, which means that convective weather has a obvious impact on the flow. Fig. 14 compares the flow distributions of the 5 clusters of similar weather scenes. The first cluster has the highest flow distribution, and the fifth cluster has the lowest. The first cluster and the fifth cluster respectively correspond to the weak/no convective weather scene and the scene where most of the terminal area covers convective weather. The second cluster is a scene with convective weather near the airport, and its flow mode is 8 flights/10 min, which is only better than the fifth cluster. The third cluster and the fourth cluster correspond to the convective weather scene in the south of the airport and the convective weather scene in the north of the airport, respectively. It can be seen from the figure that the flow of the terminal area mainly occurs in the north, therefore, when the north of the airport is affected by convective weather, the flow will drop more.

![Figure 13: Flow distributions of 2 similar weather scenes clustered by IDCEC](image)

From the analysis, we can conclude that IDCEC proposed in this paper can accurately identify similar weather scenes in the terminal area, and each scene is consistent with its actual flight flow distribution. There is a certain relationship pattern between the scene and the flight flow.

Therefore, based on the weather scene classification results of IDCEC, the differentiated traffic distribution under different scenes in the terminal area can be effectively analyzed and extracted. When the acquired weather forecast data is most similar to a certain type of scenes, then the historical traffic distribution features under that type of scenes can be used as an important reference for airspace capacity prediction, supporting the rapid quantitative prediction of the terminal area capacity level range and
applying it to the actual traffic management decision, which is the starting point of this paper's research. This paper will serve as the research basis of airspace capacity evaluation techniques based on weather scene classification.

5 Conclusion

In order to classify similar weather scenes in the terminal area more accurately, this paper proposes an improved deep convolutional self-encoding embedded clustering method (IDCEC). By improving the encoding and decoding layers, IDCEC achieves a greater dimensionality reduction rate for weather images while retaining more information. We compared the proposed IDCEC method with the traditional PCA-KMS, HOG-KMS, and CAE-KMS on the historical weather images in the terminal area of Guangzhou Baiyun Airport. IDCEC has shown the best performance on both the clustering indexes and the visualization images of the clustering results. IDCEC can distinguish five types of similar weather scenes more accurately, namely, no/weak convection weather scenes, convective weather scenes near the airport, convective weather scenes in the south of the airport, convection weather scenes in the north of the airport, and convective weather scenes covering a large area of the terminal area. Furthermore, we analyzed the actual traffic flow in the airport terminal area under different weather scenes, and verified that there is a clear consistency between the two. This means the recognition of similar weather scenes can support traffic control decisions.
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