
  

 

Abstract— This work builds on a robust decentralized task 

allocation algorithm to address the multiple unmanned aerial 

vehicle (UAV) surveillance problem under task duration 

uncertainties. Considering the existing robust task allocation 

algorithm is computationally intensive and also has no 

optimality guarantees, this paper proposes a new robust task 

assignment formulation that reduces the calculation of robust 

scores and provides a certain theoretical guarantee of optimality. 

In the proposed method, the Markov model is introduced to 

describe the impact of uncertain parameters on task rewards 

and the expected score function is reformulated as the utility 

function of the states in the Markov model. Through providing 

the high-precision expected marginal gain of tasks, the task 

assignment gains a better accumulative score than the state of 

arts robust algorithms do. Besides, this algorithm is proven to be 

convergent and could reach a prior optimality guarantee of at 

least 50%. Numerical Simulations demonstrate the performance 

improvement of the proposed method compared with basic 

CBBA, robust extension to CBBA and cost-benefit greedy 

algorithm. 

I. INTRODUCTION 

Effective assignment among UAVs, termed as task 
allocation, plays a key role in the cooperative control of 
multiple UAVs[1]. Considering realistic missions are often 
sophisticated, decomposing it into a series of simple tasks, 
which are executable for single UAVs or UAV groups, is a 
general approach in real-world scenarios. Task allocation has 
a wide range of applications in many networked systems, such 
as multi-target surveillance[2], grocery delivery[3], search and 
rescue[4][5], border patrolling to name a few.  

Task allocation problems could be considered as 
combination optimization problems which are shown to be 
NP-hard. Therefore, obtaining a globally optimal solution is 
computationally intensive. Under this consideration, many 
suboptimal approaches are developed, which are generally 
classified as heuristic approaches and approximate approaches. 
Approximate approaches are able to provide certain 
mathematic guarantees of optimality and computational 
complexity and thus become the most acceptable task 
allocation method. One typical approximate algorithm is 

consensus-based auction algorithm (CBBA)[6]. CBBA is an 
efficient decentralized task allocation algorithm that adopts 
consensus mechanism with the guarantee of at least 50% 
optimality. And as the improvement of CBBA, the sampling 
pre-process and the lazy strategy is integrated to the algorithm 
in order to improve its scalability[7][8]. These methods show 
a great performance when addressing the large-scale 
deterministic task allocation problems, yet they are not 
applicable to the multi-assignment problem in the uncertain 
environment, since the discrepancies between the planning 
model and the actual model would significantly degrade the 
performance. In an effort  to retain the outcome with 
underlying uncertainties, Ponda[9] then presents the robust 
extension to CBBA using the integral of expected reward 
instead. However, analytically computing these robust scores 
remains cumbersome[9][10]. 

On the other hand, task allocation methods based on the 
framework of Markov Decision Process (MDP) have been 
proposed to deal with the stochastic factors in the real 
world[11][12][13]. The decentralized MDP (Dec-MDP) is 
able to figure out the stochastic planning problem in a 
decentralized manner, which however has been proven to be 
NEXP-complete even when only two agents are involved[14]. 
Exact approaches struggle to resolve the assignments[15][16]. 
Therefore, some literatures work on various ways to reduce the 
computational cost. One efficient approach is decomposing 
the Dec-MDP into smaller weakly coupled concurrent 
processes, solving them individually and merging solutions to 
form the solution of the original problem. Group aggregated 
decentralized MDP (GA-Dec-MDP) and Sparse interaction 
decentralized MDP (SI-Dec-MDP) is both the implementation 
of this theory[17][18]. Other researches also explore the trait 
of specific applications to reformulate the problem with 
hypothesis, such as the assumption of transition independency 
in [19]. Despite the improvement of performance, these 
approximate Markov modelling method are often confined 
with specific applications and none of them is able to model 
the coupling among tasks and the non-overlapping constraint, 
which is of importance in the many realistic multi-assignment 
problems. 

Though the existing approaches are hard to solve the 
problem of interest, they have their own merits. The 
approximate approach derived from the greedy selection is 
able to utilize the independence amongst task executions and 
accomplish the conflict-free assignment efficiently and 
tractably while MDPs is powerful to formulate the system with 
uncertainties. Accordingly, a hybrid algorithm merging the 
strengths of these two method is proposed in [20]. Inspired by 
[20] and [9], in this paper, we propose a MDP-based robust  
task allocation algorithm to address the decentralized multi-
assignment problem in the stochastic environment where the 
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duration of task execution is uncertain. This proposed 
decentralized task allocation algorithm has been proven to be 
convergent and the performance of this algorithm is also 
verified to be better compared with the basic CBBA, robust 
extension to CBBA and cost-benefit greedy algorithm.  

The rest part of the paper is organized as follows: Section 
II gives the problem description and its mathematic modelling. 
Section III presents the detailed explanation of proposed task 
allocation algorithms and its theoretical analysis. Section IV 
demonstrates the performance of algorithms through 
simulation and conducts the comparison with the state of arts 
approaches. Section V concludes the contribution of the paper 
and gives a brief plan of future research. 

II. PROBLEM FORMULATION 

This section gives the description of the mission scenario 
and the mathematic Markov modelling of this problem, as well 
as the necessary definitions and basic concepts for the 
following theoretical analyses. 

A. Scenario Description 

The multiple-UAV surveillance mission is a time-critical 
and coupled combinational optimization problem. Supposed 

that a group of heterogeneous UAVs  are sent to execute 

a surveillance mission with a list of heterogeneous tasks , 
where a non-overlapping task scheme need to be found to 
maximize the reward function, formulated as (1): 

max (1) 

subject to  

(2) 

where is a binary decision variable indicating whether task 

 is allocated to UAV ,  is the marginal score of task  given 

the tasks that are already allocated to UAV , shown as ,  

is the uncertain parameter related to the score calculation, 
representing the task duration time in this paper. The first 
equation of constraints denotes the non-overlapping constraint, 
i.e. each task is assigned to no more than one UAV. And the 
second one denotes that the cumulative number of tasks for 

each UAV is no more than its capability . 

In order to model time-critical scenario, the reward function 
is formulated with a time-discounted portion, established as 
(3): 

|

(3) 

where is the list of tasks selected by UAV , and  

represent the fitness factor between the task  and UAV  and 

the importance factor of task  respectively,  is the time-

discount index and means the execute time of task . 

This paper concerns the task allocation problem under task 
execution uncertainties. Most of the former task allocation 
method assumes that the execution of the task is performed for 
a short period of time or completed instantaneously. However, 
considering the complexity of the real environment, the task 
duration of each UAV-task pair differs a lot due to their own 
characteristic and load capacity, and usually behaves as a 
random process. Thus this paper focus on how to reduce the 
impact of the uncertain task duration and assumes that the time 
on the journey is ignorable.  

In specific multi-UAV task allocation problems, the 
uncertain duration often have their own distribution, which can 
be obtained from historical data, surveys or theoretical 
analysis[10]. While the true value of �  is unknown, it is 
assumed that a likelihood model of the uncertainty parameter 
is known beforehand, obeying a statistical probability 
distribution: 

(4) 

B. Markov Modelling 

Here assumed that each UAV has local full observation 
with the environment and states of itself. Identical with 
centralize MDP, decentralized MDP also has five components. 

1) Decision epochs: the decision making points 

correspond to the number of targets . That’s to say, 
allocation is only made for one task in every decision epoch. 

2) State: State is factored into the individual state of each 

UAV: ), where  denotes the time that have 

been consumed by UAV �,  is the set of available tasks 

for UAV . It is noted that when  becomes , UAV  

reaches the final state .  

3) Action: action indicates the next task to be executed for 

UAV  under the current state, presented by selecting a task 

from the available task set, .  

4) Reward Function: The reward function is the return 
value obtained from the environment after the system 
performs the action. We define the reward as an immediate 
gain by executing the next selected task. Hence, the reward 
function is presented as 

(5) 

5) Transition Probability: ) represents the 

probability that the current state  is converted to the next 

state by taking action . For the task allocation problem 
discussed here, the task duration of each task-UAV pair 
decides the next state of the system and the probability of 
duration time defines the transition probability as well: 

 

As assumed in the last section, that actual duration follows 
a normal distribution with alternative variance according to the 
type of tasks and UAVs. 

During the allocation process, the next state of UAV � is 
updated as: 



  

 

C. Preliminary 

This part gives some necessary preliminary and concept to 
development and analysis of the proposed task allocation 
method. 

Definition 1: (Submodularity) let  be a finite set. A real-

valued set function  is submodular if, for all 

, 

 

Equivalently, for all  and , 

 

Definition 2: (Monotonicity) A set function  is 

monotone if, for every ,  

 

Definition 3: (Matroid) A matroid is a pair  

where  is a finite set and  is a collection of 
independent sets, satisfying: 

  

  

  such that 

. 

We are interested in a ground set that is partitioned as

. The collection of subsets, 

forms a matroid called a partition 
matroid. According to the problem scenario, only one task-
UAV pair from the task-UAV pairs is allowed to be selected. 
If all task-UAV pairs are considered as a ground set (i.e. 

) and each task-UAV pair as an element of the 
ground set. Thus the task allocation problem modelled in this 
paper could be handled as an maximization problem subject to 
a partition matroid constraint[8].  

Monotone submodular function has good mathematical 
characters, with which difficulty can be approximated 
efficiently with a strong quality guarantee[21]. Specially, a 
greedy algorithm that incrementally choose elements by 
maximizing marginal utility provides solution with at least 

 optimality and 1/2 optimality if there is a matroid 
constraint[21]. 

III. TASK ALLOCATION METHOD 

This section presents the MDP-based decentralized task 
allocation algorithm to handle the uncertainties lying under the 
problem, the basic idea coming from the robust extension to 
CBBA[9]. 

A.  Robust Extension to CBBA 

In [9], Ponda develops an extension to CBBA, improving 
the original CBBA with the robust model of expected reward 
function. The basic CBBA is a decentralized task allocation 
algorithm, consisting of two separated phases: the bundle 
construction phase where a bundle of tasks is greedily chosen 
by each UAV, and the task consensus phase where the 

conflicts of tasks are resolved through communicating and 
negotiating with neighbours. The algorithm iterates between 
these two phases until all tasks are settled in a consistent 
manner. 

For the purpose of preserving the performance under 
uncertain parameters, the robust strategy models uncertain 
parameters into the reward function and optimizes the 
expected value considering the uncertainty distribution. The 
objective function is proposed as: 

(7) 

The uncertainty of task duration affects the reward score of 
each tasks, as well as the task orders for each UAV’s task 
bundle since the coupling between tasks. Thus when 
constructing the task bundle for each UAV, every possible task 
order must be taken into account. Thus the score of task bundle 
is calculated as: 

= max = max  

= max  

where  indicates the task sequence, following which the task 
will be executed one by one. 

By means of extracting the uncertainty parameters and 
optimizing the priori-estimated reward score, this extension 
could indeed enhance the robustness of CBBA algorithm in the 
uncertain environment. However, analytically computing this 
robust score is very difficult due to the integral operation of 
uncertainty parameters and the numerous permutations of the 
task order. For this reason, some researches adopt a sampling 
process to approximate these calculations and assume that the 
order of existing tasks is fixed in order to maintain 
computational tractability[9], while the sampling technique 
might violate the diminishing marginal gain (DMG) condition 
of the algorithm convergence. 

Therefore, the next section proposes a theoretically 
analyzable and computationally tractable approach to acquire 
the robust score, which employs the theory of MDP. 

B. Task Allocation Algorithm 

The proposed algorithm has the similar framework with 
the basic CBBA, iterating between the two phases, shown as 
Fig. 1. The main upgradation of the method is located in the 
bundle construction phase and the calculation of marginal 
value. 

Task Selectionaa         

   

MDP Value Table
Task 

Bundle

Task 

Coordination

Winning bids Winning UAVs

Other UAV

Greedy

Algorithm

 

Figure 1.  The Framework of MDP-based CBBA  



  

As shown in the Fig. 1, the task bundle for each UAV is 
constructed by greedily selecting the task with the largest 
MDP value. The value for every state in the Markov model is 
calculated by the policy iteration approach before allocation 
starts. Note that if the algorithm is implemented on a more 
time-critical or scalable application, learning method could be 
employed to estimate the expected value for every 
state[22][23].  

1. Calculation of Marginal Gain 

In the proposed method, the marginal gain of tasks is 
calculated by the utility value for states in MDPs, which 
indicates the expected accumulative reward in the future. Thus 
the objective function of robust CBBA could be equivalent to 
the value function under a specific state. According to the 
definition of the value function for the finite-horizon MDP, 

) , 

the maximum objective function described as (7) could be 
converted to  

} (8) 

where }means that the initial time is 0 and the 

available task set is . Thus, through reformulating the 
objective function into the value function of MDP, the 
maximum objective could be acquired by solving the optimal 

utility of MDP. And the marginal value of task  could be 
further calculated by the minus of values under two states: 

)  

where , ). 

The pseudocode of the bundle construction of the proposed 
decentralized task allocation method is presented as Algorithm 
1. 

TABLE I.  MDP-BASED CBBA BUNDLE CONSTRUCTION  

Algorithm1: MDP-based CBBA Bundle Construction for 

UAV � 

1. BUILD BUNDLE ( , , ) 

2. while  not empty 

3.       for �  

4.               , ) 

5.               ) 

6.               ℎ�� = � � 

7.       end for 

8.   

9. �� ( { }) 

10. ���∗ ���∗ 
11. ��∗ � 

12. end while 

Another advantage of this MDP-formulated method is that 
all possible orders of tasks in the bundle will be automatically 
considered when calculating the score function. Most of 
existing task allocation algorithms assume that the order of 
selected tasks does not change when new tasks are inserted 
into the sequence in order to reduce computations. This 

assumption actually ignores the impact of new tasks on the 
optimal execution order and thus decrease its performance, 
violating the guarantee of the optimality. The proposed 
method calculates the marginal gain by the utility of the task 
bundle, where every permutation of the task bundle is taken 
into account, truly holding the properties of greedy algorithms. 

C. Theoretical Analysis 

The proposed task allocation method merges the MDP 
theory into the bundle construction phase of the robust CBBA 
maintaining the convergence and the guarantee optimality of 
the algorithm. The relevant theoretical proofs are provided in 
this section, where the submodularity of the static reward 
function is firstly proven as a prerequisite and then the 
convergence and optimality analysis are presented based on 
the submodular deterministic reward. 

1. Submodularity Proof of Deterministic Reward 

The deterministic reward function is defined by (3), where 

the parameter  is assumed to be deterministic. Since the sum 
of submodular functions is still submodular, the proof is given 
for the reward function of each UAV:  

)
|

(9) 

Lemma1: For reward function(9), if  is the optimal order 

of tasks in the task set , for any task  in , it would 
satisfies  

(10) 

where  represents the task duration of task . 

Proof: Suppose that is the optimal order but not satisfies 
the condition, exchange every adjacent task pairs that do not 
satisfy the inequality until every tasks follow the inequality. 
The accumulative reward changes while shifting the order of 
tasks, which could be calculated as the sum of every adjacent 
exchanges, presented as follows: 

 

It has been assumed that ) does not satisfy the 
inequality thus: 

<  

Combining these two equations, we can conclude that 

, which is conflict with the assumption that  is the 
optimal order. Hence, the Lemma1 has been proven.■ 

Theorem1: the reward function of task allocation problem 
defined as (9) is submodular. 

Note that the reward function could not be simply proven 
to be submodular even if the terms within the summation 
symbol is submodular, since the number of terms of the 
weighted sum changes with different task sets. 



  

Proof: With the knowledge of Lemma1, every pair of tasks 
in the optimal order must obey the inequality(9), the insertion 
of new tasks will not affect the order of existing tasks in the 
task sequence, and also the insert position might move 
backwards while more tasks are in the set. Thus for the ease of 
analysis, we can decompose the task sequence according to the 
insert position of the new task. 

Given two task sets  and  , . The marginal 

gain of set  is  

)                                         
+

+

+ +

+
 

where is the insertion position for task ,  is the duration 

time of task , and 
+

indicate the task sequence before 

the insertion and after insertion respectively, and represents 

the execution time of task �, which is calculated as 

��1−  

Similarly, the marginal gain of set  is 

)                                         
+ +

+  

Let us now compare these two equations. According to 

Lemma1， it is easy to know that 
+ +

, as well 

as . Thus  

, 

+ + ,  

the decreasing value with task set 
+

 is not greater than the 

one with set
+

, and the reward of new task inserted in 

position  is also smaller than in position . Hence, we could 
conclude  

) 

Theorem1 holds. ■ 

2. Convergence Analysis 

The convergence condition of the MDP-based CBBA 
,same with the basic CBBA, is the score function must satisfy 
DMG, which have the same denotation with submodularity[6]. 
The submodularity proof of robust reward function is given by 
Theorem2. 

Theorem2: if the objective function of the task allocation 
problem with deterministic parameters is submodular, the 
MDP value-presented robust objective function is also 
submodular. 

Proof: For ease of analysis, we give a new presentation of 
the MDP value function: 

} (6) 

where  is the time already consumed by UAV, is the 
available task set.  

Now let us consider two available task sets  and  

, . In order to prove the submodularity of the value 

function defined as (8), the task set  is factored into 3 

parts  and allocated one by one. Since the 

value for MDP states is only relevant with the entries in the 
task set, thus the order of allocation have no impact to the 
transition and accumulative reward. Thus based on the 
Bellman equations for MDPs, the marginal gain with the prior 

of task set  is presented as: 

) 

 

 

 

 

 

where 

, 

 

Similarly, the marginal gain with task set  is presented 
as: 

) 

 

 

 

Since the deterministic reward function  is assumed to be 
submodular, thus: . With the knowledge 

that = 1, we conclude 

) 

■ 



  

3. Optimality Analysis 

As presented above, the robust score function is proven to 
be submodular, and obviously the score function is also 
monotone since the accumulative reward is not going to 
decrease even there are more tasks in the bundle. Besides, the 
non-overlapping constraint could be considered as a partition 
matroid where all task-UAV pairs are defined as a ground set 

 and the collection of subsets, which is limited to at 
most one element from the same subset.  

According to [24], for the problem maximizing a 
monotone submodular function subject to a matroid constraint, 
the greedy algorithm is guaranteed to produce a solution that 
is bigger than 50% of the optimal solution. The CBBA holds 
the identical solution with the greedy algorithm when the 
reward function is DMG. Accordingly, the MDP-based CBBA 
retains the guarantee of at 50% optimality, since the robust 
score function has been proven to be submodular through 
Theorem2. 

Note that the optimality guarantee is refer to the optimal 
expected reward rather than the actual execution reward as the 
uncertain parameter would not be obtained unless the task is 
really executed. 

To summarise, the proposed MDP-based task allocation 
algorithm, as a robust extension of CBBA, reformulates the 
basic reward with the expected value of MDPs, thus enhancing 
the robustness under uncertain task durations and meanwhile 
maintaining the DMG convergence condition of the algorithm, 
as well as the optimal guarantee of 50%. 

IV. SIMULATION RESULT 

In this section, the proposed MDP-based task allocation 
algorithm is testified with a group of UAVs executing 
surveillance mission. The simulation result is compared 
among the proposed MDP-based robust CBBA, basic version 
of CBBA, sampling robust CBBA[9] and cost-benefit greedy 

algorithm[24]. Samples  are used in the sampling 
robust CBBA to calculate the expected value and the wrapping 
method is also adopted to keep convergence.  The cost-benefit 
greedy algorithm, which usually performs well with the cost 
constraint, takes cost into account and iteratively adds  

)

)
 

i.e. the element  that maximizes the benefit cost (refer to time 
consumption in this paper) ratio among all elements still 
affordable with the remaining budget. 

Suppose that there are 10 heterogeneous tasks and 2 
heterogeneous UAVs of different types equipped with 
different sensors are sent to these tasks for surveillance 
mission. Each task has the different priority factor and 
different match factors with each UAV, which is all listed in 
TABLE II.  

The distribution of task duration for every task-UAV pair 
is assumed to follow the normal distribution with the same 
standard deviation, set as 1.0, and the mean value of each 
normal distribution depends on each UAV-task pair, which is 

also listed in TABLE II. The time discount index is set as

0.1. 

TABLE II.   TASK FEATURES 

Task 

id 

Priority 

Factor 

Fitness Factor 
Mean of Task 

Duration  

UAV1 UAV2 UAV1 UAV2 

1 0.553 0.671 0.944 1.754 1.228 

2 0.752 0.839 0.688 1.915 1.399 

3 0.621 0.588 0.575 1.217 1.247 

4 0.928 0.934 0.889 1.266 1.505 

5 0.846 0.859 0.722 1.826 1.484 

6 0.985 0.999 0.552 1.283 1.745 

7 0.601 0.705 0.958 1.949 1.376 

8 0.741 0.601 0.995 1.529 1.060 

9 0.699 0.522 0.770 1.929 1.771 

10 0.729 0.922 0.532 1.940 1.919 

 

Based on the above setting, the task assignment results and 
the planning scores are shown in the Table III. In order to 
verify the performance on real stochastic environment, the task 
execution simulation is conducted for 100 rounds, where the 
task duration time is randomly generated with the given 
normal distribution, whose result is also given in Table III. 

TABLE III.  TASK ASSIGNMENT RESULT 

Algorithms Task assignment result 
Planning 

Score 

Actual 

Score 

CBBA 
UAV1 [6,1,4] 

4.6866 4.1824 
UAV2 [8,3,5,7,9] 

CT-Greedy 
UAV1 [6,1,4,2] 

4.5697 4.2053 
UAV2 [8,3,5,7,9] 

Sampling 

Robust CBBA 

UAV1 [6,1,2,10] 
4.3873 4.3663 

UAV2 [8,3,5,7,4,9] 

MDP-based 

Robust CBBA 

UAV1 [6,2,10] 
4.5058 4.4972 

UAV2 [8,5,4,7,3,1,9] 

In terms of the different task number and randomly 
generated parameters, the Monte Carlo simulation is also 
conducted amongst proposed MDP-based CBBA, CBBA and 
cost-benefit greedy (CB-Greedy). We run 20 rounds of Monte 
Carlo simulations and 100 rounds of verification simulations 
in stochastic environment for every Monte Carlo simulation. 
In the beginning of every Monte Carlo simulation, the priority 
factor and fitness factor of each UAV-task pair are both 
generated following a uniformly random distribution:  ���~�(0.5,1.0) ,  ��~�(0.5,1.0) . The accumulative score 

and the compute time for these 4 algorithms are respectively 
depicted as Fig. 2 and Fig. 3. 

 



  

 

Figure 2.  Total task scores: Plan vs. Actual  

As shown in Fig. 2, the two robust CBBA algorithms 
achieve higher overall rewards in actual mission execution and 
deviate much littler from the planning results than the 
deterministic algorithms do. This is because the robust strategy 
captures the influence of the uncertainties on the reward 
function and the task assignment. Moreover, the MDP-based 
robust CBBA gains a better performance than the sampling 
robust CBBA does, for the reason that the Markov modelling 
considers the uncertainty more comprehensively than the 
limited samples does and avoids the assumption of the fixed 
order which could also reduce the performance. 

 

Figure 3.  Total running time 

As for the running time shown in Fig. 3, with the fact that 
the MDP-based robust CBBA consumes less time than the 
sampling robust algorithm does, the computational cost of 
both methods is still unaffordable for large-scale task 
allocation problems. Since the most of the computation time 
in MDP-based robust CBBA is spent on constructing the 
transition model of MDPs, a more computational efficient 
method to calculate the utility still needs to be developed in the 
future. 

V. CONCLUSION 

This paper presents a decentralized task allocation 
algorithm addressing task allocation problems with execution 
time uncertainties. Through modelling the uncertainties into 

MDPs, the proposed MDP-based robust task allocation 
algorithm acquires a more precise expectation of marginal 
value than the state of arts algorithms does, leading to a more 
robust allocation in the stochastic environment. Moreover, this 
algorithm is proven to retain the convergence of the 
decentralized task consensus and could reach the optimality 
guarantee of at least 50% referring to the expected reward. The 
performance of the proposed method is verified by Monte 
Carlo simulation and compared with the deterministic CBBA 
algorithm, sampling robust CBBA and cost-benefit greedy 
algorithm. 

Future works are planned to be carried out from two 
aspects: explore a more efficiency way like deep learning 
method to estimate the utility value of large-size MDPs since 
the dimensions explode when the number of tasks and UAVs 
increases; integrate the information of other UAVs into 
dependent MDPs in order to reduce the communication burden 
brought by the task negotiation in the proposed method. 
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