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In this paper, we present a brief review of the state of the art physics informed deep learning methodology and examine its applicability, limits, advantages, and disadvantages via several applications. The main advantage of this method is that it can predict the solution of the partial differential equations by using only boundary and initial conditions without the need for any training data or pre-process phase. Using physics informed neural network algorithms, it is possible to solve partial differential equations in many different problems encountered in engineering studies with a low cost and time instead of traditional numerical methodologies. A direct comparison between the initial results of the current model, analytical solutions, and computational fluid dynamics methods shows very good agreement. The proposed methodology provides a crucial basis for solution of more advanced partial differential equation systems and offers a new analysis and mathematical modelling tool for aerospace applications.

I. Introduction

Since the beginning of aviation, aerial vehicles have evolved to perform faster operations at higher altitudes. Especially with advances in unmanned vehicle control systems, propulsion systems and material technologies, these vehicles have become platforms that offer extensive application prospects combining excellent characteristics of high speed, maneuverability and survivability. Nowadays supersonic transports, next-generation supersonic UAVs and hypersonic atmospheric reentry vehicles are the most prominent research topics in the fields of both aeronautics and astronautics (see Fig. 1). The design and optimization of these complex systems have top priority due to the potential capabilities that they offer in both civilian and military settings. However, modelling of these vehicles from a dynamics and performance sense can be extremely challenging given the complexity of aerodynamics. In that perspective, machine learning and simulation based modelling and design provides an enabling approach. Specifically, the existing approaches to determining aerodynamic characteristics of complex vehicles highly depend on high order numerical simulations in other words computational fluid dynamics (CFD) methods. Considering the time steps and grids used for the stability of the solution, the processing loads, especially at high speeds, require a huge amount of computing power and processing time. As a solution to this problem, in this paper we suggest and evaluate a physics informed deep learning model that use artificial intelligence (AI) algorithms. Thanks to these algorithms, it will be possible to solve partial differential equations in many different problems encountered in engineering studies with a low cost and time instead of traditional methodologies such as CFD. In the near future, we think that this methodology that currently developing can be a powerful alternative to classical analysis tools in the aerospace applications. In this study, we made a brief review of the method and examined its applicability, limits, advantages, and disadvantages via several applications.
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Aerodynamic characterization of aircraft is a crucial topic for the development of guidance, navigation and control systems and modeling of the vehicle in the simulation environment as well as being the main objective of the design studies. Considering the analysis load of different geometries at particular flow conditions during the design stages, fast and precise aerosolvers are needed to drive these studies. There are great variety of computational aerodynamic tools that have been used in this subject. Usually computational aerodynamic methods are divided into two as low and high fidelity. Low fidelity methods make some assumptions on flow equations and can calculate the force and moment values of configurations that consist of basic aerial vehicle components in seconds, even on a simple personal computer [7]. The basic examples of this approach are semi-empirical methods (DATCOM, ESDU, AAA, etc.) and potential theory based methods (XFOIL, XFLR5, VSAero, Tornado VLM, MachUp, etc.). On the other hand, high fidelity definition is used for CFD methods, which solve the complete Navier-Stokes equations over a wide range of complex and detailed geometries. In Table 1, computational aerodynamic methods are compared with each other and the accuracy values are noted following [8].

<table>
<thead>
<tr>
<th>Approach</th>
<th>Main Objective</th>
<th>Accuracy (average) [8]</th>
<th>Computing time (including pre-process)</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-Empirical (Engineering) Methods</td>
<td>Conceptual design (forces and moments)</td>
<td>±15%</td>
<td>Minutes on a PC</td>
<td>DATCOM, ESDU, AAA, RDS, etc.</td>
</tr>
<tr>
<td>Potential Flow Methods (some of them includes viscous effects)</td>
<td>Preliminary design (forces, moments, pressures, basic flow and boundary layer parameters)</td>
<td>±10%</td>
<td>Seconds/Minutes on a PC</td>
<td>XFOIL, XFLR5, VSAero, MachUp, PAN Air, Tornado VLM, etc.</td>
</tr>
<tr>
<td>CFD Methods</td>
<td>Detailed design (all flow parameters and simulation)</td>
<td>±5% (or less)</td>
<td>Hours/days/weeks or months on large computer</td>
<td>Fluent, USM3D, OpenFOAM, CFL3D, etc.</td>
</tr>
</tbody>
</table>

In addition to these tools, in our previous paper, we developed a new nonlinear lifting line approach which modifies the potential flow based Prandtl’s lifting line theory for calculation of nonlinear characteristics of small UAVs at high
angles of attack [9]. It is a computationally efficient and high-precision nonlinear aerodynamic analysis method including viscous effects towards both design optimization and mathematical modelling of small UAVs. This tool has been used successfully in various applications as in the ARC UAV project. However, the method is valid for conventional aerial vehicles operating in a subsonic, incompressible flow regimes that can be considered too narrow area for aerospace applications. Detailed configurations including unconventional geometries can be solved most accurately in high Mach and Reynolds number flight regimes with CFD methods which contain Navier-Stokes equations. As stated in Cummings et al., a full aircraft solution easily consists of 10 million grid points that we try to calculate density, viscosity, pressure, velocity (three components), temperature parameters for each time steps. Considering the coordinates of these points and the number of operations to be repeated, it is imperative to use expensive high performance computing to track 100 million pieces of information. For instance, the flow simulation of a F-15 aircraft in the post-stall angle of attack during spin takes thousands of hours of computer time, even on the CRAY XT3 supercomputer with over 4000 processors [8]. As pointed in the NASA’s CFD Vision 2030 report, grand challenging problems are to drive the identification and solution of the critical CFD barriers such as physics models of different flow regimes or high performance computing limits may not be routinely achievable by 2030 [10]. Furthermore, Philippe Spalart of the Boeing Company estimates that direct numerical simulation of full aircraft at flight Reynolds will not be available until 2080 with the current level of technological development [11].

![Fig. 2 Reusable launch vehicle (RLV) flying test bed (FTB) pre- and post-process at CFD [12].](image)

Recently, it has been observed that various artificial intelligence algorithms have been tried to speed up computational aerodynamic methods [13]. Also we have developed a deep learning based surrogate model in our previous study using data generated by our NLLT aerodynamic tool which can characterize nonlinear aerodynamic performance of conventional small UAVs [14]. We have experienced that AI based surrogate model is a very powerful aerosolver especially for optimization tools and simulations. Various AI based algorithms such as convolutional neural network (CNN), recurrent neural network (RNN) and dynamic mode decomposition (DMD) are tried to be used to solve more comprehensive and complex computational aerodynamic problems. However, the database requirements of these methods significantly reduce the generalization capabilities of the models [15]. Therefore, in this study, we focus on physics informed deep learning (PIDL), also known as physics informed neural networks (PINN), to solve advance and up to date aerospace problems. We think that the PIDL method can be a superior model because it directly models partial and ordinary differential equations and does not need a prepared dataset. Basically, there are two types of methods used to approach partial differential equations (PDEs) in physics-based deep learning studies: data-driven and data-free [16]. Data-based methods are not suitable for design optimization-based studies as they depend on experimental or flow simulation (such as CFD) data. These types of applications are more useful in situations such as improving the speed of solving a particular problem [17, 18]. Recently, it has been observed that various data-free methods have come to the forefront in literature [19, 20]. Current state of art level of all these methods are calculation of basic flow parameters in simple domains such as two-dimensional cylinder in incompressible flow [21, 22].

The rest of the paper is organized as follows: In the “Physics Informed Deep Learning” section, current state of art model is explained providing insight to its mathematical basis. In the “Applications of the Model” section, the results of several test applications of the physics informed neural network are provided to compare them with validation data. Finally, the conclusions are presented, and the objectives planned to be achieved in future studies are explained.
II. Physics Informed Deep Learning

Physics informed deep learning models can be defined as neural network algorithms that can combine data and physics in the learning process by adding the residuals of a system of partial differential equations to the loss function [23]. PIDL models consist of two basic algorithms: deep neural networks and automatic differentiation. A deep neural network is formed by multiple layers between the input and output layers. In PIDL models, generally feed-forward neural network (FNN) structure, which is simplest type of artificial neural network, is used. In this network the information moves in only forward direction from the input nodes, through the hidden nodes and to the output nodes. If we update the notation in our previous paper [14], the output of a layer can be formulated as follows:

\[ z^l = \sigma \left( W^l x^l + b^l \right) \]

where \( \sigma \) is the activation function, \( W^l \) is the weight matrix and \( b^l \) is the bias vector at the \( l \)-th layer. Activation function decides which neurons will be activated, in other words what information would be passed to further layers. If we extend this notation to include the entire algorithm [24], we obtain follows:

input layer: \( z^0 = x \in \mathbb{R}^{d_{in}} \)

hidden layers: \( z^l = \sigma \left( W^l z^{l-1} x + b^l \right) \in \mathbb{R}^{N_l}, \quad \text{for} \quad 1 \leq l \leq L - 1 \)

output layer: \( z^L = W^L z^{L-1} x + b^L \in \mathbb{R}^{d_{out}} \)

where \( z^L(x) : \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{out}} \) be a \( L \)-layer neural network, or a \( (L-1) \)-hidden layer neural network, with \( N_l \) neurons in the \( l \)-th layer \((N_0 = d_{in}, N_L = d_{out})\).

Automatic differentiation is used to differentiate neural networks with respect to their input coordinates and model parameters. The neural network can be derived by applying the chain rule for differentiating compositions of functions using automatic differentiation [25].

In physics informed neural networks, if we consider the partial differential equation example parameterized by \( \lambda \) to obtain \( u(x) \) with \( x = (x_1, \ldots, x_d) \) defined on a domain \( \Omega \subset \mathbb{R}^d \):

\[ f \left( x; \frac{\partial u}{\partial x_1}, \ldots, \frac{\partial u}{\partial x_d}; \frac{\partial^2 u}{\partial x_1 \partial x_1}, \ldots, \frac{\partial^2 u}{\partial x_1 \partial x_d}; \ldots; \lambda \right) = 0, \quad x \in \Omega \]

with boundary conditions

\[ B(u, x) = 0 \quad \text{on} \quad \partial \Omega \]  

where \( B(u, x) \) could be any boundary conditions. For time-dependent problems, it is considered as \( t \) is a special component of \( x \), and contains the temporal domain [24]. When we consider the basic structure of PIDL algorithms, first a neural network is created as a surrogate of the solution of variables. In this structure, the input of neural network equals the number of dimensions and output equals the number of equations in the system. For example, the \( \phi(x, y, \theta) \) neural network for a 2D Laplace equation is visualized on the left side in Fig. 3. In this notation, \( \theta \) includes the set of all weight matrices and bias vectors in the neural network \( \phi \).

Fig. 3 Algorithm representation of the physics informed deep learning model for Laplace equation.
In the second part of the algorithm, the \( \phi \) neural network is limited to provide physics enforced by equations, boundary conditions, and initial conditions. In order to achieve this, initial data distribution in the domain is provided with various approaches. These points are named as residual points and can be distributed by mathematically or randomly. Residual points consist of the data from the equation and the boundary/initial conditions, so they form the physics informed part of algorithm shown on the right side in Fig. 3. Then, the loss function is defined to monitor the variation between the neural network and the constraints as the weighted summation of the \( L^2 \) norm of residuals for the equation and boundary/initial conditions.

\[
L(\theta; R) = w_f L_f (\theta; R_f) + w_b L_b (\theta; R_b)
\]

where \( R_f \) and \( R_b \) are the residual points, and \( w_f \) and \( w_b \) are the weights of functions and boundary/initial conditions, respectively. \( L_f \) and \( L_b \) can be defined as

\[
L_f (\theta; R_f) = \frac{1}{|R_f|} \sum_{x \in R_f} \left\| f \left( x; \frac{\partial \hat{\psi}}{\partial x}, \ldots, \frac{\partial \hat{\psi}}{\partial x_d}, \frac{\partial^2 \hat{\psi}}{\partial x_1 \partial x}, \ldots, \frac{\partial^2 \hat{\psi}}{\partial x_1 \partial x_d}; \lambda \right) \right\|_2^2
\]

\[
L_b (\theta; R_b) = \frac{1}{|R_b|} \sum_{x \in R_b} \left\| B(\hat{\psi}, x) \right\|_2^2
\]

In the last step, the loss is tried to be minimized using the training algorithm. The most important point of getting results from PDE using deep learning is constrain the neural network to minimize the PDE residual [24]. In training phase there are two options: grid and stochastic training. Briefly, while grid training initialize points on a lattice and never change them during the training process, in stochastic training randomly the subset of points from a full training set are selected in each optimization iteration [26].

### III. Applications of the Model

In this section, the results of several test applications of the physics informed neural network model are presented to show its applicability, limits, advantages, and disadvantages. The outcomes of these examples are compared with validation data obtained either analytically or numerically.

In these applications, PIDL models generated using Julia programming language were examined in terms of possible benefits and drawbacks. The basic library used to create algorithms, NeuralPDE.jl, can be described as a solver package which consists of neural network solvers for partial equations using scientific machine learning (SciML) techniques [27]. This package uses deep neural networks to solve high-dimensional PDEs with greatly increased generality in addition to a remarkably decreased cost compared to conventional methods. Using the DiffEqFlux.jl package, it is possible to add differential equation layers to neural networks using a range of differential equations models that allow the use of a complete library of highly tested and optimized methods within neural networks [28]. Finally, the PDEs are described using ModelingToolkit.jl, which is a modeling language for high-performance symbolic-numeric computation in scientific computing and scientific machine learning [26]. This allows users to give a high-level description of a model for symbolic pre-processing to analyze and enhance the model.

#### A. 2D Laplace Equation

In this application, a validation study is performed on the Laplace equation, which is well-known PDE example that generally describes behavior of fluid potentials. In the problem Laplace equation on a domain \([0,1] \times [0,1]\) is given by with the Drichlet boundary conditions:

\[
\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = 0
\]

Boundary conditions are given as follows:

\[
\psi(x, 0) = 0
\]

\[
\psi(x, 1) = (x - x^2)
\]

\[
\psi(0, y) = 0
\]

\[
\psi(1, y) = 0
\]
The algorithm in Fig. 3 was generated by transferring the Laplace equation and boundary conditions to the PIDL model as mentioned in the previous section. The parameters used in creating the model are summarized in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Dense Layers</td>
<td>3</td>
</tr>
<tr>
<td>Neurons in the 1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>16</td>
</tr>
<tr>
<td>Neurons in the 2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>16</td>
</tr>
<tr>
<td>Neurons in the 3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>16</td>
</tr>
<tr>
<td>Activation function</td>
<td>Identity</td>
</tr>
<tr>
<td>x-Domain</td>
<td>[0.0, 1.0]</td>
</tr>
<tr>
<td>y-Domain</td>
<td>[0.0, 1.0]</td>
</tr>
<tr>
<td>Discretization (dx, dy)</td>
<td>(0.02, 0.02)</td>
</tr>
<tr>
<td>Training strategy</td>
<td>Grid</td>
</tr>
<tr>
<td>Optimizer</td>
<td>BFGS</td>
</tr>
<tr>
<td>Max. iteration</td>
<td>2000</td>
</tr>
</tbody>
</table>

Moreover, the loss plot of the model is shown in Fig. 4. As can be seen from the figure, order of magnitude of the loss value is between \(10^{-5}\) and \(10^{-6}\). This value can be further reduced with longer training processes.

![Loss curve of developed model for Laplace equation.](image)

**Fig. 4** Loss curve of developed model for Laplace equation.

Laplace’s equation is the second-order elliptic partial differential equation; therefore, it can be analytically solved by separation of variables method [29]. In Fig. 5, analytical solution and physics informed neural network estimation results are given with contour plot. Since the graphs are compatible with each other, the data points where the prediction success of the AI model decreased was shown by using the absolute error graph.

![Comparison of the PINN prediction with the analytical solution.](image)

**Fig. 5** Comparison of the PINN prediction with the analytical solution: (a) analytical solution, (b) PINN prediction, (c) the absolute error.
In this application, no further action was used to improve the results. From this point of view, in the general operations using the available automatic libraries, it is seen that there are errors in local points close to the boundary, where the gradient is high. However, it is possible to reduce these errors with a better sampling or a longer training process.

B. 2D Heat Equation

In the second test case, this time an application was carried out using the 2D heat equation. The heat equation is a outcome of Fourier’s law of conduction and it is a parabolic PDE. In the problem the two-dimensional heat equation is given on a domain $[0,1] \times [0,1]$ by

$$\frac{\partial u}{\partial t} = \alpha \left[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right]$$

(8)

with the Dirichlet boundary conditions:

$$u(x,0,t) = 0$$

(9a)

$$u(x,1,t) = (x - x^2)$$

(9b)

$$u(0,y,t) = 0$$

(9c)

$$u(1,y,t) = 0$$

(9d)

and initial condition of $u(x,y,0) = 0$. In the Eq. (8), $\alpha$ parameter is selected as 0.1. Similar to the previous example, the PIDL algorithm was created for heat equation problem and the estimation of the model was obtained. The parameters used in generating the model are summarized in Table 3.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Dense Layers</td>
<td>3</td>
</tr>
<tr>
<td>Neurons in the 1st</td>
<td>16</td>
</tr>
<tr>
<td>Neurons in the 2nd</td>
<td>16</td>
</tr>
<tr>
<td>Neurons in the 3rd</td>
<td>16</td>
</tr>
<tr>
<td>Activation function</td>
<td>Identity</td>
</tr>
<tr>
<td>t-Domain</td>
<td>[0.0, 1.0]</td>
</tr>
<tr>
<td>x-Domain</td>
<td>[0.0, 1.0]</td>
</tr>
<tr>
<td>y-Domain</td>
<td>[0.0, 1.0]</td>
</tr>
<tr>
<td>Discretization (dt, dx, dy)</td>
<td>(0.1, 0.05, 0.05)</td>
</tr>
<tr>
<td>Training strategy</td>
<td>Grid</td>
</tr>
<tr>
<td>Optimizer</td>
<td>BFGS</td>
</tr>
<tr>
<td>Max. iteration</td>
<td>2000</td>
</tr>
</tbody>
</table>

Table 3 Parameters for the PIDL algorithm of the Heat equation.

The loss graph obtained from the training of the model created with the parameters in Table 3 is presented in Fig. 6. It is observed that the error value obtained at the end of the training was on the order of $10^{-7}$.

In order to compare the output of the PIDL model in different time steps, a finite element method based code was generated. The finite element method, which is used for solving partial differential equations, is one of the fundamental methods for computational fluid dynamics applications.

In the finite element method code, firstly we derived weak form of 2D heat equation. In the second step, shape functions are calculated. To obtain shape function we used quadrilateral master element. In the code, 4-node quadrilateral element is implemented for steady state solution. In the third step, test function is defined using Galerkin finite element. After this step, the problem was formed into a set of equation system and solved via the Crank-Nicolson numerical.
method, which is equal to average of the Euler implicit and explicit methods. Detailed information about these steps can be found in any computational fluid dynamics textbook [30, 31].

Fig. 6 Loss curve of developed model for heat equation.

The results achieved for two different time values, \( t = 0.1 \) and \( t = 1.0 \), are demonstrated in Fig. 7 and Fig. 8, respectively. As in the previous test case, each PINN prediction is compared with validation data and absolute errors are calculated.

As seen in Fig. 7c, error values increase in a few data near the walls. It seems possible to reduce the error at these points with longer training processes. Figure 8 shows the distribution at a time value closer to the steady-state. When the error graph is examined, there were differences at much lower values than the solution close the initial state.

Fig. 7 Comparison of the PINN prediction with the numerical solution at \( t = 0.1 \): (a) FEM result, (b) PINN prediction, (c) the absolute error.

Fig. 8 Comparison of the PINN prediction with the numerical solution at \( t = 1.0 \): (a) FEM result, (b) PINN prediction, (c) the absolute error.
C. Boundary Layer Over a Semi-Infinite Flat Plate

In this example, boundary layer over a semi-infinite flat plate is investigated. The Navier-Stokes equation for two-dimensional laminar flow can be transformed to a reduced form using scale analysis. In this approach, the order of magnitude of each term in the governing equations is estimated to be able to drop small terms.

For the flow along a flat plate parallel to the stream velocity \( U \), we assume no pressure gradient, so the continuity and momentum equation in the x-direction for steady motion in the boundary layer can be simplified as:

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0 \quad (10a) \\
\frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= \nu \frac{\partial^2 u}{\partial y^2} \quad (10b)
\end{align*}
\]

The appropriate boundary conditions are respectively: due to the viscosity the no slip condition at the plate, at the plate surface there is no flow across it, and at infinity (outside the boundary layer) there is free-stream velocity.

\[
\begin{align*}
u(x, 0) &= 0 \quad (11a) \\
v(x, 0) &= 0 \quad (11b) \\
u(x, \infty) &= U \quad (11c)
\end{align*}
\]

In this application free-stream velocity \( U = 10m/s \) and kinematic viscosity \( \nu = 1.4 \times 10^{-5} m^2/s \) values are selected. Finite-difference method (FDM), which is a numerical technique for solving differential equations by approximating derivatives with finite differences, was used as validation data. The physics informed neural network parameters used in generating the model are summarized in Table 4.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Dense Layers</td>
<td>3</td>
</tr>
<tr>
<td>Neurons in the 1\textsuperscript{st}</td>
<td>12</td>
</tr>
<tr>
<td>Neurons in the 2\textsuperscript{nd}</td>
<td>12</td>
</tr>
<tr>
<td>Neurons in the 3\textsuperscript{rd}</td>
<td>12</td>
</tr>
<tr>
<td>Activation function</td>
<td>Identity</td>
</tr>
<tr>
<td>x-Domain</td>
<td>[0.0, 1.0]</td>
</tr>
<tr>
<td>y-Domain</td>
<td>[0.0, 0.02]</td>
</tr>
<tr>
<td>Discretization (dx, dy)</td>
<td>(0.05, 0.001)</td>
</tr>
<tr>
<td>Training strategy</td>
<td>Grid</td>
</tr>
<tr>
<td>Optimizer</td>
<td>BFGS</td>
</tr>
<tr>
<td>Max. iteration</td>
<td>2500</td>
</tr>
</tbody>
</table>

The loss converged a value after nearly 2500 iterations; therefore, no more training is required for this problem. Figure 9 shows the loss curve behavior in training phase.

![Fig. 9 Loss curve of developed model for Boundary layer problem.](image)
In Fig. 10, the results for the x-direction velocities are presented. In the figures, bottom side represent the flat plate with no-slip condition. Although the PINN algorithm predicts the basic characteristic of the boundary layer, it is observed that the error increases especially at the stagnation point where the free-stream velocity drops suddenly.

![Fig. 10](image)

**Fig. 10** The comparison of x-direction velocities over flat plate: (a) FDM result, (b) PINN prediction, (c) the absolute error.

It should be noted again, in these applications we try to show capability of the physics informed neural network. Hence, instead of reducing errors with special interventions, we tried to highlight the errors observed in general applications.

### IV. Conclusions

Aerospace applications are constantly evolving towards the design of more advanced and complex systems due to technological progress and increasing requirements. However, the design and analysis of these systems are highly depend on classical numerical simulations that require a huge amount of computing power and processing time. At this point, artificial intelligence based surrogate models offer a new alternative in subjects such as design, design optimization, and mathematical modeling via a low cost and time.

In this work, we suggest and evaluate a physics informed deep learning model that use machine learning algorithms to solve partial differential equations. The initial results obtained from the test studies showed that the proposed methodology is successful in solving the basic PDE problems. Although the results are encouraging, the current method needs to be enhanced for more complex problems. In the applications results, it is striking that the errors increase at the local data points where the gradient is high. However, we think that it is possible to reduce these errors with a better sampling and training algorithm.
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