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Abstract: Increasing levels of autonomy impose more pronounced performance requirements for
unmanned ground vehicles (UGV). Presence of model uncertainties significantly reduces a ground
vehicle performance when the vehicle is traversing an unknown terrain or the vehicle inertial
parameters vary due to a mission schedule or external disturbances. A comprehensive mathematical
model of a skid steering tracked vehicle is presented in this paper and used to design a control law.
Analysis of the controller under model uncertainties in inertial parameters and in the vehicle-terrain
interaction revealed undesirable behavior, such as controller divergence and offset from the desired
trajectory. A compound identification scheme utilizing an exponential forgetting recursive least
square, generalized Newton–Raphson (NR), and Unscented Kalman Filter methods is proposed
to estimate the model parameters, such as the vehicle mass and inertia, as well as parameters of
the vehicle-terrain interaction, such as slip, resistance coefficients, cohesion, and shear deformation
modulus on-line. The proposed identification scheme facilitates adaptive capability for the control
system, improves tracking performance and contributes to an adaptive path and trajectory planning
framework, which is essential for future autonomous ground vehicle missions.

Keywords: unmanned tracked vehicle; inertial parameters; vehicle-terrain interaction; identifica-
tion; recursive least square with exponential forgetting; generalized Newton–Raphson; Unscented
Kalman Filter

1. Introduction

The growing interest in the development of autonomous platforms establishes new
research directions that address challenges associated with autonomous systems operations.
Control of unmanned ground vehicles is a complex task due to vehicle-ground interactions
that can strongly influence dynamics of the system and, at the same time, are very difficult
to be measured or estimated analytically. Most of the important parameters may vary
because a vehicle can cross different types of terrains during motion, mass and inertia
can vary due to mission plan, etc. All these factors tend to influence control performance
negatively and, as a result, trajectory tracking capabilities.

Learning and updating vehicle dynamics on the fly can tackle the aforementioned
issues and improve the control and trajectory tracking performance, thus providing a
framework for adaptive path-planning and control [1–4].

Usage of tracked vehicles in military, rescue, agricultural and recreational missions
where terrain conditions are difficult or unpredictable is common. This is because tracked
vehicles perform better than wheeled vehicles due to the larger contact area of tracks which
provides better flotation and better mobility over unprepared terrain [3,5]. Hence, tracked
vehicles are preferred choice for autonomous off-road tasks.

Skid steering can be characterized by an absence of a separate steering system, like,
for example, in the Ackermann steering system. Advantages provided by the skid-steered
scheme are a simple mechanical structure, robustness and high maneuverability [6].
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Skid-steering, although energy inefficient, is commonly used for mobile robots (both
wheeled and tracked) with the requirement of good mobility.

Skid-steering is performed by controlling relative velocities of the drives on the left
and right sides of the vehicle; hence, track slippage causes turning. In this case, the
motion of the tracked vehicle is governed by the two longitudinal track forces and the
lateral friction force. Due to the fact that the friction force depends on the linear and
angular velocities, the force equilibrium equation perpendicular to the tracks becomes a
non-integrable differential equality constraint [3]. Maneuvering capabilities also depend
on the complex vehicle—ground interaction [7].

For identification of varying parameters in real-time applications, kinematic models
of vehicles seems more attractive as they put a less computational burden on the on-board
instrumentation at the expense of unmodeled dynamic effects. Unfortunately, such simpli-
fication might be especially inefficient in case of skid-steering due to significant slippage.
Some authors addressed this problem in their researches. For example, Wu et al. [7] pro-
posed a method for experimental estimation of the wheeled vehicle kinematics. In their
work, they applied approximating function with identifiable parameters to derive the
relationship between the instantaneous center of rotation of the vehicle, its speed and
path curvature. A different approach was studied by Sutoh et al. [8], who experimentally
obtained the relationship between a rover’s wheels input and output velocities for various
types of loose terrain such as silica or gravel.

The biggest challenge in the ground vehicle dynamics modeling is a description of
the vehicle-ground interaction. For the wheeled vehicles, model obtained experimentally
by Pacejka [9] and so-called ‘Pacejka’s magic formula’ is most widely used. In the case of
tracked vehicles, the majority of authors applies the work of Wong [5]. A workaround for
contact modeling problem was demonstrated in Reference [10], where a tyre-model-free
integral control method correcting the wheel slip coefficient in real-time was designed.
Many researches, however, utilize the classic dynamics model, including contact forces
obtained with analytical functions derived from experimental data. Equations of motion
for skid-steering based mobile robots are well-known and can be found to name a few in
Reference [6,11–13]. Ahmadi et al. [14] slightly simplified the model by excluding the non-
holonomic constraint from the dynamics equations, while Tang et al. [15] considered more
complex and generalized track-terrain interactions model. Some advanced methods were
also used to describe vehicle-terrain interaction. For example, Economou and Colyer [16]
utilized the Fuzzy Logic for modeling of the vehicle-ground interactions based on the
experimental results obtained for an electric wheeled skid steer vehicle under steady-state
conditions and a variety of motions and surfaces. A neural network was employed to
model the steering dynamics of an autonomous vehicle in Reference [17].

The path tracking control problem of a skid-steered vehicle is a fairly well-researched
field. Hence, a variety of approaches can be found in the existing literature. Due to the
highly nonlinear nature of the considered class of ground vehicles, a common starting point
for the trajectory tracking control design is the feedback linearization. Thus, a linear control
law can be further applied. The feedback linearization is thoroughly described in Refer-
ence [18]. A similar approach was used in Reference [11], and an exponentially stabilizing
state feedback was further applied to complete the control design. Feed-forward friction
compensation is implemented alongside the feedback linearization in Reference [14]. Their
controller is based on the simplified model of the tracked vehicle. The elaborated force-
slip relationship is linearized to relate the inputs with the states of the system. A robust
recursive LQR design was applied for the mobile robot in Reference [19]. A neural network
model of the steering dynamics of an autonomous vehicle developed in Reference [17]
was integrated with a Nonlinear Model Predictive Controller to generate feed-forward
steering commands. Recently, approaches based on dynamic model of vehicle for optimal
path planning and tracking control of unmanned ground vehicles (UGV) were proposed
in Reference [20,21]. Moreover, a novel approach introduced in Reference [22] employs a
backstepping technique to robustly control the instantaneous center of rotation position
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of the vehicle so that it relates to the path curvature and the desired vehicle speed. The
backstepping method was also utilized by Zou et al. [13], who designed a modified PID
computed-torque controller for an unmanned tracked vehicle.

From a practical point of view, the interest of the current research lays in identification
of the following parameters: mass, inertia, and slip, as well as the soil parameters, as part
of the vehicle-terrain interaction model.

Vehicle mass and inertia estimations become increasingly important with the rising
popularity of autonomous vehicles. These parameters are especially vital in the heavy-duty
vehicles automation, powertrain and economic cruise control [23,24]. Upon the analysis
of approaches presented in the existing literature, exponential forgetting recursive least
squares (EF RLS) method is the most widely used for this purpose [23–25] since it is a
very powerful and robust method when the system dynamics can be represented in a
linear form. A different method for vehicle mass estimation was introduced by Rhode and
Gauterin [26], who utilized the total least squares (TLS) regression.

Regarding the slip estimation, although it is possible to measure all the quantities
essential for obtaining the slip value from analytical expressions, measurement inaccuracies
and errors lead to the results highly inconsistent with the real slip values. As the slip
estimation problem has a significant impact on the tracked vehicle control, therefore, many
researchers sought the solution.

Dar and Longoria [27] utilized an Extended Kalman Filter (EKF) with state noise com-
pensation to estimate slip, trajectory and orientation of a small tracked vehicle. However,
some authors question the accuracy of EKF estimation, especially in the case of the fast
dynamics. Instead, they suggest employing an Unscented Kalman Filter (UKF) which can
provide more accuracy without linearization [28]. In research [29], not only kinematics of
the vehicle but also simplified dynamics were included in the UKF design. Alternatively, a
sliding mode observer (SMO) was exploited in Reference [30] to obtain an accurate slip
estimation. In their comparative studies, the authors proved that both the UKF and SMO
yield better results than those obtained with the EKF.

Another important vehicle dynamics parameter is the maximum tractive effort that
certain vehicle can develop on certain soil types. This property has a major influence on
path planning as it can restrict the maneuverability of the vehicle and has a huge impact
on the energy efficiency [5]. For satisfactory estimation of soil parameters the Newton–
Raphson (NR) method is widely used [31–33]. In particular, in Reference [31], the authors
conducted a comparison between NR and RLS that manifested that the former yields much
better estimation accuracy and robustness as RLS tends to diverge quite often as it is more
prone to the measurement noise.

UGVs are characterized by nonlinear dynamics and excited by a combination of multi-
ple external and internal (to the system) factors. Even small variation (and/or uncertainties)
in parameters of a nonlinear system can cause dramatic departures from a “nominal” case
scenario. Although many research works focused on designing algorithms for the identifi-
cation of a particular parameter of UGV dynamics, there is a lack of studies addressing the
whole (integrated) dynamics or, at least, its major part. A rigorous evaluation of the system
performance is required, especially, while traversing unknown terrains (as is the case inves-
tigated in this paper). Such an integrated estimator-based approach is extremely valuable
for the development of advanced autonomous systems utilizing AI tools to estimate and
predict vehicle behavior for uncertain in nature terrain environments and generate optimal
path [2,34,35].

Thus, the main aim of this research was the development of an integrated system
running on-line algorithms estimating different vehicle model parameters. To reach this
aim, the simplicity and computational efficiency were prioritized. Influence of uncertainties
of the dynamics model used for the control design on the behavior of an autonomous
tracked vehicle was studied. On-line system identification algorithms using the EF RLS,
UKF, and NR algorithms were implemented for soil and inertial parameters estimation;
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their performance was further evaluated. The system considered in this study consists of
the tracked vehicle model, trajectory tracking controller, and the identification module.

This paper is organized as follows. Section 2 provides description of the track-terrain
interaction model. The kinematic and dynamic models of the tracked vehicle are given
in Sections 3 and 4, correspondingly. Overview of the entire system is provided in
Section 5. Design of the control system is described in Section 6. The proposed identification
framework is demonstrated in Section 7. The obtained results are discussed in Section 8,
and, finally, Section 9 concludes the paper.

2. Track-Terrain Interaction Model

The system identification has the following key elements, namely selection of the
model structure, experiment design, and parameter estimation. On-line identification is
performed automatically, so it is extremely important to have a good understanding of all
aspects of the problem [1]. That is why we provide here a detailed description of vehicle
dynamics, including vehicle-terrain interaction model.

2.1. Terramechanics

The current section gives a brief introduction into terramechanics to equip with a basic
knowledge of the track-terrain interaction, indispensable for the tracked vehicle modeling.

Mobility of the off-road vehicles can be severely limited by properties of the encounter
terrain. Terramechanics provides essential knowledge of the mechanical properties of the
terrain, as well as its reaction to vehicular loadings.

Certain types of trafficable terrain can be considered as ideal elastoplastic materials [5].
Unless stress level exceeds a given limit, terrain behavior remains in the elastic range (see
Figure 1). This assumption is utilized for stress distribution prediction in the soil. When
yield stress is reached in the terrain under vehicular load, strain increases and plastic flow
is constituted. Transition to plastic flow is known as the failure of soils. Failure criterion can
be described with the Mohr-Coulomb theory, which postulates that the following condition
must be satisfied at the point of the material to cause its failure [36]:

τ = c + σ tan φ, (1)

where τ is the shear stress, c is cohesion, σ is normal stress on the sheared surface, and φ is
the angle of internal shearing resistance.

STRAIN

ST
R

ES
S

ELASTIC
REGION PLASTIC REGION

Figure 1. Strain-stress relation of idealized elastoplastic material, adopted from Reference [36].

Cohesive forces bind soil grains together irrespective of normal pressure between the
particles, e.g., for saturated clay only cohesion c is presented. However, when grains are
not held together by cohesion, they can move upon each other and, while pressed against
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each other, friction develops, e.g., for dry sand, the shear strength can be expressed by
σ tan φ. In practice, the majority of the soils exhibit both plastic and frictional behavior and
the shear strength should be hence characterized with Equation (1).

2.2. Tractive Effort and Slip of a Track

For a mathematical description of a ground vehicle motion, a track-terrain interaction
should be considered. In the current study, a parametric approach proposed by Bekker [36]
is used to do this.

Bekker’s method assumes that a track in contact with a terrain is similar to a rigid
footing. Moreover, it is assumed in the current research, that the center of gravity (CG) of
the tracked vehicle is positioned at the mid-point of the track-terrain contact area. It is also
assumed here that a normal pressure produced by the track has an uniform distribution
along the track.

During the vehicle motion a torque produced by the motors and applied to the sprocket
of the track initiates shearing action on the track-terrain interface, which subsequently
results in a development of tractive effort. The maximum tractive effort is bounded by the
maximum shear strength of the soil τmax and the track contact area A. Taking into account
Equation (1), we can obtain:

Fmax = Aτmax
= A(c + p tan φ)
= Ac + W tan φ,

(2)

where A = bl, b is the contact width, l is the contact length, W is the normal load, and c
and φ are the soil parameters: the cohesion and the angle of internal shearing resistance,
respectively. It can be observed that the terrain type critically impacts the maximum shear
strength of the soil and, consequently, has great influence on the maximum tractive effort.
For instance, as it was mentioned before, dry sand is a frictional soil. Therefore, cohesion is
negligible in this case and maximum tractive effort is higher for heavier vehicles. On the
other hand, the saturated clay, which is an example of cohesive soil, has a low value of φ;
hence, mainly the contact area of the track influences the maximum tractive effort value.

It should be pointed out that the tractive effort defined in Equation (2) is a maximum
value that the tracked vehicle can develop on a certain terrain. To determine thrust over a
full operating range, its relationship with the slip of a track should be examined. The slip
of a track is defined as follows [5]:

i = 1− V
ωr

= 1− V
Vt

=
Vt −V

Vt
=

Vj

Vt
, (3)

where V is the forward speed of a track, and Vt is the theoretical speed defined by the
sprocket rotational speed ω and its radius r. Then, Vj is the speed of slip with reference
to the ground. Assuming that the track is rigid and cannot stretch, the vehicle is moving
along a flat surface with a homogeneous soil property, then every point of the track, which
is in contact with the terrain, has the same speed Vj. Therefore, the shear displacement
j at a distance x from the front of the track-terrain contact area can be found with the
following equation:

j = Vjt, (4)

with t = x/Vt being the contact time of a considered point and the terrain. Thus, Equation (4)
can be rearranged:

j =
Vjx
Vt

= ix. (5)

Equation (5) indicates that the shear displacement increases linearly with the distance
from the front of the contact area (see Figure 2).
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j
l

UNDISTURBED SOILDISTURBED SOIL

Figure 2. Shear displacement developing under a track [5].

For plastic soils, which have shear stress–displacement relationship described by the
simple exponential equation proposed by by Janosi and Hanamoto [37], development
of the shear stress is directly related to shear displacement and can be defined with the
following function:

τ = τmax

(
1− e−j/K

)
= (c + σ tan φ)

(
1− e−j/K

)
, (6)

where K is the soil shear deformation modulus. Since we assumed the uniform normal
pressure distribution (σ = W/bl), which is independent of x, the total tractive effort of the
track can be represented in the following form:

F = b
∫ l

0 τ dx
= b

∫ l
0 (c + σ tan φ)

(
1− e−j/K

)
dx

= b
∫ l

0

(
c +

W
bl

tan φ

)(
1− e−j/K

)
dx

= (Ac + W tan φ)

[
1− K

il

(
1− e−il/K

)]
.

(7)

The advantage of the proposed friction model is that it provides high predictive
capabilities while maintaining low computational complexity. This is a quite strong point
while designing the considered framework, which is focused on the integration of different
on-line identification algorithms running at the same time on-board.

3. Kinematics

Kinematics equations relates rotation of the track sprockets with the vehicle motion.
Here, we are considering kinematics of a maneuvering planar skid-steering vehicle. Two
orthonormal bases are introduced: the inertial frame (X, Y, Z) and the body-fixed frame
(x, y, z) with its origin at the center of mass (COM) of the vehicle (Figure 3). Note that Z
coordinate remains constant as the vehicle is in planar motion. Moreover, to simplify the
formulation, it is assumed that COM coincides with the centroid of the vehicle body.

Let us assume that the vehicle moves with a linear velocity:

vB =
[
ẋ ẏ 0

]T ,

expressed in the local frame B and rotates with the angular velocity:

ω =
[
0 0 θ̇

]T .

We choose the generalized coordinate vector as follows:

q =
[
X Y θ

]T ,



Electronics 2021, 10, 187 7 of 38

where θ is the orientation of the local coordinate frame B with respect to the inertial frame
I . As a result, the vector of generalized velocities is defined as:

q̇ =
[
Ẋ Ẏ θ̇

]T .

θ
α

α

CG

x
y

X

Y

b

l

O’

x I
C
R

ω

w

V

Figure 3. Kinematics of a tracked vehicle.

Here, we introduce rotation matrix R2×2 that carries I into B [13]:

R(θ) =

[
cos θ − sin θ
sin θ cos θ

]
.

In what follows, sin(·) and cos(·) are denoted by s(·) and c(·), respectively, for sim-
plicity of notation.

Thus, velocity of the vehicle can be expressed in the inertial frame by means of vB and
R(θ) [11]: [

Ẋ
Ẏ

]
= R(θ)vB =

[
cθ −sθ
sθ cθ

][
ẋ
ẏ

]
.

We assume that, when maneuvering, slipping or skidding are possible. When these
effects are taken into consideration, the vehicle speed can be obtained from the following
expression [13]:

V =
r

2cosα
[ωL(1− iL) + ωR(1− iR)], (8)

where α is a slip angle, r is the radius of the sprockets, and ωL, ωR, and iL, iR denote the
left and the right track rotational velocities and slips, respectively. The rotational velocity
can be calculated using the following equation:

θ̇ =
r
b
[ωL(1− iL)−ωR(1− iR)]. (9)

Slip of the left and right track is given by Reference [5]:
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iL =1− vt,L

ωLr
= 1− ẋ + (b/2)θ̇

ωLr
,

iR =1− vt,R

ωLr
= 1− ẋ− (b/2)θ̇

ωRr
,

and the slip angle can be computed as follows:

α = arctan
ẏ
ẋ

.

Taking into account Equations (8) and (9), the turning radius R, with slip considered,
can be obtained:

R =
V
θ̇
=

b
2cosα

ωL(1− iL) + ωR(1− iR)

ωL(1− iL)−ωR(1− iR)
.

Since velocity in the body frame can be expressed through speed and slip angle the
following equation can be obtained: [

ẋ
ẏ

]
= V

[
cosα
sinα

]
.

Therefore, this approach can be further projected to the inertial frame[
Ẋ
Ẏ

]
= V

[
cθcα− sθsα
sθcα + cθsα

]
,

and, subsequently, one can relate the velocity in the I frame with the rotational velocities
of the sprockets and slips of the tracks, which yields a complete kinematic model of the
tracked vehicle [13]:

Ẋ =
r
2
[ωL(1− iL) + ωR(1− iR)][cθ − sθ tan α], (10)

Ẏ =
r
2
[ωL(1− iL) + ωR(1− iR)][sθ + cθ tan α], (11)

θ̇ =
r
b
[ωL(1− iL)−ωR(1− iR)]. (12)

To finalize the mathematical description of the kinematics model of the tracked ve-
hicle, nonholonomic constraint should be imposed [12,14]. The arbitrary planar motion
of a body can be represented as a rotation around the instantaneous center of rotation
(ICR) [38]. This concept applied to the tracked vehicle is demonstrated in Figure 4. ICR
of the tracked vehicle is denoted by O′, while the rotation radius vectors, defined in the
body-fixed frame and directed from the ICR, are: dt,i =

[
dt,ix dt,iy

]T , where i = {L, R},
and dC =

[
dCx dCy

]T . From the definition of ICR, we can obtain

‖vt,i‖
‖dt,i‖

=
‖V‖
‖dC‖

= |ω|, (13)

where ‖ · ‖ is the Euclidean norm. Equation (13) can be further transformed to the ex-
panded form

vt,ix

−dt,iy
=

Vx

−dCy
=

vt,iy

dt,ix
=

Vy

dCx
= ω. (14)
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CG

x
y

X

Y
O’

x I
C
R

ω

V

dt,R

dt,L

dC

vt,L

vt,R

Figure 4. Instantaneous center of rotation geometry.

Coordinates of the ICR can be defined in the local frame as

ICR = (xICR, yICR) =
(
−dCx,−dCy

)
. (15)

Thus, Equation (14) can be rewritten in the following way:

Vx

yICR
= −

Vy

xICR
= ω. (16)

Note that, due to the planar motion of the vehicle, ω = θ̇.
The ICR coordinates can be obtained from Equation (16) as follows:[

xICR
yICR

]
=

[
−ẏ/θ̇
ẋ/θ̇

]
.

In a case of straight line motion, both the lateral velocity ẏ and the angular velocity θ̇
vanish; thus, the ICR shifts to infinity along the y-axis. During turning maneuvers, the ICR
moves along x-axis by an amount of |xICR|. Shift of the xICR beyond the vehicle geometry
causes loss of motion stability.

Following Reference [11], we impose the nonholonomic constraint obtained from
Equation (16)

Vy + xICR θ̇ = 0.

The above expression can be presented in Pfaffian form [39]

[
− sin θ cos θ xICR

]Ẋ
Ẏ
θ̇

 = A(q)q̇ = 0. (17)

Now, we choose a full-rank matrix S(q) ∈ R3x2, in which columns are in null space of
A(q), that is

ST(q)A(q) = 0,



Electronics 2021, 10, 187 10 of 38

and S(q) can be, for example, defined as follows:

S(q) =

cθ xICRsθ
sθ −xICRcθ
0 1

.

Then, it is possible to define the generalized velocities by means of S and an auxiliary
vector υ(t) ∈ R2

q̇ = S(q)υ(t), (18)

where the auxiliary vector is υ(t) =
[
V θ̇

]T .

4. Dynamics

In this section, we provide a model of tracked vehicle dynamics for a comprehensive
description of the vehicle dynamics required for the development of the controller and
identification scheme.

4.1. Forces and Moments Acting on the Tracked Vehicle

In the current analysis, we assume that the service brake is not applied, and the friction
brakeforce is not generated. Additionally, the aerodynamic loads are neglected since the
vehicle travels with a very low speed and the cross-sectional area of the vehicle is assumed
to be small.

A moving vehicle is subjected only to track-terrain interaction forces, which are
illustrated in Figure 5 and can be classified as follows:

• tractive forces FR and FL,
• longitudinal resistance forces RR and RL,
• lateral forces Fy,R and Fy,L, and
• moment of turning resistance Mr induced by the resistive forces.

θ

CG

x
y

X

Y

b

l

O’

x I
C
R

V

FR

FL

RR

RL

fy

fy

Figure 5. Free-body diagram.
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4.1.1. Tractive Force

The concept of tractive force has been already discussed in Section 2.1. In this study,
it is assumed that rotation of the tracks, which results in the development of traction, is
caused by the torque transmitted to the sprockets from a pair of DC motors—one per each
track of the vehicle. Transmission factor is assumed to be ideal.

4.1.2. Longitudinal and Lateral Resistance Forces

Friction term for longitudinal resistance force can be calculated with the following
expression [5]:

rl =
µlmg

2
,

where µl is the coefficient of longitudinal resistance, and g is the gravitational accelera-
tion. To define the direction of the longitudinal friction forces, the following function is
employed [14]:

G(F, f , ẋ) =


− f sign(ẋ), ẋ 6= 0,
0, ẋ = 0, |F| ≤ f ,
− f sign(F), ẋ = 0, |F| > f ,

(19)

where sign(·) denotes the signum function.
Then, the longitudinal resistance force can be defined as follows:

Rl,i = G(Fi, rl , vt,i), i = {R, L}.

The lateral friction distribution and force can be obtained according the follow-
ing equations:

fy =
µtmg

l
, Fy = −2sign(ẏ) fyxICR,

where µt denotes the coefficient of lateral resistance.

4.1.3. Turning Moment and Moment of Turning Resistance

The turning moment is induced by the forces acting in the longitudinal direction, i.e.,

M = (FL − Rl,L)
b
2
− (FR − Rl,R)

b
2
= (FL − FR)

b
2

.

The resistance moment can be obtained by integrating over the track length of the
distribution given by the following expression from Reference [3]:

mr = 2 fy

(
l2

4
− x2

ICR

)
. (20)

Direction of the moment of turning resistance can be again determined with Equa-
tion (19), namely

Mr = G(M, mr, θ̇). (21)

4.1.4. Drive Model

In this study, it is assumed that the vehicle is actuated with two DC motors that drive
the sprockets through the transmission gear and are controlled with a simple PID controller.
The relationship between the motor torque τ and the rotor current ia is considered to be
linear [12]:

τm = kmia,

where km is a motor torque constant. Voltage and current in the motor circuits can be
approximated with the differential Equation [12]:

ua = La
d
dt

ia + Raia + keωm,
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where La and Ra are the inductance and resistance of the motor, respectively, ke denotes
the electromotive force coefficient, and ωm is the angular velocity at the output. Under the
assumption that the transmission is ideal, we can write:

τ = nkmia,

ωm = nωs,

where n is the transmission ratio, and ωs is the rotational speed of sprocket.
Assuming that the voltage ua is the motor control input, the following equations can

describe the powertrain system:

τ = nkmia,

ua = La
d
dt

ia + Rai + keωm,

where τ =
[
τL τR

]T , ua =
[
uL uR

]T , ia =
[
iL iR

]T , and ω =
[
ωL ωR

]T .

4.2. Equations of Motion

Taking into account the nonholonomic constraint, we can obtain the equations of
motion of the tracked vehicle through Lagrange-Euler formula with Lagrange’s multipliers
similar to approach given in Reference [40]:

d
dt

(
∂L
∂q̇

)
− ∂L

∂q
+ A(q)λ = Q, (22)

where λ is vector of the Lagrange’s multipliers, A(q) is the nonholonomic constraint de-
fined in Equation (17), Q is the vector of generalized forces, and L(q̇, q, t) is the Lagrangian
defined as

L = ET − EV , (23)

where ET and EV are the kinetic and potential energy, respectively.
First, we obtain the Lagrangian of the system. Since it is assumed that the vehicle is in

planar motion, it can be assumed that EV = 0 and Equation (23) takes the following form:

L(q̇, q, t) = ET(q̇, q).

Assuming that the energy of rotating tracks can be neglected, the kinetic energy of the
system is given by

ET =
1
2

mvTv +
1
2

Iω2, (24)

where m is mass of the vehicle, and I denotes its moment of inertia about the COM. As
vTv = ‖V‖2, and the value of velocity magnitude is independent of the reference frame,
one can rewrite Equation (24) in the following form

ET =
1
2

m
(

Ẋ2 + Ẏ2
)
+

1
2

Iθ̇2. (25)

Hence, the derivatives of kinetic energy can be computed as

d
dt

(
∂ET
∂q̇

)
=

mẌ
mŸ
Iθ̈

 = Mq̈,

∂ET
∂q

= 0,
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where

M =

m 0 0
0 m 0
0 0 I

.

Vector of the generalized forces can be decomposed into actuating forces generated by
motors and resistive forces causing dissipation of energy, which yields

Q = B(q)τ − C(q, q̇),

with

C(q, q̇) =

2Rlcθ + Fysθ
2Rlsθ − Fycθ

Mr

, B(q) =
1
r

 cθ cθ
sθ sθ

b/2 −b/2

, τ =

[
τL
τR

]
,

where r is the sprocket radius, and τL, τR are the torques provided by the left and right
motors, respectively. Having all terms of Equation (22) defined, the mathematical model of
system dynamics is obtained [11,13]:

Mq̈ + C(q, q̇) + A(q)λ = B(q)τ. (26)

For control purposes, it is convenient to express the generalized velocities q̇ in terms
of pseudo-velocity υ(t). Differentiating Equation (18), we have

q̈ = Ṡ(q)υ(t) + S(q)υ̇(t) (27)

Next, Equations (18) and (27) are substituted into Equation (26), and both sides of
the obtained equation are multiplied by ST(q), which leads to the modified mathematical
description of the system dynamics

q̇ = S(q)υ(t),
υ̇(t) = M̃−1

(
B̃(q)τ − Ẽ(q, q̇)υ(t)− C̃(q, q̇)

)
,

(28)

where

M̃ = STMS =

[
m 0
0 mx2

ICR + I

]
, Ẽ(q, q̇) = STMṠ =

[
0 mxICR θ̇

−mxICR θ̇ mxICR ẋICR

]
,

C̃(q, q̇) = STC =

[
2Rl

FyxICR + Mr

]
, B̃(q) = STB =

1
r

[
1 1
−b/2 b/2

]
.

5. System Overview

The introduced kinematics and dynamics of the tracked vehicle are used to design
the control system and the system identification framework. This section aims to provide
a high-level overview of the overall system design. In the beginning, a block diagram of
the system is presented, and a brief description of each subsystem and their interfaces is
provided. Furthermore, the measurement system is described.

5.1. Block Diagram of the System

The overall system consists of five sub-modules representing different functionalities.
Figure 6 shows the block diagram of the system.

The base element of the whole structure is the tracked vehicle platform represented in
the diagram with the vehicle model block. The model is described in Sections 2–4.
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PARAMETER
IDENTIFICATION AUTOPILOT VEHICLE

MODEL

SENSORS

TRAJECTORY
PLANNER

m̄, Ī, ī
F̄max, µ̄l , µ̄t τL, τR

noise

Ab, θ̇, θ̈
ωsL, ωsR

Âb, ˆ̇θ, ˆ̈θ
ω̂sL, ω̂sR

zd

q, q̇

Figure 6. Block diagram of the tracked vehicle system.

The vehicle is controlled with an autopilot sending computed torque demand to the
motor controller. The autopilot obtains a reference trajectory from the trajectory planer,
which, in this research, was composed of a couple of the predefined trajectories. At the
same time, information about the current vehicle state is fed to the autopilot from the on-
board sensors. The autopilot computes the control inputs based on the difference between
the desired trajectory and the actual state of the vehicle.

Concurrently, measurements obtained with sensors are provided to the parameter
identification framework. The updated values of the system parameters are estimated and
passed to the autopilot to improve the trajectory tracking performance of the platform.

The sensors block function is introduced to mimic the behavior of real sensors, includ-
ing dynamics and noise, providing more realistic simulations. More detailed discussion on
the sensors can be found in the following section.

5.2. Measurements and Sensors

The control scheme, as well as the identification process, requires knowledge about
the current system state. Such information can be obtained through measurement of
observable states. Today, there is a wide choice of measurement instrumentation in the
market, varying in quality and price. In this research, the authors aimed to choose the most
affordable solution possible.

5.2.1. Position, Velocity and Acceleration

One of the most popular devices utilized to obtain information about the vehicle
motion is the inertial measurement unit (IMU), which combines multiple sensors, such as
accelerometers, gyroscopes, and magnetometers. At the output, IMU provides the vehicle
acceleration and rotation rate, that can be further integrated to obtain the velocities and
position in space. Although IMU measurements are quite accurate and provide information
at high frequency, they suffer from accumulating error in time. IMUs are prone to the
influence of noise (needed signals (speed and acceleration) for pose computation are
derivations of the base signal), which accelerates the error accumulation. Odometry as an
inertial navigation system (INS) that uses IMU measurements, for example, accumulates
the pose error with the square of the traversed distance.

To improve the accuracy of IMU measurements, an inertial navigation system (INS)
combined with GPS technology can be introduced. GPS measurements are generally less
accurate and sampled at lower frequencies. However, it is quite a common strategy to
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combine data from different sources each having its errors and sampling frequencies to get
better estimations [41]. In GPS/INS, the data obtained from IMU is fused with the GPS
measurements using Kalman Filter to correct the IMU bias and increase the overall system
accuracy [42].

Identification of the moment of inertia requires information on the vehicle angular
acceleration. This can be obtained with two accelerometers mounted at different distances
from the rotation center [43]. Let us assume that the accelerometers are placed at distances
r1 and r2 from the vehicle center of rotation, respectively (see Figure 7), and ay1 and ay2
denote the tangential accelerations measured with the accelerometers. Distance between
the devices can be computed as D = r2 − r1, and then the angular acceleration is given by
θ̈ =

(
ay1 − ay2

)
/D.

r2

r1
RC

x

y

x

y

Figure 7. Positioning of the accelerometers for rotational measurements.

In the simulation, the INS/GPS sensors are modeled with the IMU and INS/GPS
objects available with MATLAB® Sensor Fusion and Tracking Toolbox. INS/GPS sensor
noise is modeled as a white noise process. For the simulations conducted in this research,
the following INS/GPS parameters are set:

• yaw accuracy: σ = 1 deg,
• position accuracy: σ = 1 m, and
• velocity accuracy: σ = 0.1 m/s.

For the IMU sensor, accelerometer and gyroscope performance is also specified. Values
of the parameters employed in the simulation were found in the datasheets of the IMU
sensors available in the market

• gyro bias: 0.01 rad/s,
• accelerometer bias: 0.002 m/s2, and
• axis cross-coupling: 0.001.

Assuming that sreal is the real signal value and smeas is the measured value, then the
measurement error is given by s = sreal − smeas.

5.2.2. Rotational Velocity of the Sprockets and Motor Torque

Another quantity that needs to be measured in the system is the rotational speed
of the tracks. There are two possible ways of obtaining this information. First, the shaft
decoders can be utilized. The second approach is to estimate the rotation rate from the
motor current measurement (applicable when the electric motors actuate the system).
Torque and, consequently, rotational speed measurement can be performed with sensors
available on the market.

In the simulation environment, sprocket rotational speed, as well as torque measure-
ments, are obtained by introducing the additive white noise to the computed signal value.
In Simulink, the noise is incorporated into the signal with AWGN Channel block that can be
found in Communications Toolbox. In this study, we defined the variance of white noise
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added to the input signals. For both torque and sprocket rotational speed, the variance was
set to σ2 = (0.1)2.

6. Control

In this chapter, the derivation of the control scheme for the tracked vehicle is described.
Our control objective is to accurately guide the vehicle along the desired trajectory. Below,
a thorough description of the employed method is presented.

6.1. Static State Feedback

The tracked vehicle is a nonlinear system, therefore, to be able to apply linear control
techniques, it is vital to algebraically transform a nonlinear dynamics into a linear form.

First, nonlinear static state feedback is applied to compensate for the system dynamics.
From Equation (28), we can obtain the expression for torque:

τ = B̃−1(q)
(

M̃υ̇ + Ẽ(q, q̇)υ(t) + C̃(q, q̇)
)

.

Following Reference [11], we choose the new control variable u =
[
u1 u2

]T and
transform the torque control signal so that input u becomes proportional to the system
acceleration response υ̇, namely

τ = B̃−1
(

M̃u + Ẽυ + C̃
)

,

and results in a torque control signal of the following explicit form:

τ1

τ2

 =



r
2
(
mu1 + mυ2

2 + 2Rl
)

+
r
b
((

mx2
ICR + I

)
u2 −mxICRv1v2 + mxICR ẋICRv2 + Fy + Mr

)
r
2
(
mu1 + mυ2

2 + 2Rl
)

− r
b
((

mx2
ICR + I

)
u2 −mxICRv1v2 + mxICR ẋICRv2 + Fy + Mr

)


. (29)

Thus, a second-order kinematic model is obtained:

q̇ = Sυ,
υ̇ = u,

which gives:
Ẋ = υ1 cos θ + υ2xICR sin θ,
Ẏ = υ1 sin θ − υ2xICR cos θ,
θ̇ = υ2,
υ̇1 = u1,
υ̇2 = u2.

6.2. Input-Output Linearization

In the next step, the dynamic state feedback is applied so that the system becomes
input-output decoupled.

Let us consider a smooth affine nonlinear system:

ẋ = f (x) + G(x)u,
z = h(x),
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with x, u, and z being the system state, input, and output, respectively. Moreover, we
assume that the number of inputs and outputs is equal. In case of linearization via static
feedback, we seek for the control law of the following form [18]

u = a(x) + B(x)r,

where r is an external auxiliary input of the same size as u, and B(x) is non-singular
decoupling matrix. Sometimes it is not possible to solve the problem by means of static
feedback. In such case, a dynamic feedback compensator might be successfully utilized: [18]

u = a(x, ξ) + B(x, ξ)r,
ξ̇ = c(x, ξ) + D(x, ξ)r,

where ξ is the state compensator.
In the case of the tracked vehicle, a new set of linearizing outputs needs to be chosen

for the decoupling matrix to be non-singular [11]. Hence, we choose to observe the position
of a point D located on the x-axis at distance d from the body-frame origin. Therefore, the
coordinates of the point D in the inertial frame are given by

z =

[
X + d cos θ
Y + d sin θ

]
. (30)

Then, the dynamic extension is introduced on the input u1

u1 = ξ,
ξ̇ = η1,
u2 = η2

(31)

with η1, η2 being the new control inputs.
In the input-output decoupling algorithm, the output z is differentiated until the new

input η appears explicitly in the equations

ż =

[
Ẋ− dsθθ̇
Ẏ + dcθθ̇

]
=

[
υ1cθ + υ2xICRsθ − dsθυ2
υ1sθ − υ2xICRcθ + dcθυ2

]
=

[
υ1cθ
υ1sθ

]
, (32a)

z̈ =

[
υ̇1cθ − υ1sθθ̇
υ̇1sθ + υ1cθθ̇

]
=

[
u1cθ − υ1υ2sθ
u1sθ + υ1υ2cθ

]
, (32b)

...z =

[
u̇1cθ − u1υ2sθ − υ̇1υ2sθ − υ1υ̇2sθ − υ1υ2cθθ̇
u̇1sθ + u1υ2cθ + υ̇1υ2cθ + υ1υ̇2cθ − υ1υ2sθθ̇

]
=

[
η1cθ − 2ξυ2sθ − υ1η2sθ − υ1υ2

2cθ
η1sθ + 2ξυ2cθ + υ1η2cθ − υ1υ2

2sθ

]
.

(32c)

Subsequently, Equation (32c) can be rearranged to a more convenient form:

...z =

[
cθ −υ1sθ
sθ υ1cθ

]
η+

[
−2ξυ2sθ − υ1υ2

2cθ
2ξυ2cθ − υ1υ2

2sθ

]
= α(q, υ)η+ β(q, υ, ξ).

Further, we rearrange the above equation to obtain the control law

η = α−1(q, υ)[r− β(q, υ, ξ)], (33)

where we introduce the trajectory jerk reference r =
...z . From the determinant of α

det[α(q, υ)] = υ1,
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we can conclude that the decoupling matrix is non-singular apart from the situation when
the linear speed of the vehicle is zero, i.e., υ1 = 0, which does not negatively influence the
tracking performance for the persistent trajectories.

Combining Equation (31) with Equation (33) yields the final form of fully linearizing,
input-output decoupling controller:

ξ̇ = r1 cos θ + r2 sin θ + υ1υ2
2,

u1 = ξ,

u2 =
1
υ1

(−r1 sin θ + r2 cos θ)− 2ξ
υ2

υ1
.

(34)

6.3. Exponentially Stabilizing Feedback for Tracking

Once full-state linearization is obtained, the control design can be completed with a
globally stabilizing feedback for the desired smooth trajectory zd(t) [18]:

ri =
...
z di + kai(z̈di − z̈i) + kvi(żdi − żi) + kpi(zdi − zi), i = {1, 2}.

The feedback gains are chosen so that the polynomials,

λ3 + kaiλ
2 + kviλ + kpi, (35)

are Hurwitz polynomials, and z, ż, z̈ can be computed with Equations (30) and (32a–c).
Thus, we obtained the control scheme that results in the following open-loop transfer
function of the system [11]

F(s) = C(s)P(s) =
kas2 + kvs + kp

s3 .

The block diagram of the proposed controller is illustrated in Figure 8.

+

−

kas2 + kvs + kp

+

+

∫
Eq. (34)

P−1(s)
Eq. (29)

P(s)
Eq (28)

zd r u τ z

Controller Plant

...z d

Figure 8. Block diagram of the trajectory tracking control system.

It should be noted that Hurwitz polynomials guarantee the stability of the developed
controller. In the case of perfect knowledge of the vehicle dynamics model, the proposed
control law perfectly performs trajectory tracking. In case of uncertain model dynamics
parameters, the vehicle closed-loop dynamics will be nonlinear and coupled. The effect
of the estimation error is a torque disturbance that could be rejected by the controller
augmented with adaptive capabilities and by avoiding unfeasible commands via proper
path planning.

7. Parameter Identification

The vehicle mass, inertia, and terrain behavior can vary due to mission operations or
moving through unknown terrain. Imprecise knowledge of the vehicle model can lead
to poor control performance. However, model parameters can be estimated on-line and
provided to the controller and/or the trajectory planner to improve the system performance.

Selection of the model structure and parametrization are crucial steps of the system
identification. Within this research, the models of ground vehicle dynamics and vehicle-
terrain interaction described above are used for parametrization. In particular, values of
the vehicle mass, inertia, and also parameters of the vehicle-terrain interaction, such as slip,
resistance coefficients, cohesion Fmax, and shear deformation modulus K, are estimated on
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the fly. Analysis of the model structure enabled selection of the proper estimation technique
for each of the mentioned parameters.

7.1. Estimations of Mass, Inertia and Motion Resistance

The EF RLS is a common approach for estimation of mass, inertia, and road grade
based on the model of longitudinal and rotational dynamics of the ground vehicle [23,24],
and it was applied to estimate mass, inertia, and motion resistance coefficients in the
current research.

Let us first give a brief overview of the system identification methods used in the
current research.

7.1.1. Recursive Least Squares with Exponential Forgetting

Recursive Least Squares with Exponential Forgetting (RLS) algorithm is the most
common approach since it is simple and can be applied to a large variety of on-line
estimation problems.

Assume that a process is generated by the following model:

y(t) = φT(t)ϑ + ε(t), (36)

where y is the observed variable, φ is the vector of known functions, ε is the measurement
noise, and ϑ is the vector of unknown parameters.

The estimation ϑ̂(k) of unknown parameter vector ϑ at a step k can be obtained
recursively using the following equations [23,44]:

ϑ̂(k) = ϑ̂(k) + K(k)ε(k),
ε(k) = y(k)−φT(k)ϑ̂(k− 1),

K(k) =
P(k− 1)φ(k)

λ + φT(k)P(k− 1)φ(k)
,

P(k) =
1
λ

[
P(k− 1)− P(k− 1)φ(k)φT(k)P(k− 1)

λ + φT(k)P(k− 1)φ(k)

]
,

where K(k) is the adaptation gain vector, and P(k) is the covariance matrix.

7.1.2. Identification Parametrization

Following the common way, here, we estimate the mass and longitudinal resistance
coefficient based on the longitudinal dynamics. If the torque converter and the driveline
are fully engaged, it can be assumed that all the torque from the engine is fully passed to
the track. Another assumption made here is that the service brake is not applied during
identification procedures, and the friction brake force is not generated. Further, we assume
that there is no slip, which is an acceptable assumption, for the most part. It is also assumed
that the aerodynamic loads can be neglected since the vehicle travels with a very low speed.
Under these assumptions, the longitudinal dynamics can be presented in the following
simplified form:

mẌ =
τL + τR

r
− 2Rl .

We want to rearrange the above equation and represent it in the form of Equation (36).
Note that Rl is also dependent on m, as well as µl . We obtain

Ẍ =
τL + τR

r
1
m
− gµl ,

where y = Ẍ, φ =
[
(τL + τR)/r −g

]T and ϑ̂ =
[
1/m µl

]T .
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The inertia and lateral resistance indices can be evaluated from the rotational dynam-
ics model. To simplify parametrization of the identification, let us write the rotational
dynamics of the tracked vehicle in the body fixed reference frame in the following way [3]:

(I)θ̈ =
b(τL − τR)

2r
−Mr. (37)

Recalling the expression for Mr from Equations (20) and (21) and rearranging the
Equation (37) into the form of Equation (36), we can obtain

b(τL − τR)

2r
= θ̈ I − 2sign(θ̇)mg

l

(
l2

4
− x2

ICR

)
µt,

where

y =
b(τL − τR)

2r
,

φ =

[
θ̈
−2sign(θ̇)mg

l

(
l2

4
− x2

ICR

)]T

,

ϑ =
[
I µt

]T .

7.2. Slip Estimation

As it is discussed earlier, the Unscented Kalman Filter (UKF) demonstrates quite accu-
rate estimation of parameters and can be effectively used for longitudinal slip identification.
A brief description of the UKF algorithm is provided in the next subsection, followed by
the derivation of state and measurement equations for the tracked vehicle.

7.2.1. Unscented Kalman Filter

UKF is an effective technique for estimating the state of a nonlinear dynamic system.
Let us assume that a system has the following nonlinear dynamics:

xk+1 = f (xk, uk) + vk,
zk = h(xk) + wk,

where xk is a process state vector at time tk, uk is a vector of the control inputs, zk is a
measurement vector, and f (xk, uk) and h(xk) are state transition function and measurement
function, respectively. Finally, vk and wk denote the additive white noise of the covariance
determined by Qk and Rk, respectively.

Approximations associated with the linearization process, e.g., in Extended Kalman
Filter (EKF), may lead to noticeable errors in the covariance and posterior mean of the
transformed random variable, which, subsequently, can cause a sub-optimal performance
or even divergence of the filter [45].

The approximation drawbacks described above are eliminated with the UKF, where
the prior and posterior mean and covariance are represented by minimal set of weighted
samples, so called sigma points. The UKF utilizes an unscented transformation method for
calculating the statistics of a random variable which undergoes a nonlinear transformation.
In the unscented transform, prior sigma points projection through nonlinear function gives
results very close to the real transformed distribution [46]. The applied method for the
sigma points derivation is described below.

Let us assume that mean and covariance of the random variable x are denoted
with x̂ and Px, respectively. The variable is propagated through the nonlinear functions
xk+1 = f (xk) and zk = h(xk). For this purpose, a matrix X of sigma points (Equation (38))
is formed, and the corresponding weights Wi (Equation (39)) are computed. The number
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of sigma points is defined with the expression: 2L + 1, where L is dimension of the x
vector [46]:

X0 = x̂,

Xi = x̂ +

(√
(L + λ)Px

)
i

i = 1, · · · , L,

Xi = x̂−
(√

(L + λ)Px

)
i

i = L + 1, · · · , 2L,

(38)

W(m)
0 = λ/(L + λ),

W(c)
0 = λ/(L + λ) + (1− α2

uk f + βuk f ),

W(m)
i = W(c)

i = 1/[2(L + λ)] i = 1, · · · , 2L,

(39)

where λ = α2
uk f (L + κuk f ) and κuk f are the scaling parameters, αuk f determines how sigma

points are spread around mean, and βuk f = 2 for Gaussian distributions and should be
chosen basing on the prior knowledge about the random variable distribution.

Further, points are propagated through the nonlinear functions

X i
k+1|k = f (X i

k , uk), i = 0, · · · , 2L, (40a)

Z i
k+1|k = h(X i

k+1|k). (40b)

Subsequently, the mean and the covariance of x and z are computed:

x̂−k+1 =
2L

∑
i=0

W(m)
i X i

k+1|k, (41a)

ẑ−k+1 =
2L

∑
i=0

W(m)
i Z i

k+1|k, (41b)

Pk+1|k =
2L

∑
i=0

W(c)
i (X i

k+1|k − x̂−k+1)(X
i
k+1|k − x̂−k+1)

T + Qk, (42a)

Pz̃z̃ =
2L

∑
i=0

W(c)
i (Z i

k+1|k − ẑ−k+1)(Z
i
k+1|k − ẑ−k+1)

T + Rk, (42b)

Px̃z̃ =
2L

∑
i=0

W(c)
i (X i

k+1|k − x̂−k+1)(Z
i
k+1|k − ẑ−k+1)

T . (42c)

In the last step, the Kalman gain is computed:

Kk+1 = Px̃z̃Pz̃z̃
−1,

and the new state and covariance estimate are obtained:

x̂k+1 = x̂−k+1 + Kk+1

(
zk+1 − ẑ−k+1

)
,

Pk+1 = Pk+1|k + Kk+1Pz̃z̃KT
k+1.

7.2.2. Identification Parametrization

The UKF is designed to recover the slip parameters iL and iR from the vehicle states.
Therefore, the augmented state vector is formed:

x =
[
X Y θ iL iR α

]T ,
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and the vector of estimates
[
X̂ Ŷ θ̂ îL îR α̂

]T is obtained from the available measurements:

z =
[
Xm Ym θm ωtm,L ωtm,R

]T ,

where ωtm,L and ωtm,R are the control inputs. The following process model is adopted from
the kinematic model of the tracked vehicle from Equation (3):

xk+1 =



Xk + ∆T · 0.5r
[
(1− iL,k)ω

k+1
t,L + (1− iR,k)ω

k+1
t,R

]
(cos θk − sin θk tan αk)

Yk + ∆T · 0.5r
[
(1− iL,k)ω

k+1
t,L + (1− iR,k)ω

k+1
t,R

]
(sin θk + cos θk tan αk)

θk + ∆T
r
b

[
−(1− iL,k)ω

k+1
t,L + (1− iR,k)ω

k+1
t,R

]
iL,k
iR,k
αk


.

7.3. Soil Parameters Estimation

It was shown previously that Generalized Newton–Raphson (GNR) method identifies
unknown soil parameter with a high accuracy and rapid convergence [47]. The GNR is
employed in this study for the soil parameters estimation that impact the tractive effort,
i.e., cohesion Fmax and shear deformation modulus K. Below, we provide a brief overview
of this method and the parametrization of the identification of soil parameters.

7.3.1. Generalized Newton–Raphson

The system equation can then be expressed as a function of the parameter vector p
and the measurement vector xi [31]:

f1(p1, p2, · · · , pn, x1(t1), x2(t1), · · · , xm(t1)) = 0,
f2(p1, p2, · · · , pn, x1(t2), x2(t2), · · · , xm(t2)) = 0,

. . .
fq
(

p1, p2, · · · , pn, x1(tq), x2(tq), · · · , xm(tq)
)

= 0.

In the GNR method, q independent equations are required to find the parameter
vector p, where q > n


p1
p2
...

pn


i+1

≈


p1
p2
...

pn


i

−



∂ f1

∂p1
· · · ∂ f1

∂pn
∂ f2

∂p1
· · · ∂ f2

∂pn
...

. . .
...

∂ fq

∂p1
· · ·

∂ fq

∂pn



−1

i


f1
f2
...
fq


i

.

The above system of equation is solved recursively until the convergence condition
is met.

The main advantage of GNR algorithm is robustness and fast convergence. However,
an initial guess of the parameter can influence the convergence rate. Especially, if the initial
derivative of a function is close to zero, the convergence speed is low [31]. The advantage
of the GNR method over classic Newton–Raphson method is that the former is considered
more robust to the measurement noise due to the higher number of samples included in
the equation [48].

7.3.2. Identification Parametrization

To obtain the estimation model, we need to consider a function in the form

f (p, x) = 0.
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For the tractive force expressed as in Equation (7), we have:

f (Fmax, K, τ, i) = 0, (43)

where: p =
[
Fmax K

]T is the vector of parameters to be identified, and x =
[
τ i

]T is the
measurement vector, where τ is the total torque produced by the motors, and i is the slip.
Explicitly, Equation (43) yields:

Fmax

(
1− K

il

(
1− e−il/K

))
− τ

r
= 0,

and Jacobian elements can be obtained with the following expressions:

∂ f
∂Fmax

= 1− K
il

(
1− e−il/K

)
,

∂ f
∂K

=
Fmax

Kil

(
K
(

1− eil/K
)
+ il

)
e−il/K.

During the identification process, the algorithm considers q time samples of the
measurements to find the solution for Equation (43) using the following equation:

[
Fmax

K

]
i+1
≈
[

Fmax
K

]
i
−
[

∂ f
∂Fmax

∂ f
∂K

]−1

i

fi.

8. Results

This section presents the simulation outcomes and discussion on the obtained results.
The system model was created in MATLAB®/Simulink environment. In the first part
of this section, validation of the control system performance is provided. Next, system
response to parameters uncertainties is investigated. In the closing part of this section,
identification algorithms implemented in the system are evaluated.

Table 1 provides information on the vehicle parameters adopted in the simulation.
Default soil parameters are included in Table 2 and are used throughout all the simulations
unless stated otherwise.

Table 1. Vehicle parameters.

Parameter Value Unit

Mass, m 1450 kg
Inertia, I 1180 kg ·m2

Tread, b 1.7 m
Track width, w 0.3 m

Track contact length, l 2 m
Sprocket radius, r 0.3 m

Gear ratio, n 1/380

Table 2. Soil parameters for heavy clay [5].

Parameter Value Unit

Cohesion, c 70 kPa
Angle of internal shearing resistance, Φ 38.4 deg

Shear deformation parameter, K 0.02 m
Coefficient of longitudinal resistance, µl 0.6

Coefficient of lateral resistance, µt 0.8
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Results presented in this chapter were obtained with a fixed-step solver with the time
step dt = 0.01 s. Differential equations were solved with ODE4 (Runge-Kutta) algorithm.

8.1. Validation of the Control System

At the beginning, the control system behavior was investigated. Controller gains were
chosen experimentally with regard to the stability condition Equation (35). Final values of
the feedback gains can be found in Table 3.

Table 3. Final values of the controller gains.

Gain Final Value

kp 50
kv 70
ka 15

In the first test, all model parameters are assumed to be known, and the input signals
represent the ideal values of the system states.

Figure 9 shows the system response to the circular and straight line trajectory demand.
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Figure 9. Trajectory following tests: circular (left) and straight (right) path.

From Figure 10, one can see that once on path, the vehicle travels with constant linear
and angular velocities that demonstrated on the left and right subplots, respectively.
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Figure 10. Trajectory following test: forward (left) and rotational (right) velocity.
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According to the results obtained for the circular trajectory (shown as an example), it
can be observed that the controller successfully guides the vehicle to the desired path and
then continues following the path with no position, velocity, and acceleration error, which
is shown in Figure 11.

The behavior of the system parameters, such as torque, sprocket rotational velocity,
and slip of the track, is also of interest. These parameters are shown in Figure 12. One can
observe that, as soon the vehicle reaches the constant forward and rotational velocities, all
the parameters remain of constant magnitudes. Constant turning rate is achieved due to the
fixed difference between the left and the right sprocket angular velocities—approximately
1 rad/s. Additionally, one can observe in Figure 12 that the slip of the tracks is directly
related to the sprocket torque, as slip characteristics have a similar shape to those obtained
for the torque.
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Figure 11. Trajectory following test: position (left), velocity (middle), acceleration (right) errors.
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Figure 12. Trajectory following test: torque behavior (left), sprocket rotational velocity (middle), slip of the track (right).

8.2. System Behavior under Parameter Uncertainties

In this section, the closed-loop behavior is analyzed under unknown uncertainties
introduced in the tracked vehicle dynamics. Different scenarios are considered: in the
first scenario, the uncertainties brought in the mass and inertia; in the second scenario,
the uncertainties are in the longitudinal and lateral resistance coefficients; and, in the last
considered scenario, the uncertainties are introduced in the soil parameters.

8.2.1. Incorrect Mass and Inertia of the Vehicle

In the first scenario, mass and inertia of the vehicle used in the controller for torque
command calculation differ from the actual values. Figure 13 shows the tracking perfor-
mance of the controller for the circular and the straight path tests.

The mass provided to the controller is 55% of the true vehicle mass m, and moment
I is 110% of the actual value. For true values, take a look at Table 1. The introduced
uncertainty is quite big, which is purposely caused to obtain a clear view of uncertainty
impact produced on the system behavior.

Figure 14 demonstrates the velocity tracking behavior of the controller.
A more detailed look into the position, velocity, and acceleration errors is given in

Figure 15. According to these results, one can conclude that the inaccurate knowledge of
mass and inertia causes the inaccurate trajectory tracking, but the controller performance
remains at the acceptable level.
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Figure 13. Trajectory following test in case of incorrect knowledge of incorrect mass and inertia: circular (left) and straight
paths (right).
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Figure 14. Trajectory following test in case of incorrect knowledge of incorrect mass and inertia: instantaneous forward
velocity (left) and rotational velocity(right).
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Figure 15. Trajectory following test in case of incorrect knowledge of incorrect mass and inertia: position (left), velocity
(middle), acceleration (right) errors.

The torque, sprocket rotational velocity, and the slip of the track produced by the
controller designed for the uncertain system is demonstrated in Figure 16, together with
the results for a controller designed for the system without uncertainties. The behavior is
quite similar, with the only difference in the sprocket rotational velocity during the initial
stage (first 10 s).

To separate the effects produced by the presence of uncertainty in mass and inertia,
the root mean square error (RMSE) of the vehicle trajectory for various levels of uncertainty
in the mass and the inertia values as compared to the trajectory obtained for the correct
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model is calculated and plotted in Figure 17. These results manifest that inaccuracies in
mass estimation have a greater impact on the trajectory tracking capabilities of the vehicle
than the moment of inertia.
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Figure 16. Trajectory following test in case of incorrect knowledge of incorrect mass and inertia: torque behavior (left),
sprocket rotational velocity (middle), slip of the track (right).
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Figure 17. Root mean square error (RMSE) of the vehicle trajectory.

8.2.2. Incorrect Resistance Coefficients

In the next considered scenario, it is assumed that the longitudinal and lateral resis-
tance coefficients vary depending on the X-Y plane location. Such scenarios are relevant for
the cases when vehicle is moving through unknown rugged terrain where different types
of vehicle-terrain interactions can be met.

Maps of the coefficient distributions over the surface are synthesized based on the
experimental data provided in Reference [5] and shown in Figure 18.

The dependencies of the resistance coefficients for the longitudinal and lateral coeffi-
cients were generated with the following functions, respectively:

µl = 0.7 + 0.02X cos (0.3Y), (44)

and
µt = 0.6 + 0.03X sin (0.2X)e−0.01Y. (45)

The functions (44) and (45) were selected quite arbitrarily, just to test the ability of the
controller to cope with uncertainties.

Behavior of the coefficients along the vehicle trajectory is given in Figure 19 with solid
lines. Reference values adopted in the controller are marked with the dotted lines.
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Figure 18. Maps of resistance coefficients: longitudinal (left) and lateral (right).
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Figure 19. Friction coefficients values on the vehicle path (circular path).

The trajectory tracking tests under the discussed above variations of the resistance
coefficients are provided in Figure 20.

From presented results, one can observe that the performance of the controller is
more sensitive to the uncertainties in resistance coefficients for the rotational motion.
Namely, in the circular test, vehicle trajectory diverges from the reference one for the
sections of the path, where the real values of the coefficients differ significantly from the
values assumed in the controller. The controller performance for the straight-line motion
is still good enough even for the inaccurate coefficient approximations since the lateral
resistance coefficient does not affect significantly on the trajectory tracking precision in
the longitudinal direction and the longitudinal resistance coefficient uncertainty cause
inaccuracies rather for the velocity.

The circular test is selected for a further analysis since the uncertainty in resistance
coefficients can produce more effect on the system dynamics in this case.

Instantaneous forward and rotational velocities are given in Figure 21, while the
controller errors are provided in Figure 22.

From the figures, one can conclude that the tracking errors are observed where the
assumed friction model has mismatches with the true values (Figure 19).

The system parameter states, which are the torque, the sprocket rotational velocity,
and the slip of the track, are demonstrated in Figure 23 and compared with the parameters
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when the correct coefficients are available. It can be noted that the controller cannot reach a
steady-state, and the oscillatory response of the system reflects the changes in the resistant
properties of the terrain.

-10 -5 0 5 10

X [m]

-10

-5

0

5

10

Y
 [
m

]

Desired path
Simulated path

-5 0 5 10 15

X [m]

-5

-4

-3

-2

-1

0

1

2

Y
 [
m

]

Desired path
Simulated path

Figure 20. Trajectory following test in case of incorrect knowledge of resistance coefficients: circular (left) and straight
paths (right).
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Figure 21. Trajectory following test in case of incorrect knowledge of resistance coefficients: instantaneous forward velocity
(left) and rotational velocity (right).
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Figure 22. Trajectory following test (circular path) in case of incorrect knowledge of resistance coefficients: position error
(left), velocity error (middle), and acceleration error (right).
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Figure 23. Trajectory following test (circular path) in case of incorrect knowledge of resistance coefficients: torque behavior
(left), sprocket rotational velocity (middle), and slip of the track (right).

8.2.3. Incorrect Estimation of Maximum Tractive Effort

In this section, the last scenario is considered, namely the maximum tractive effort that
the vehicle can develop on the certain type of soil is incorrectly predicted, which results in
the trajectory demand that the vehicle is unable to follow. The expected maximum tractive
effort was computed for the heavy clay (parameters provided in Table 2), while the actual
parameters in this simulation corresponded to sandy loam with c = 9.65 kPa and φ = 35o.

In this scenario, we performed the same simulation tests, namely the circular and
straight path following, which are shown in Figures 24 and 25 .
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Figure 24. Trajectory following test in case of incorrect tractive force estimation: circular path (left) and straight path (right).
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Figure 25. Trajectory following test in case of incorrect tractive force estimation: velocity V (left) and rotational velocity
ω (right).
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As it is clearly seen in the figures, the vehicle cannot follow the desired trajectory and
causes large errors in positioning and following the desired velocities (Figure 26).
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Figure 26. Trajectory following test (circular path) in case of incorrect tractive force estimation: position error (left), velocity
error (middle), and acceleration error (right).

The demanded torque is too big for the system capabilities (Figure 27) and causes
control saturation. The vehicle cannot provide proper acceleration to follow the circular
path. The controller even is not capable of maintaining a steady velocity. From Figure 25,
one can conclude that, in the 7th second of the simulation, the vehicle practically stops
when it reaches the desired trajectory for the first time. Then, it rapidly accelerates after
a couple of seconds to mitigate a huge position error, shown in Figure 26, that has been
accumulated in the process.
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Figure 27. Trajectory following test (circular path) in case of incorrect tractive force estimation: torque behavior (left),
sprocket rotational velocity (middle), and slip of the track (right).

To summarize this section, it can be concluded that incorrect estimation of the vehicle
or soil-track interaction parameters can reduce the control system performance. As a result,
the vehicle cannot follow the desired trajectory. In particular, inaccurate predictions of
mass, inertia or friction coefficients introduce errors between the obtained trajectory of the
vehicle and the reference trajectory. This, in turn, can cause extensive energy consumption
as the motors have to generate bigger moments to guide the vehicle back on the path.
Furthermore, a wrong assumption of the soil parameters can even lead to total inability to
follow the desired trajectory.

To address the issues discussed above, the identification framework is implemented
and tested. The results are presented in the next section.

8.3. Validation of Parameters Identification

This section presents results obtained with parameter identification algorithms, which
were previously introduced in Section 7.

It should be indicated here that some of the identified parameters, such as mass,
moment of inertia, and longitudinal and lateral resistance coefficients, can be used to adjust
controller on the fly, thus providing an adaptive augmentation to the baseline controller.
However, some of the parameters, which are track slip ratios and soil parameters can
be used only for the trajectory modifications due to new environmental conditions, thus
giving a contribution to an adaptive path planning framework. However, in the current
study, we consider the trajectory to be predefined and unchangeable. So, the identified
mass, moment of inertia, and longitudinal and lateral resistance coefficients are used to
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improve controller performance, and track slip ratios, maximum tractive force, and shear
deformation are only identified and are not used to improve the motion performance of
the vehicle.

8.3.1. Identification of Mass, Moment of Inertia and Resistance Coefficients

As discussed in Section 7.1.1, EF RLS is selected for identification of mass and moment
of inertia of the vehicle. Forgetting factor λ = 0.998 is utilized in the current simulations.

Identification of mass and moment of inertia is demonstrated in Figures 28 and 29. Iden-
tification of the longitudinal and lateral resistance coefficients is provided in Figures 30 and 31.
The identification maneuver can be found in Figure 32.
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Figure 28. Identification of mass: identified value (left) and relative error (right).
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Figure 29. Identification of moment of inertia: identified value (left) and relative error (right).

The identified values were used to improve the controller performance under un-
certainties provided earlier in Section 8.2. Data obtained with the identification scheme
was then fed into the controller to form the adaptation capabilities of the control scheme.
The trajectory tracking of the controller with adaptive augmentation is compared with the
baseline controller in Figure 32. One can notice that the identification of the parameters
decreases position error as compared to the baseline controller.

It can be observed that both mass and inertia of the vehicle were estimated quite
accurately. However, predictions of moment of inertia is more accurate.

The precision of mass identification is better during the first 7 s (the error is less
than 1%), while the vehicle being driven along the straight path. The identification error
increases after the vehicle starts the spiral motion. This is caused by the fact that the
mass identification scheme developed in Section 7 assumes the longitudinal motion. Even
under this assumption, the proposed scheme helps to to improve the trajectory tracking
(Figure 32); in particular, the error is kept at the satisfactory level, namely below 5%. The
identification precision might be further improved either by changing the assumptions
of longitudinal motion or by synchronization of the updating system parameters with
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the identification maneuvers by using some top level governing algorithm similar to that
proposed in Reference [49].
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Figure 30. Longitudinal resistance coefficient: identified value (left) and relative error (right).
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Figure 31. Lateral resistance coefficient: identified value (left) and relative error (right).
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Estimations of the coefficients of longitudinal and lateral resistance are at a quite
reasonable level. The proposed scheme identifies the resistance coefficients quite good
when the coefficients vary slowly. Starting from the t = 6 s, the resistance coefficients start
to change very fast and the EF RLS cannot follow such an abrupt variations. This is quite
well known limitation of the RLS method. Nevertheless, the EF RLS provides good time
average estimates of µL and µt. The variation of the resistant coefficients, simulated in the
current experiment (see Equations (44) and (45)), is not quite realistic, namely, in the real
motion, the the resistance coefficients are not expected to vary so fast; thus, the proposed
scheme should be applicable for real-time applications.

8.3.2. Identification of Slip Parameter

Estimation of the slip parameter is performed with the UKF-based approach, which
utilizes kinematics of the vehicle for state equations and is described in Section 7.2. Identi-
fication of the track slip ratio together with the actual value is coplotted in Figure 33.
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Figure 33. Track slip ratio identification: Left track (left) and Right track (right).

In the simulation, UKF and controller are fed with noisy measurement data. It can be
noticed that the filter is capable of capturing the changing values of the slip ratio for both
the left and right track. It provides an unbiased estimation of the states. The temporary
divergence from the actual value between 15th and 20th second of the simulation was
caused by the rapid speed change of the vehicle. Thus, for a relatively slow motion of the
vehicle, the proposed approach manifests quite a good result.

8.3.3. Identification of Soil Parameters

Soil parameters, i.e., maximum tractive force and shear deformation parameter
were identified using the GNR method presented in Section 7.3. Results are shown in
Figures 34 and 35 . It can be concluded that the algorithm is able to obtain very accurate
estimations of the parameters and adapts to the changes almost instantly.
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Figure 34. Identification of max. tractive force: identified value (left) and relative error (right).
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Figure 35. Identification of shear deformation parameter: identified value (left) and relative error (right).

Different settings of the window size for the number of measurement samples were
tested. It was concluded that fifty samples provided robust behavior and were not compu-
tationally demanding at the same time. Additionally, the maximum number of iterations
was set to twenty. In case when the algorithm was unable to converge, the last converged
value was provided at the output. The number of iterations for each time step is presented
in Figure 36.
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Figure 36. Generalized Newton–Raphson (GNR)—number of algorithm iterations.

Comparing the prediction error (Figures 34 and 35) with the number of iterations
in Figure 36 one can conclude that high error is mainly obtained when the algorithm
was unable to converge. Thus, fine-tuning of the number of iterations could further
improve the algorithm performance. However, it can be done only by sacrificing the
computational power of the on-board computer and should be decided for a particular
real-world application based on its characteristics.

It should be noted that conversely to the inertial parameters, soil parameters iden-
tification yields better results for the experiment conducted when the vehicle is moving
in a steady-state and not performing rapid maneuvers. This illustrates once again the
need for different identification methods (including different maneuvers) for different state
parameters and the presence of a governing algorithm to supervise learning [49].

9. Conclusions

The increasing level of autonomy of unmanned ground vehicle dictates a higher de-
mand for operation performance, including trajectory tracking precision. Presence of model
uncertainties can significantly reduce ground vehicle performance when then vehicle is
traversing an unknown terrain or the vehicle inertial parameters are changed due to a
mission schedule or external disturbances. Current research addressed the problem of tra-
jectory tracking capabilities of a tracked vehicle under uncertainties in inertial parameters
and in the vehicle-terrain interaction model.
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At the beginning, a deep insight into the dynamics of a tracked vehicle was pro-
vided, which facilitates better understanding of the system vulnerabilities and possible
control problems.

Next, the controller aiming to obtain trajectory tracking capabilities was developed.
The control system design tackled the challenges brought by the nonlinear nature of the
tracked vehicle dynamics. In case of perfect knowledge of motion parameters, the proposed
control law perfectly follows the desired trajectory. However, when the vehicle model
parameters are unknown or incorrectly estimated, the vehicle closed-loop dynamics will
still be nonlinear. The influence of an uncertainties in the system dynamics is a torque
disturbance that should be compensated by a proper control design.

Sensitivity of the controller to the model uncertainties was analysed and provided
the valuable intuition into the consequences, such as controller divergence, offset from
the desired trajectory, etc. It was shown that a precise approximation of the parameters
employed in the control scheme improved tracking capabilities.

In addition, three identification schemes were proposed to address different issues
of parameters estimation. First, the EF RLS was utilized to obtain improved estimates
of the mass and moment of inertia of the vehicle, as well as friction coefficients. The
algorithm yields very good estimation of the vehicle mass and inertia. Regarding the
friction coefficients, the RLS method adapted at a slower pace to the dynamically changing
terrain characteristics still providing an acceptable average from the process.

Identified values were further used to form an adaptive augmentation loop and to
improve the tracking performance of the controller. It was demonstrated that providing
estimations to the controller helps to follow the desired path more precisely.

Next, the Unscented Kalman Filter was designed to estimate the slip ratio of the tracks.
Only kinematics of the vehicle were included in the state equation. The filter was able to
track the actual slip values accurately.

Finally, the generalized Newton–Raphson algorithm was employed for accurate esti-
mations of the soil parameters.

The estimated values of vehicle-terrain interaction did not effect directly on the con-
troller; thus, knowledge of these parameters was not used to improve the control perfor-
mance. Such parameters can be used for improved path and trajectory planning in the
future; however, for the purposes of this work, the trajectory was assumed to be defined
a priori.

The proposed approach helps to improve vehicle tracking capabilities regardless
of a control approach via identifying uncertainties of the tracked vehicle dynamics. The
developed framework can tackle the trajectory tracking problem not only as a direct
problem but also as a reciprocal problem. Indeed, the identification module provides
estimations of uncertain parameters to the controller for appropriate trajectory tracking. At
the same time, estimated vehicle-terrain interaction parameters can be used for generating
feasible trajectories. Such bilateral tackling of trajectory tracking is essential for future
autonomous vehicle missions.

Future work will look into the algorithms proposed in the paper towards development
of an adaptive trajectory planner and validation on a testbed.
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