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ABSTRACT

Afghanistans annual opium survey relies upon time-consuming human interpreta-
tion of satellite images to map the area of potential poppy cultivation for statistical
sample design. Deep Convolutional Neural Networks (CNNs) have shown ground-
breaking performance for image classification tasks by encoding local contextual
information, in some cases outperforming trained analysts. In this study, we inves-
tigate the development of a CNN to automate the classification of agriculture from
medium resolution satellite imagery as an alternative to manual interpretation. The
residual network (ResNet50) CNN architecture was trained and validated for de-
lineating the agricultural area using labelled multi-seasonal Disaster Monitoring
Constellation (DMC) satellite imagery (32 m) of Helmand and Kandahar provinces.
The effect of input image chip size, training sampling strategy, elevation data and
multi-seasonal imagery were investigated. The best performing single year classifi-
cation used an input chip size of 33 × 33 pixels, a targeted sampling strategy and
transfer learning, resulting in high overall accuracy (94%). The inclusion of elevation
data marginally lowered performance (93%). Multi-seasonal classification achieved
an overall accuracy of 89% using the previous two years’ data. Only 25% of the
target year’s training samples were necessary to update the model to achieve > 94%
overall accuracy. A data-driven approach to automate agricultural mask production
using CNNs is proposed to reduce the burden of human interpretation. The ability
to continually update CNN models with new data has the potential to significantly
improve automatic classification of vegetation across years.

1. Introduction

The United Nations Office on Drugs and Crime (UNODC) and Government of
Afghanistan conduct an annual survey to estimate the production of opium in
Afghanistan, a country responsible for 82% of global production (UNODC 2019). The
opium trade fuels poverty, political instability and insurgency; hampering development
efforts. The survey plays an important role in monitoring the extent and evolution of
illicit opium production for the development of counter-narcotic policy. Within the
survey, the accurate mapping of agricultural land, known as the agricultural mask, is
essential for robust statistical sample design and production estimates. The mask is
reviewed each year because of the large variation in the annual distribution of agri-
cultural land (UNODC 2018). The current method uses unsupervised classification of
medium resolution satellite imagery, such as Land-Remote Sensing Satellite System

CONTACT D. M. Simms. Email: d.m.simms@cranfield.ac.uk

e805814
Text Box
International Journal of Remote Sensing, Volume 42, Issue 8, 2021, pp. 3017-3038DOI: 10.1080/01431161.2020.1864059

e805814
Text Box
Published by Taylor & Francis. This is the Author Accepted Manuscript issued with: Creative Commons Attribution Non-Commercial License (CC:BY:NC 4.0).  The final published version (version of record) is available online at DOI:10.1080/01431161.2020.1864059.  Please refer to any applicable publisher terms of use.



(Landsat) 8 (30 m). This approach has difficulty separating natural vegetation from
agriculture, so requires post-classification manual refinement. This is time-consuming
and uses trained interpreters with knowledge of local agronomic practice in order to
accurately map agricultural land.

Machine learning techniques have been shown to increase the accuracy of image clas-
sification (Belgiu and Drgu 2016; Pouliot et al. 2019; Lecun, Bengio, and Hinton 2015;
Yamashita et al. 2018). Of particular importance are Convolutional Neural Networks
(CNNs), which can outperform other machine learning classifiers such as Support Vec-
tor Machines (about 19%) at image labelling (Russakovsky et al. 2015) and Random
Forests (7%) on mapping from medium resolution imagery (Pouliot et al. 2019), and
can match human performance in certain image related tasks (Haenssle et al. 2018).
They are inspired by the connections between neurons in the cerebral cortex (Ball,
Anderson, and Chan 2017) and are made up of convolutional layers that encode the
spatial and spectral elements of image features from large training datasets. The rapid
improvements in accuracy have been achieved through the development of new CNN
architectures for image classification (Zeiler and Fergus 2013; Simonyan and Zisser-
man 2015). CNNs are able to capture complex contextual information in a similar way
to manual image-interpretation, where associated features and the spatial context of
observations are used as interpretation keys (e.g. field patterns, irrigation canals and
topography). This overcomes one of the limitations of pixel-based classification for
mapping agricultural land in Afghanistan, where spectral separation alone is not able
to discriminate between natural vegetation and agriculture.

The aim of this study is to determine whether CNNs can perform the role of a
human interpreter in delineating agricultural land from medium-resolution imagery.
Access to densely labelled agricultural masks from opium surveys in Afghanistan pro-
vide the necessary data to develop an optimal CNN training strategy for agricultural
delineation and evaluate its performance across multiple years.

2. Convolutional Neural Networks

CNNs are widely used in image classification because of their high performance and
ability to accept multi-dimensional pixel arrays (Lecun, Bengio, and Hinton 2015).
These networks are designed to adaptively learn spatial features from a set of labelled
examples through a backpropagation algorithm (Yamashita et al. 2018). Each convo-
lutional layer in the neural network runs a fixed-sized filter matrix across the image
at a defined spacing, or stride, to generate a feature map, which forms the input to
the next layer. A rectified linear unit (ReLU) activation function is used to introduce
non-linearity and avoid saturation during learning (Nogueira, Penatti, and dos Santos
2017). Pooling layers are used to reduce the dimensionality of feature maps, using a
maximum or average filter matrix, by downsampling the spatial resolution of the input
layers. Fully connected layers join each node from the previous layer, flattening them
out into one-dimensional feature maps. The final layer is a fully connected layer that
calculates class probabilities for each instance using a classification activation function,
usually a Softmax (Goodfellow, Bengio, and Courville 2016).

The network is trained using a gradient-based optimisation algorithm, most com-
monly Adam (Kingma and Ba 2015), Stochastic Gradient Descent (SGD), Adaptive
Gradient Algorithm (AdaGrad) (Duchi, Hazan, and Singer 2011) or Root Mean Square
Propagation (RMSprop) (Tieleman and Hinton 2012), and a loss function that mea-
sures the agreement between the model predictions and the reference data labels.

2



Normalisation is used as a data pre-processing step, usually z -score normalisation
(Chollet 2017), to scale input data to a common range. The optimisation algorithm
minimises the loss by altering the layer weights for each batch of reference data fed
into the CNN. Training stops once there is no longer any significant decrease in the
loss, usually after many epochs, where an epoch represents one complete pass of the
reference data through the network during training.

There are two approaches for CNN training, known as end-to-end and transfer learn-
ing. End-to-end learning uses the input data alone to identify the target object’s fea-
tures from randomly initialised filter weights. Transfer learning uses pre-trained filter
weights from a previous application. ImageNet, a dataset of commercial photographs
used for visual object recognition, is commonly used for image transfer learning, par-
ticularly where training data are limited (Shin et al. 2016). Transfer learning has been
beneficial for classification as similar features often transcend individual image recog-
nition tasks and reduce the requirement for large labelled datasets (Yosinski et al.
2014).

Common CNN architectures include Visual Geometry Group (VGG) 16 and VGG
19 that use small convolutional filters (3 × 3) across their 16 and 19 layer networks to
achieve state-of-the-art classification accuracy on ImageNet (Simonyan and Zisserman
2015). The residual network (ResNet50) architecture, a 50 layer network, found deeper
networks were beneficial to classification accuracy and has outperformed VGG CNNs
(He et al. 2016).

Existing applications of CNNs for remote sensing data often use imagery bench-
mark datasets, including University of California (UC) Merced land use dataset (Yang
and Newsam 2010), Aerial Image Dataset (AID) (Xia et al. 2017) and Brazilian cof-
fee scenes (Penatti, Nogueira, and Santos 2015; Nogueira, Penatti, and dos Santos
2017; Deng et al. 2018; Zhang, Tang, and Zhao 2019). These use a similar approach
to photography-based object recognition and classify whole images, or image subsets
known as chips, with a single label. Across these benchmark datasets there are differ-
ences in training sample sizes, input image chip sizes and CNN model architectures.
Image chip sizes vary greatly, with the UC Merced dataset (0.3 m) (Yang and Newsam
2010) at 256 × 256 pixels, AID dataset (0.5 to 0.8 m) (Xia et al. 2017) at 300 × 300
pixels and the Brazilian coffee scenes dataset (10 m) (Penatti, Nogueira, and Santos
2015) at 64 × 64 pixels. Sample sizes are constrained by the amount of labelled data
available with samples ranging from 10s (Fu et al. 2017) to 100s (Deng et al. 2018)
to 1000s per class (Cheng, Han, and Lu 2017). CNN image categorisation is used out-
side of benchmark datasets (Liu et al. 2018; Feng et al. 2019; Koga, Miyazaki, and
Shibasaki 2018), but is again constrained by the requirement for large datasets. These
applications use the normalised spectral bands exclusively for prediction, while for
other machine learning algorithms, ancillary data, such as distance to water, elevation
and economic indicators (Lucas et al. 2011; Gislason, Benediktsson, and Sveinsson
2006) are used to improve classification performance.

Land cover classifications are validated using hold-out samples to calculate accu-
racy metrics. Overall accuracy (OA) is the number of correctly classified pixels in
comparison to the reference data and widely adopted within remote sensing (Foody
2002),

OA =

∑
i ni,i∑
i ti

(1)
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where ni ,i is number of pixels predicted as class i belonging to class i and ti is total
number of pixels belonging to class i in the reference data. The Kappa coefficient (K )
is used to quantify the statistical significance in comparison to random performance
(Cohen 1960),

K =
po − pe

1− pe
(2)

where po is the empirical probability of correctly labelled samples and pe is the expected
probability of correctly labelled samples by random chance.

The Intersection over Union (IoU), also known as Jaccard index, gives the similarity
between the predicted region and reference region by identifying overlapping regions
(Long, Shelhamer, and Darrell 2015). Two variations of IoU commonly used for deep
learning applications are the mean IoU (mIoU) (Russakovsky et al. 2015),

mIoU =
1

k

∑

i

ni,i

ti +
∑

j nj,i − ni,i

(3)

and frequency-weighted IoU (fwIoU),

fwIoU =
1∑
i ti

∑

i

tini,i

ti +
∑

j nj,i − ni,i

(4)

where nj ,i is the number of pixels predicted as class j belonging to class i , and k is
the number of classes in the reference data.

3. Materials and Methods

3.1. Study site

The study area is the provinces of Helmand and Kandahar in the south of Afghanistan,
covering an area of 81,383 km2 (Figure 1). These are the largest opium producing
provinces in Afghanistan with an estimated 160,208 ha grown in 2018, accounting
for 61% of national opium cultivation (UNODC 2018). They also contain the highest
proportions of irrigated agricultural land in Afghanistan, 342,172 ha and 312,465 ha
respectively (FAO 2016). The main area of cultivation is in the Helmand valley with
large areas of natural vegetation in northern Kandahar (Figure 1). Helmand and Kan-
dahar contain a wide range of agricultural landscapes, including rain-fed agriculture
in lowland and highland areas, fruit trees, vineyards, marginal agriculture and natural
needle leaved forests (FAO 2016). Agriculture in Afghanistan is predominately reliant
on snowpack melt to supply sufficient groundwater for irrigation. Water availability
is vital for agricultural production and is the main driver for changes in agricultural
area (Shahriar Pervez, Budde, and Rowland 2014; UNODC 2019).
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Figure 1. Helmand (centre 31.3636°N, 63.9586°E) and Kandahar (centre 31.6289°N,
65.7372°E) provinces, Afghanistan showing the agricultural area in 2007. Insets show
locations used for detailed evaluation with 2007 agriculture delineated in yellow; (a)
and (b) show areas of intensive agriculture, (c) and (e) show areas with natural vege-
tation and (d) shows agriculture in the highlands of Kandahar. Inset background is a
false colour DMC image (NIR, R, G at 32 m) from 27 April 2007.

3.2. Image data and agricultural masks

The agricultural masks and associated Disaster Monitoring Constellation (DMC) im-
agery from the 2007 to 2009 opium cultivation surveys were used as labelled reference
datasets of agricultural land. These densely labelled data were originally created from
an unsupervised classification of orthorectified multispectral DMC imagery, with near-
infrared (NIR) (0.76 to 0.90 µm), red (R) (0.63 to 0.69 µm), and green (G) (0.52 to
0.62 µm) bands at 32 m spatial resolution. DMC imagery was used because its high
temporal frequency (up to daily) and wide area coverage were well suited to target
the peak of opium poppy biomass. Images were collected on: 27 April 2007, 24 March,
7 April and 24 April 2008 and 25 March, 3 April and 8 April 2009. The same area
was used for analysis between 2007 and 2009 based on the provincial boundaries of
Helmand and Kandahar and the DMC footprint from 2007 (Figure 1), which resulted
in multiple images for 2008 and 2009. The unsupervised classification was performed
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using the Iterative Self-Organising Data Analysis Technique (ISODATA) with each
output cluster manually labelled as agriculture or non-agriculture. These classifica-
tions were then manually edited as some clusters contained pixels of both agriculture
and natural vegetation. Editing was done by trained interpreters with access to an-
cillary information from high resolution commercial IKONOS imagery (Taylor et al.
2010). Finally the masks were quality checked and compared with data from other
years to ensure consistency of interpretation.

3.3. Model selection

The best performing CNN model for chip classification was selected from three state-
of-the-art models: ResNet50, VGG16 and VGG19. Firstly, the input image from 27
April 2007 was split into 33 × 33 pixel chips, the smallest input image size based
on these model architectures, using a non-overlapping grid. The class of the centre
pixel was used as the label for each chip as the goal was to classify whole images
pixel-by-pixel through reconstructing overlapping chips (Kampffmeyer, Salberg, and
Jenssen 2016). All chips were z -score normalised and a 75% random sub-sample was
selected for each class for training and the remaining 25% were used for independent
validation. The agriculture samples in the training datasets were augmented using
horizontal and vertical flipping to increase the number of samples by a factor of 2.
The training and validation datasets were balanced by undersampling the majority
class (non-agriculture) to match the number of samples in the agriculture class. This
resulted in a total of 11,664 training samples and 1,944 validation samples across
the two classes. Each model was then trained end-to-end and using an ImageNet
transfer learning model with an Adam optimizer and a learning rate of 0.0001. Model
performance was assessed on the validation samples using overall accuracy and the
Kappa coefficient. All experiments were undertaken using Keras (Chollet 2015) with a
TensorFlow (Abadi et al. 2015) backend on a workstation with a Intel Xeon E5-2687W
v3 CPU, NVIDIA Quadro K2200 GPU and 64 GB of RAM. As a benchmark the
CNNs were compared to a Random Forest, a pixel-based machine learning classifier,
to provide comparison between a pixel-based and chip-based classifier. The number of
trees (100), tree-depth (2) and maximum features used to split each internal node (10)
were determined as the optimal hyper-parameters by grid search using a stratified 3
fold cross validation on the training data.

All CNN models were able to classify agricultural chips better than the Random
Forest classifier with up to a 9% improvement. The ResNet50 architecture achieved
the highest overall accuracy and Kappa coefficient using transfer learning, 99.02% and
0.98 respectively (Table 1) and was used for all further experiments.
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Table 1. Summary of ResNet50, VGG16 and VGG19 CNN model performance for
end-to-end (EE) and transfer learning (TL) training parameters for 10 epochs using
33 × 33 pixel image chips from DMC (NIR, R, G) imagery for 27 April 2007 across
Helmand and Kandahar. The best performing model and metrics are highlighted in
bold.

CNN model
Training
approach

Model performance
(10 epochs) (%)
Overall
accuracy

K

ResNet50 EE 96.81 0.94
TL 99.02 0.98

VGG16 EE 98.82 0.98
TL 97.48 0.95

VGG19 EE 98.30 0.97
TL 96.40 0.93

Random Forest N/A 89.22 0.88

3.4. Experiment 1: Image chip size and CNN training strategy

Image chipping is an important pre-processing step for CNNs with fully connected
layers. Three sets of fixed non-overlapping grids (33 × 33 pixels, 65 × 65 pixels and
129 × 129 pixels) were created to provide model input data at different spatial scales to
investigate the effect of chip size. The chips were z -score normalised and the reference
data label for each chip was assigned based on the centre pixel.

The agriculture class is heavily under-represented in the data and accounts for only
5% of samples for all image chip sizes (Table 2). Data augmentation was used for all
experiments to increase the number of agriculture samples by a factor of 2. Datasets
for all experiments were balanced in number between non-agriculture and augmented
agriculture samples using a stratified random sample from the non-agriculture group.
Sub-stratification was carried out within the non-agriculture group to select chips at
the boundary of agricultural land and areas of natural vegetation, which are known
confusion areas for agricultural mapping (Simms et al. 2016). Non-agriculture chips
with natural vegetation were selected using an Otsu threshold (Otsu 1979) on a Nor-
malised Difference Vegetation Index (NDVI) image of the study extent with the refer-
ence agricultural mask applied. Masking agricultural land forces the NDVI threshold
to focus on selecting samples located in areas of natural vegetation.
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Figure 2. The ResNet50 model architecture used for agricultural mask prediction.

Three separate strategies were used to identify how best to train the ResNet50
CNN (Figure 2). These were: (1) random sampling of agriculture and non-agriculture;
(2) sampling from boundary cases; and (3) targeted sampling from non-agriculture
chips containing natural vegetation and boundary cases. Boundary cases are defined
as chips with a non-agriculture label that contain agriculture within the chip. These
samples have been introduced to provide more difficult interpretation cases to train

7



and validate the model.
The number of selected training and validation samples (from the total number in

Table 2) for each chip size remained consistent, regardless of training strategy. Chip
size 33 × 33 used 11,664 training and 1,944 validation samples, 2,868 training and 478
validation samples were used for chip size 65 × 65 and 724 training and 120 validation
samples were used for chip size 129 × 129.

Table 2. Total number of chips (n) in the study area for agriculture, non-agriculture
and boundary samples (non-agriculture chip label, but with agriculture present) for
each size of image chip for 2007 data with the percentage of total area.

Input image chip
size (pixels)

Agriculture Boundary Non-agriculture

n
Percentage
area (%)

n
Percentage
area (%)

n
Percentage
area (%)

33 × 33 3899 5.4 10699 14.8 57556 79.8
65 × 65 1012 5.5 4414 24.0 12961 70.5
129 × 129 250 5.5 1599 35.1 2711 59.5

A separate ResNet50 CNN model was also trained to include Shuttle Radar Topog-
raphy Mission (SRTM) elevation data (resampled to 32 m and min-max normalised) to
investigate the effect of ancillary data. Most CNN architectures are developed for pho-
tographs, with input channels restricted to three. The green band was substituted for
elevation as the NIR and R spectral bands were considered to be of higher importance
for monitoring of vegetation (Panda, Ames, and Panigrahi 2010).

The CNN outputs a single prediction for each image chip so reconstruction is re-
quired to classify a whole image pixel-by-pixel. The reconstruction process used in
this study applies the trained CNN model to each pixel in the image using an overlap-
ping sliding window the same dimensions as the image chip used during training. This
achieves a pixelwise classification by labelling the centre pixel of each sliding window
with the model prediction for the chip (Figure 3).

(a) (b) (c)

Figure 3. The process for pixelwise agricultural mask prediction using a sliding window
with a trained CNN model. (a) 3 band satellite image chip, (b) sliding window applying
CNN model e.g. 3 × 3 and (c) pixelwise agricultural mask production.
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3.5. Experiment 2: Transfer learning across multiple seasons

The ability to retrain CNN models with new data is a desirable attribute for image
classification. The transferability of agricultural features for continual refinement of a
multi-seasonal classifier was explored using 2007, 2008 and 2009 data. Transfer learning
was used to update the model previously trained on 2007 data with data from 2008,
the combined model was then updated with 2009 data. The best performing training
strategy from experiment 1 was used to create the 2008 and 2009 input data, which
were balanced using the same image augmentation as the 2007 dataset. The total
number of training samples used for 2008 and 2009 were 11,960 and 12,032 with 1,994
and 2,006 validation samples, respectively. The proportion of training data was varied
(25%, 50%, 75% and 100%) to identify the number of samples required to update each
year’s model to a similar level of accuracy.

4. Results

4.1. Training strategy selection

The CNN model outputs for agricultural delineation were found to consistently achieve
higher accuracy with ImageNet transfer learning across all chip sizes than end-to-end
learning (Figure 4). The major difference between transfer and end-to-end learning
is shown during the initial 5 epochs with higher initial training and overall accuracy,
where the training accuracy is the overall accuracy of the training data. Training
accuracies for all image chip sizes were found to achieve a similar accuracy after 50
epochs, unlike validation accuracies. The 129 × 129 chips were found to plateau faster
than the other chip sizes across all training strategies and 65 × 65 chips took the
longest to train in both transfer and end-to-end learning. End-to-end CNN models
across all training strategies were also found to require more epochs of training than
transfer learning.
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Figure 4. Evaluation of training and validation overall accuracy for three different
training strategies for different image chips sizes (33 × 33, 65 × 65 and 129 × 129
pixels) using transfer (TL) and end-to-end learning (EE): (a) strategy 1: random agri-
culture and non-agriculture classes; (b) strategy 2: random agriculture and boundary
classes; and (c) strategy 3: random agriculture class, boundary cases and NDVI tar-
geted non-agriculture class.

Smaller chips were found to be less generalised than larger chips across various
agricultural landscapes after image reconstruction (Figure 5). The 129 × 129 chip
classification delineates the overall agricultural boundary extent, but performs poorly
on smaller non-agricultural areas and edge cases. This can be seen as a buffering effect
along agricultural boundaries. Boundaries between the agriculture and non-agriculture
class were found to be well-defined for the 33 × 33 chip size. High visual agreement
with the reference agricultural mask was achieved, particularly for strong edge cases
such as the river valley.

10



(ii) (iii) (iv)(i)

0 5 10
km ReferenceBackgroundAgriculture m

N

(a)

(b)

Figure 5. False colour DMC imagery (NIR, R, G at 32 m) from 27 April 2007 (i)
for an (a) agriculture dominated area and (b) non-agriculture dominated area with
corresponding agriculture delineation for three image chip sizes ((ii) 33 × 33, (iii) 65 ×

65 and (iv) 129 × 129) using the best-performing ResNet50 CNN (strategy 3, random
agriculture, boundary cases and NDVI targeted non-agriculture class with transfer
learning).

The ResNet50 CNN model performance summarised in Table 3 shows the overall
accuracy, Kappa coefficient, mean IoU and frequency weighted IoU, for the three
different chip sizes, two model training methods (end-to-end and transfer learning)
and the three different training strategies. Overall accuracy is highest for 33 × 33 chip
size, with transfer learning outperforming all end-to-end training strategies (Figure 4).
The best performing model was transfer-trained using data from strategy 3 and 33 ×

33 chips, with an overall accuracy of 94.01%, Kappa coefficient of 88.02% and mean
and weighted IoU of 50.33 and 67.61 respectively (Table 3). Strategy 3 produced the
best performing models with the exception of the 65 × 65 size chips, which achieved
marginally higher overall accuracy (+ 0.5% improvement using transfer learning),
Kappa coefficient, mIoU and fwIoU for both end-to-end and transfer learning with
strategy 2.
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Table 3. Evaluation of input chip sizes (129 × 129, 65 × 65 and 33 × 33 pixels) and
strategies for CNN models trained using both end-to-end (EE) and transfer learning
(TL) across Helmand and Kandahar provinces on DMC (NIR, R, G) imagery in April
2007. Strategy 1: random sampling of agriculture and non-agriculture classes; strategy
2: random sampling of agriculture and boundary classes; strategy 3: random agricul-
ture, boundary cases and NDVI targeted non-agriculture class. The best performing
validation metrics for each training strategy are highlighted in bold.

Training
strategy

Validation metric
(50 epochs) (%)

Training approach
EE (pixels) TL (pixels)

129 65 33 129 65 33
Strategy 1

OA 79.17 87.45 88.53 82.50 89.75 91.94
K 58.33 74.90 77.07 65.00 79.50 83.88
mIoU 30.31 34.80 47.75 30.04 40.32 49.03
fwIoU 34.56 41.73 63.70 33.86 52.04 65.35

Strategy 2
OA 81.15 89.04 91.72 83.61 90.24 93.47
K 62.30 78.09 83.44 67.21 80.48 86.93
mIoU 32.05 37.36 48.56 28.31 41.66 49.18
fwIoU 36.96 45.40 63.79 31.89 52.95 65.42

Strategy 3
OA 82.50 88.49 91.79 85.83 89.33 94.01
K 65.00 76.10 83.57 71.67 78.66 88.02
mIoU 28.13 36.33 48.57 29.63 38.17 50.33
fwIoU 31.78 44.43 64.63 33.29 47.58 67.61

Table 4. Best performing CNN training strategies based on overall accuracy for each
image chip size with prediction times using DMC (NIR, R, G at 32 m) imagery samples
across Helmand and Kandahar provinces in April 2007. Strategy 2: random sampling
agriculture and boundary classes and strategy 3: random agriculture, boundary cases
and NDVI targeted non-agriculture class.

Input image chip size
(pixels)

Best performing training
strategy

Prediction time (s)
(n = 250,000)

33 × 33 Strategy 3: transfer learning 384
65 × 65 Strategy 2: transfer learning 677

129 × 129 Strategy 3: transfer learning 1677

The fastest prediction times were found using smaller image chips for the same area
extent (800 ha). The shortest time was achieved using 33 × 33 chips (384 seconds for
250,000 samples), as opposed to 1677 seconds for 129 × 129 chips (Table 4).

Visual evaluation of the Helmand and Kandahar agricultural mask for April 2007
found most complex agricultural areas and highland vegetation were well delineated
(Figure 6). The CNN identified the distinct difference between features of the back-
ground class and agriculture. Large extents of natural vegetation were found to be
correctly classified, with small commission errors of agriculture (Figure 6 (a)). There
are also regions of high commission in low lying areas surrounding highland regions in
Kandahar (Figure 6 (c)).
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Figure 6. Visual interpretation of (i) DMC imagery for the best performing CNN clas-
sification model (training strategy 3: random agriculture, boundary cases and NDVI
targeted non-agriculture class with transfer learning) with input image chip size 33 ×

33 pixels for (ii) spectral and (iii) SRTM elevation data (resampled to 32 m). Image
extents have been selected based on prior knowledge of confusion areas for interpre-
tation. (a) Large extent of natural vegetation, (b) well-delineated agriculture in high-
land areas and (c) commission of agriculture surrounding highland areas in Kandahar,
Afghanistan. False colour DMC imagery (NIR, R, G at 32 m) for 27 April 2007.

Substituting elevation data (SRTM) with the green spectral band (Table 5) and
training with the best performing strategy resulted in marginally lower performance
than using only spectral data (- 0.63% overall accuracy). The visual comparison of
spectral and elevation CNNs for 2007 (Figure 6) show little difference between natural
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vegetation in highland areas and an increase in the commission error of agriculture in
the mountains of Kandahar province (Figure 6 (c)).

Table 5. Evaluation of using elevation data (SRTM) and DMC imagery (NIR, R,
G at 32 m) across Helmand and Kandahar provinces in April 2007 for agricultural
delineation using transfer learning, targeted background sampling (training strategy
3) and image chip size 33 × 33 pixels.

Training data
Model performance (50 epochs) (%)
Overall
accuracy

K mIoU fwIoU

NIR, R, G 94.01 88.02 50.33 67.61
NIR, R, SRTM 93.38 86.78 49.43 65.47

4.2. Multi-seasonal CNN application

A multi-season model was trained starting with the best performing 2007 CNN (Ta-
ble 5). The black dotted line in Figure 7 (a) shows the overall accuracy of the 2007
model on classifying the 2008 validation data (80.16%). The 2007 model trained faster
over the first 10 epochs when updated with 75% (977 ha) of the available 2008 data
than the other proportions (25%, 50%, and 100%) and achieved a similar overall accu-
racy to a single-season 2008 model (92.83% and 91.78% green line and red dotted line
respectively in Figure 7 (a)). Adding data from 2008 increased the overall accuracy of
the 2007 model by + 12.67% to 92.83% and the Kappa coefficient, mean and weighted
IoU also increases by 24.04%, 7.29 and 11.46, respectively (Table 6).
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Figure 7. Evaluation of updating the best performing 2007 model using multiple train-
ing sample proportions (25%, 50%, 75% and 100% of total training data available) from
2008 and 2009 training data. (a) Transfer learning of 2008 training data using the 2007
model and (b) transfer learning of 2009 training data using the 2007 model updated
with 75% of 2008 training data. Previous year’s model with no additional training
is shown by the black dashed line. Target year’s model trained from the ImageNet
dataset using 100% of available training data is shown by the red dashed line.

The analysis was repeated for the 2009 agriculture mask classification (Figure 7
(b)). The CNN was trained using only 2009 data to provide a single-year model with
and overall accuracy of 91.23% (the red dotted line in Figure 7 (b)). The previous
years’ combined model (trained on 2007 and 75% of 2008 data) with no training from
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2009 achieved an overall accuracy of 89.23% (the black dotted line in Figure 7 (b)).
This was an increase of + 9.07% compared with using the 2007 model on 2008 imagery,
showing a year-on-year improvement with additional data across seasons. Updating
the previous years’ model with 25% (317 ha) of available data trained faster than
other sample proportions, improving the overall accuracy by 5.34% with the Kappa
coefficient, mean and weighted IoU increasing by 10.68, 9.86 and 16.18, respectively
(Figure 7 (b) and Table 6).

Table 6. Evaluation of transfer learning (TL) using a CNN trained on DMC imagery
(NIR, R, G at 32 m) from 2007, 2008 and 2009 for Helmand and Kandahar provinces.
Retrain uses the optimal percentage of available training samples with CNN TL from
the previous year. The retrained 2008 model uses the 2007 model as a starting point
and the retrained 2009 model uses the retrained 2007 model with 2008 data (75%).

Training year
& model

Model performance (50 epochs) (%)
Overall
accuracy

K mIoU fwIoU

2008
2007 TL only 80.16 61.62 39.39 48.63
Retrain (75%) 92.83 85.66 46.68 60.09

2009
2008 TL only 89.23 78.44 41.05 52.23
Retrain (25%) 94.57 89.12 50.91 68.41

Visual inspection of the multi-seasonal classifications in areas of known confusion
between agriculture and natural vegetation show differences between years (see Fig-
ure 6 to Figure 9). In 2008 there are fewer agriculture commission errors than in 2009,
despite the higher overall accuracy of the 2009 model. There are noticeable seasonal
differences in natural vegetation between all three years. Larger areas of natural veg-
etation are found in 2007 (Figure 6 (a) and (c)) and 2009 (Figure 9 (a) and (c)), but
little natural vegetation is found across the same area for 2008 (Figure 8 (a) and (c)).
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Figure 8. Visual interpretation of the 2008 CNN model with 75% of available training
data using training strategy 3 (random agriculture, boundary cases and NDVI targeted
non-agriculture classes with transfer learning) with input image chip size 33 × 33
pixels. Image extents have been selected based on prior knowledge of confusion areas for
interpretation. (a) Large extent of natural vegetation, (b) well-delineated agriculture
in highland areas and (c) commission of agriculture in highland areas in Kandahar,
Afghanistan. False colour DMC imagery (32 m) for April 2008.
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Figure 9. Visual interpretation of the 2009 CNN model with 25% of available training
data using training strategy 3 (random agriculture, boundary cases and NDVI targeted
non-agriculture classes with transfer learning) with input image chip size 33 × 33
pixels. Image extents have been selected based on prior knowledge of confusion areas for
interpretation. (a) Large extent of natural vegetation, (b) well-delineated agriculture
in highland areas and (c) commission of agriculture in highland areas in Kandahar,
Afghanistan. False colour DMC imagery (32 m) for April 2009.

5. Discussion

5.1. Importance of contextual information

In the operational opium survey, image interpreters manually refine the agricultural
area defined by an unsupervised classification to adjust boundaries and remove areas
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of confusion, using contextual information to support their decisions (UNODC 2018).
Contextual information includes field boundaries contrasting with desert and rock,
buildings and river channels. The CNN overcomes the limitations of pixel-based un-
supervised classification by encoding the surrounding landscape features within each
chip, with the scale of features dependent on the chip size. For example, in Figure 10
there are local field parcels and texture visible in the 33 × 33 chip (Figure 10 (a)),
many more fields and the surrounding desert in the 65 × 65 chip (Figure 10 (b)) and a
much greater proportion of desert and lower proportion of local information (relative
to the centre pixel) within the 129 × 129 chip (Figure 10 (c)). Smaller chip sizes result
in a set of more localised features in the CNN, which is analogous to how a human
interpreter will use local context (using a larger mapping scale) to refine a boundary.

In the CNN output each prediction is based on a single chip, with pixel-by-pixel
classification achieved by sliding a chip-sized window across the input image, assign-
ing the prediction to the centre pixel. A one pixel shift of a small chip results in a
more substantial change to the surrounding contextual information than larger chips,
explaining why smaller chips are more sensitive to localised change and result in in-
creased classification accuracy (Kroupi et al. 2019). Also classification for the whole
image is much more efficient with smaller chips as prediction for each sliding window
is faster, despite the longer training times. A limitation of the fixed sampling grid is
that a different number of samples are created for each chip size. An equal number of
samples for each chip scale could be produced by introducing an overlapping sampling
grid with the same centre pixel, but would result in non-independent samples.

Making the image chip smaller might further improve the accuracy of the agricul-
tural mask but there is likely to be a trade-off as the amount of contextual information
decreases. The ResNet50 architecture limits the smallest chip size to 32 × 32 (33 ×

33 was used here to accommodate a centre pixel), but to investigate smaller chips
would require changing the network architecture. Alternatively, Fully Convolutional
Networks (FCNs) could be used to extract agricultural features from arbitrary chip
sizes and provide pixel-by-pixel predictions, overcoming this limitation and improving
the speed of image classification (Paisitkriangkrai et al. 2015).

(a) (b) (c)

Figure 10. Examples of the sliding window sizes (a) 33 × 33, (b) 65 × 65 and (c) 129
× 129 pixels using the same centre pixel for agriculture. False colour DMC imagery
(NIR, R, G at 32 m) for 27 April 2007.

The influence of the centre pixel is an important consideration for pixel-by-pixel
classification (Zhang and Lu 2019) as it is used to label training and validation samples
into agriculture and non-agriculture classes. As an experiment into pixel bias, the

18



centre pixels for agriculture validation samples for each chip size were altered to the
mean average of non-agriculture chips for each input channel (NIR, R, G). There was a
negligible difference in overall pixel accuracy (- 0.36%) for the smallest chip (33 × 33),
and no differences were found with the other chip sizes. This shows the centre pixel
plays no individual role in prediction and why pixel-level classification using image
chips generalises as chip size increases.

Human interpreters have other sources of information at their disposal to help in the
delineation of agricultural land. In our study area, using elevation data with the CNN
model made little difference to classification accuracy (- 0.63%). Highland and lowland
areas are visually different and it is likely that the spatial and spectral information
in the chip is not improved further by adding explicit height information. In future
work, other image sensors (e.g. hyperspectral (Dell’Acqua et al. 2006) and Synthetic
Aperture Radar (SAR) (Liu, He, and Li 2017)), more ancillary data, and new deep
learning architectures with an increased number of input channels could be investigated
to improve agricultural land classification.

5.2. Year-on-year transfer learning for agricultural mask production

Transfer learning has similarities in the way a trained interpreter gains experience as
they are both able to build upon existing knowledge. Whereas end-to-end learning is
similar to an inexperienced interpreter with no prior knowledge of image classification.
Transfer learning was consistently faster than end-to-end learning demonstrating some
similarity between the underlying features across years. The accuracy for CNN models
trained by transfer learning were also generally higher than their end-to-end counter-
parts, which is consistent with previous studies of transfer learning for remote sensing
data (UC Merced land use, RS19 and Brazilian coffee scenes) (Nogueira, Penatti, and
dos Santos 2017).

Transfer learning increases the total number of samples used to train the CNN.
However, sampling of the inter-annual changes between 2007 and 2009 was still re-
quired to refine the model. Even with very little (25%), or no training data from the
target year, the model’s performance increases. Fewer samples are required each year
for training as multiple years worth of different landscapes and examples of agricultural
features adequately extract and predict common features. This alleviates the burden
for complete labelled datasets for CNN classification, which remains a challenge in
remote sensing. Transfer learning from remote sensing data provides the opportunity
to provide timely initial predictions without the need for additional labelled datasets.
Updating the model for subsequent years may only require 25% or less of the total
sample fraction.

Targeted sampling using boundary samples and an NDVI threshold (strategy 3) to
identify samples containing natural vegetation was the optimal training strategy. By
directing the training to areas of known confusion in the background class the CNN
was better able to separate edge cases, which supports other studies reporting a de-
crease in CNN performance with random sampling compared to a selective strategy
(Van Grinsven et al. 2016). A human interpreter would also improve their delineations
with more experience of difficult interpretation cases. Future CNN applications could
include additional samples using post-classification refinement to further improve clas-
sification performance.

Using historical information to inform predictions of agricultural land has the po-
tential to substantially decrease the manual effort associated with current agricultural
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mask production by the UNODC. Change detection techniques could be used by in-
terpreters to focus manual editing on those areas identified as having changed. Mis-
classified areas could then be used as training samples to improve the model for the
next year’s agricultural mask. The outlined rationale could be used to develop a data-
driven classification based solely on historical knowledge of agricultural land within
Afghanistan. Utilising existing knowledge to derive upcoming agricultural masks with-
out the need for additional data is an exciting prospect for timely image classification.

6. Conclusions

The overall accuracy for the ResNet50 CNN was > 94% for agricultural land classifi-
cation in all years (2007 to 2009). The best results were achieved using a chip size of
33 × 33 pixels and a NDVI-based sampling strategy, which targeted the main source
of confusion between natural and agricultural vegetation. Transfer learning using a
pre-trained model (ImageNet) was found to achieve higher overall accuracy than end-
to-end learning (+ 2.2%). Substitution of the green spectral band for elevation data
achieved marginally lower performance (- 0.6%).

When considering transfer learning of the CNN model year-on-year, the classifica-
tion of 2008 imagery using the 2007 ResNet50 model, with no additional training, re-
sulted in an accuracy of 80.2%, improving to 89.3% for 2009 imagery using a combined
2007 and 2008 model. Using only 25% of the 2009 data to update the combined model
further improved classification accuracy to 94.6%. High classification performance cou-
pled with continual model refinement from additional data shows the potential for
CNNs to replace human interpreters for the UNODC’s agricultural mask production.
Reducing the manual effort in the production of the mask to a small proportion of the
total area would improve the speed and efficiency of the survey, reducing the overall
cost. Deep transfer learning across multiple years presents an exciting opportunity for
timely and efficient land cover classification.
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