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Abstract—This paper develops a novel two-stage coordinated volt-pressure optimization (VPO) for integrated energy systems (IES) networked with energy hubs considering renewable energy sources. The promising power-to-gas (P2G) facilities are used for improving the interdependency of the IES. The proposed VPO contains the traditional volt-VAR optimization functionality to mitigate the voltage deviation while ensuring a satisfying gas quality due to the hydrogen mixture. In addition to the conventional voltage regulating devices, i.e., on-load tap changers and capacitor banks, P2G converter and gas storage are used to address the voltage fluctuation problem caused by renewable penetration. Moreover, an effective two-stage distributionally robust optimization (DRO) based on Wasserstein metric is utilized to capture the renewable uncertainty with tractable robust counterpart reformulations. The Wasserstein-metric-based ambiguity set enables to provide additional flexibility hedging against renewable uncertainty. Extensive case studies are conducted in a modified IEEE 33-bus system connected with a 20-node gas system. The proposed VPO provides a voltage-regulated economic operation scheme with gas quality ensured that contributes to high-quality but low-cost multi-energy supply to customers.

Index Terms—Distributionally robust optimization, energy hub, gas quality management, integrated energy system, two-stage framework.

I. INTRODUCTION

INTEGRATED energy systems (IES) are attracting increasing research attention due to the flexibility to coordinate and contemplate multi-energy infrastructures among each sub-system with promising storage technologies [1-3]. The interdependencies of IES are strengthened by conversion technologies, e.g., power-to-gas (P2G) and gas turbines. Although the strong couplings in IES improve the economic performance, it raises some challenges such as: i) the intermittency of renewable energy sources (RES) leads to voltage issues; ii) the uncertainty of RES affects the economic performance of IES and iii) the hydrogen injection via P2G should be ensured with high gas quality. Motivated by the three aforementioned problems, this paper aims to provide a mitigation scheme incorporating voltage regulation, uncertainty modelling and gas quality management.

Volt-VAR optimization (VVO) is the fundamental function for efficiently managing and optimizing the voltage profile within an acceptable range considering system operational constraints. Previous VVO research aims to determine the optimal set of operating voltage regulating devices, e.g., capacitor banks, on-load tap changers (OLTC) and voltage regulators. Paper [4] proposes a voltage regulation algorithm based on flexible alternating current transmission system (FACTS) devices. A multi-objective particle swarm optimization (MOPSO) is applied for reducing the power system costs and ensuring system security. In [5], a MOPSO is applied for optimal power management and design of a hybrid energy system. A coordination algorithm for overcurrent relays and operation strategy is designed in [6] for interconnected power systems. The Pareto-optimal solution is obtained based on MOPSO. Paper [7] develops a novel hybrid multi-objective optimization model for the sizing and placement of renewable energy generations. A non-dominated sorting genetic algorithm for a unit commitment model. Paper [10] proposes a robust load-flow in radial and meshed power systems. The nonlinear equation set of load flow is solved via radial basis function artificial neural networks. A novel robust power-flow analysis is presented for balanced and unbalanced microgrids [11]. This model avoids calculating partial derivatives and inverse Jacobian matrix, which is computationally efficient compared with the traditional methods. Existing literature has mainly handled the renewable uncertainty for VVO problems to offset and mitigate the adverse impacts via RO and stochastic.
optimization (SO).

In [12], a multi-timescale VVO is proposed to counteract the voltage fluctuation with separated control on slow and fast voltage regulating devices. The renewable and load uncertainties are handled via SO approach. A distributed multi-objective optimization is proposed in [13] to coordinate fast and slow voltage regulating devices, aiming to mitigate both voltage magnitude and power losses. The PV uncertainty is represented by a scenario-based SO approach. A modified alternating direction method of multipliers is applied to handle the non-convex optimization model.

Much effort has been focused on the optimization of IES, mainly achieving economic and environmental targets [14, 15]. A RO model is proposed for an integrated power-gas-heat system in smart districts [16]. This model is demonstrated on a real multi-energy district and real-world physical limitations of energy infrastructures are examined. Paper [17] designs an optimal operation model for a regional IES considering energy price variations. Both system cost and environmental pollutions can be reduced through this optimization model. In [18], an energy sharing framework for multiple interconnected microgrids in an integrated power and heat system is proposed. This model comprehensively optimizes energy generation cost, the trading cost with the utility grid and other microgrids, and discomfort cost. Paper [19] presents a decentralized optimization framework for an integrated power and gas system with networked energy hubs. A distributed algorithm based on Bender’s decomposition is used to solve this mixed-integer second-order cone programming problem. In [20], a consumption-based carbon pricing method is combined with an optimization model for IES. Accordingly, energy customers are given proper incentives to use low-carbon energy. Nevertheless, voltage regulation has not been studied in the existing IES operation models to mitigate the system voltage issues.

As an emerging conversion technology, P2G provides an alternative for promoting RES penetration and provide additional flexibility. The P2G process is achieved via feeding the surplus renewable generation to electrolysis and produce hydrogen, which can be either transported or stored in gas systems. In [21], a maximum production point tracking strategy to improve the efficiency of P2G facilities under different operation scenarios. A stochastic operation for a low-carbon micro IES is proposed in [22]. The P2G connected with the wind turbine enables the power-to-hydrogen transformation. Meanwhile, the carbon dioxide-capture-based P2G technology is applied for the eco-friendly IES design. Paper [23] presents a scenario-based optimal strategy for P2G conversion facilities and natural gas generating units. The coordinated operation scheme can provide a high market payoff.

Hydrogen and synthetic natural gas are generated via P2G electrolyzer, sourced from electric energy. The produced gas mixture can be utilized in gas systems directly or stored via gas storage. Nevertheless, the original gas composition will be inevitably changed due to the additional gas injection. Accordingly, both the security and working performance of gas equipment will be affected [24]. To measure the interchangeability characteristics of different gas components with the comparison of their combustion energy output, Wobbe index (WI) is extensively used. Paper [25] studies the effects under different hydrogen injection levels on natural gas pipeline infrastructures based on WI. It is found that the determinant gas compositions affect the overall hydrogen concentration. The realization of a small-scale renewable hydro methane generator is discussed in [26]. The hydrogen enrichment causes a WI reduction of fuel, which needs to be strictly controlled for safety issues.

The performance of power system operation problems is very sensitive to the renewable uncertainty caused by increasing renewable penetration. The uncertain renewable generation affects i) voltage profile, ii) the optimal operation of P2G facilities and iii) secure and economic system operation. Most of the existing works account for the uncertainties via RO and SO. However, the ignorance of probabilistic information with RO causes over-conservative solutions with the worst-case orientation. And SO generally assumes the explicit uncertainty distribution based on a large number of scenario representations, which is computationally challenging. As an alternative of RO and SO, the novel distributionally robust optimization (DRO) can address the aforementioned problems based on the ambiguity-averse models considering partial distributional information [27-30].

The effective voltage management through VVO has been extensively studied in the existing research [1-3, 11-13]. The IES integrates a variety of energy vectors to achieve operational effectiveness and the improvement of energy efficiency. However, VVO is ignored in the traditional economic operation of IES, which only focuses on economic performance, which inevitably leads to voltage fluctuation. Overall, in the context of VVO, the existing problems are: i) as a fundamental function in distribution systems, VVO has never been investigated in IES; ii) the emerging P2G with gas storage has never been utilized as voltage regulating devices in the current VVO research and iii) the current IES operation models have never considered the gas quality management schemes. Hence, this paper aims at addressing the above three problems. This paper designs a volt-pressure optimization (VPO) including VVO and gas quality management with a two-stage DRO framework in an IES networked with energy hubs. The proposed VPO regulates the voltage magnitude via the traditional voltage regulating devices, i.e., OLTCs, capacitor banks and PV inverters, and P2G with gas storage. To ensure the acceptable gas quality at each gas node, a gas quality management scheme is designed involves adding liquid petroleum gas (LPG) and nitrogen to increase or decrease associated gas quality indices. Renewable uncertainty is handled by the two-stage Wasserstein metric-based DRO. A linear decision rule (LDR)-based solution procedure is developed for solving the two-stage volt-pressure optimization (TS-VPO). The main contributions of this paper are briefly summarized as follows:

- Existing research on IES operation mainly focuses on economic efficiency whilst fails to consider the security and quality of gas. A novel gas quality management in IES is developed to ensure secure and reliable gas system operation.
- IES greatly improves energy efficiency through the coordination and tight couplings among multi-energy infrastructures and converters. However, frequent multi-
energy interaction also affects the voltage profile of the system. Compared with the existing work purely investigating the voltage management in power systems, this paper develops a VPO model to incorporate the classic VVO problem in IES. P2G facilities and gas storage are used as voltage regulating devices for VVO for the first time.

- When VVO is applied in IES models, it is significantly required to consider gas quality issues. This paper first attempts to investigate the VVO problem and developed gas quality management simultaneously.
- This paper provides a low-carbon and efficient IES networked with energy hubs. The abundant energy conversion technologies in IES networked with energy hubs enable to improve the overall energy efficiency and strengthen the interdependencies among each sub-system.
- Compared with the moment-based DRO approach for handling the data-driven uncertainties with mild robustness, the novel two-stage Wasserstein metric-based DRO approach is proposed. This method further addresses the over-conservative and computational challenging characteristics of RO and SO, respectively.

The remainder of the paper is as follows. The system modelling with technical constraints and objective function of VVO are given in section II. Section III presents the two-stage DRO model with its tractable reformulations. Case studies are given in section IV. And the conclusion is given in V.

II. MATHEMATICAL FORMULATION OF VPO

The mathematical formulation of the proposed VPO model is given in this section. The four gas quality indices are firstly described in section A, including WI, specific gravity (SG) and gross calorific value (GCV). The modelling of P2G and gas storage is given in sections B and C. Sections D-G present the technical constraints of IES. Section H illustrates the objective function of the two-stage VPO.

Existing papers coordinate voltage regulating devices under different timescales [12, 13, 31], where slow voltage regulating devices (OLTs and capacitor banks) are dispatched hourly and distributed energy resources (DERs) are dispatched in minute scale. The above multi-timescale models avoid the wearing of mechanical devices caused by frequent adjustment operations and effectively manage the fast variations of DER devices. However, the minute timescale model will increase the decision variables with a larger dimension, thus exponentially increasing the computational burden. Thus this paper utilizes a single-timescale model with hour-timescale.

A. Gas Quality Indices

In real practice, all gas-fired facilities are designed and equipped according to specific requirements, which include a range of gas quality indices. If the required gas quality standards are not met, a set of issues will arise, such as combustion with poor quality. Gas interchangeability is the main measure to test if the combustion characteristics of one gas resemble other mixture of gases. Two gases are interchangeable when they are substituted with each other without materially changing efficiency, performance and operational safety. The proposed gas quality indices are the explicit expressions of gas interchangeability, which are given in (1)-(3).

In (1), SG is defined as the ratio of the considered gas density to the air density at the same standard temperature and pressure [24, 32]. This paper regards SG to limit hydrocarbon content, where the density of hydrogen, mixed gas and air are denoted as \( \rho_{\text{hy}} \), \( \rho_g \) and \( \rho_{\text{air}} \). \( \varphi_{\text{hy}} \) is the hydrogen volume. If hydrocarbon is at a high level, a series of problems will be caused such as engine knock and spontaneous ignition problems.

\[
SG = \frac{\rho_{\text{hy}}}{\rho_{\text{air}}}
\]  

(1)

When all the considered gas compositions are within the combustion process and meanwhile the gas temperature in the end is equal to the initial gas temperature before the combustion process, the associated gas amount is defined as GCV. GCV is practical for calculating calorific value considering condensation of gas components [33, 34]. Equation (2) is the expression of GCV of mixed gas, where \( \Omega_{\text{hy}} \) and \( \Omega_g \) are the GCV of hydrogen and original gas, and \( \varphi_{\text{hy}} \) is the volume of hydrogen.

\[
\Omega = \Omega_{\text{hy}} + (\Omega_{\text{hy}} - \Omega_g)\varphi_{\text{hy}}
\]  

(2)

WI is a crucial index for measuring gas interchangeability. It is mainly used to compare the combustion output of different gas components [35, 36]. The mixture among gas components is achievable provided that they have similar WI value. Nevertheless, a mild fluctuation of WI is allowable (5-10% away from the original setpoint). A series of adverse effects will be caused when WI exceeds the acceptable limit, e.g., emergency shutdowns of gas equipment, high emission of greenhouse gas and instability of gas turbines. Equation (3) presents WI expression.

\[
WI = \frac{\Omega}{\sqrt{SG}}
\]  

(3)

B. Modelling of P2G

P2G enables to transform abundant renewable generation to hydrogen and methane through electrolyser. To begin with, the water is split into hydrogen and oxygen, followed by the injection of carbon dioxide in the methanation process. Meanwhile, another part of the produced hydrogen is injected into the gas pipelines directly. The P2G output \( \Gamma_{\text{hy}} \) is given in (4), where \( \eta_e \) is the efficiency and \( \eta_{\text{P2G}} \) is the P2G power injection. Equation (5) shows that the total hydrogen production includes hydrogen used for methanation \( (\Gamma_{\text{hy,me}}) \) and direct hydrogen injection \( (\Gamma_{\text{hy,d}}) \) to the gas system. The amount of required carbon dioxide and methane production are described in equations (6) and (7), where \( \eta_{\text{hy-ca}} \) and \( \eta_{\text{hy-me}} \) are conversion efficiencies.

\[
\Gamma_{\text{hy}} = \eta_e \eta_{\text{P2G}} \Gamma_{\text{hy}}
\]  

(4)

\[
\Gamma_{\text{hy,me}} = \Gamma_{\text{hy}} - \Gamma_{\text{hy,d}}
\]  

(5)

\[
\Gamma_{\text{ca}} = \eta_{\text{hy-ca}} \Gamma_{\text{hy,me}}
\]  

(6)

\[
\Gamma_{\text{me}} = \eta_{\text{hy-me}} \Gamma_{\text{hy,me}}
\]  

(7)

C. Gas Storage System

The proposed gas storage system (GSS) contains distributed gas storage (DGS) and line pack that provides additional flexibility to the gas system. This paper considers both the original gas and produced gas from P2G can be stored in GSS. DGS enables to store the compressed or liquefied natural gas in tanks. The charging and discharging gas \( (\Gamma_{\text{ch}} \text{ and } \Gamma_{\text{dch}}) \) are
restricted in (8). Constraints (9) and (10) limit the remaining gas in the DGS, where $E_{gas}$ is the remaining gas capacity. Equations (11)-(13) depict the line pack $\theta_{ls}$ with approximated dynamic characteristics, $f_{l,x}^{int}$, $f_{l,x}^{ext}$, $P_{r,x}^{int}$, and $P_{r,x}^{ext}$ are the gas flow and pressure at the initial and terminal nodes. The relationship between the pressure and line pack is given in (11), followed by the gas flow equality constraint defined by line pack in (12). Equation (13) represents the average line flow via the gas flow at the initial and terminal nodes.

$$0 \leq G_{l,s}^{\text{init}} \leq G_{l,s}^{\text{max}}() = c_d, d$$

$$E_{gas,l} = E_{gas,l-1} + G_{gas,l} \eta_{gas} - G_{gas,l}^{\text{in}}$$

$$E_{gas,min} \leq E_{gas,l} \leq E_{gas,max}$$

$$\theta_{ls} = \theta_{ls}^{\text{init}} (P_{r,l}^{int} + P_{r,l}^{ext})$$

$$f_{l,x}^{int} - f_{l,x}^{ext} = \theta_{ls} - \theta_{ls-1}$$

$$f_{l,x}^{ext} = (f_{l,x}^{int} + f_{l,x}^{ext}) / 2$$

**D. Power System Constraints**

The power system constraints are presented in (14)-(28). At the substation, the power purchase limit is given in (14) for $P_{sub}$. The reserve capacity of traditional DGs and gas turbines ($r_{s,x}$ and $r_{g,x}$) are constrained in (15) and (16). The generation output of traditional DGs and gas turbines ($P_{r,s}$ and $P_{r,g}$) is limited in (17) and (18). Constraint (19) limits the voltage magnitudes for all buses, which is denoted as $V_{s}$. The expression of voltage at the substation is shown in (20) with respect to unit step size of OLTC and tap position, where $V_{s,init}$, $V_{s,init}^{\text{OLTC}}$, and $TP_{oltc}$ represent the voltage at substation, nominal voltage, size of change for each step in OLTC tap position and tap position of OLTC at time $t$, respectively. Constraint (21) is adopted to avoid the fast wearing process of the transformer with excessive tap operations by the maximum allowing operation times $nTP_{max}$. Constraints (22) and (23) are defined for the reactive power output of PV systems $Q_{s}^{PV}$ with regards to the power factor $PF_{PV,min}$ and active power output $P_{s}^{PV}$. The reactive power output of capacitor banks $Q_{cap}^{\text{cb}}$ is constrained in (24), where $Q_{cap}^{\text{cb}}$, and $Q_{cap}^{\text{up}}$ are switch status and capacity of capacitor banks. Constraints (25) and (26) are the DistFlow equation with linearization for distribution networks. This equation is obtained based on the assumption that i) losses are negligible, ii) the voltage at each bus is close to 1.0 p.u. and iii) the voltage at the reference bus is 1.0 p.u. [37-39]. Note that $r_{s}$ and $x_{s}$ are resistance and reactance of power line $s$. The active and reactive power flow are represented by $P_{s,x}$ and $Q_{s,x}$. And the balancing conditions are given in (27) and (28) for active and reactive power, respectively. $P_{r,s}$ and $Q_{r,s}$ are the active and reactive power demand.

$$0 \leq P_{s,x}^{\text{init}} \leq P_{s,x}^{\text{max}}$$

$$0 \leq r_{s}^{init} \leq r_{s}^{\text{init}}() = l_{s}^{init}$$

$$0 \leq r_{s}^{\text{min}} \leq r_{s}^{\text{max}} = l_{s}^{\text{init}}$$

$$P_{r,s}^{min} \leq P_{r,s} \leq P_{r,s}^{max}$$

$$V_{s,min} \leq V_{s}^{2} \leq V_{s,max}$$

$$V_{s,init}^{\text{OLTC}} + g_{OLTC} TP_{oltc} \leq V_{s,init}^{\text{OLTC}}$$

$$0 \leq \omega_{l,s}^{\text{init}} \leq u_{PV} a_{l,s} P_{s}^{PV}$$

**E. Gas System Constraints**

Equations (29)-(43) are technical constraints of the gas system. The gas source output $Q_{s}^{PV}$, is limited in (29). Equations (30) and (31) regulate the gas pressure $P_{r,s}^{PV}$, where constraint (31) indicates that the inlet gas pressure $P_{r,s}^{PV}$ is always larger than the outlet gas pressure $P_{r,s}^{PV}$. To define the gas flow $f_{l,s}^{PV}$, constraints (32) and (33) are utilized as the Weymouth gas flow equation, where $y_{l}$ is the Weymouth equation constant. The gas turbine output $P_{t,s}^{PV}$ is restricted in (34). The proposed gas quality constraints under real conditions are presented in (35)-(37), including GCV, SG and WI. For the sake of gas quality and security, the limitation of gas quality indices is given in (38). In (39), the gas volume deviation is limited between the adjacent time periods under standard temperature and pressure. Constraints (40)-(42) limit the overall gas volume $\phi_{PV}^{\text{mix}}$ at each gas node according to [40], where $\theta$ is the constant in Boyle’s law. And the gas balance constraint is presented in (43).

$$G_{l,s}^{\text{min}} \leq G_{l,s}^{\text{max}}$$

$$0 \leq P_{r,s}^{\text{init}} \leq P_{r,s}^{\text{max}}$$

$$0 \leq f_{l,s}^{PV} \leq f_{l,s}^{PV}$$

$$0 \leq \omega_{l,s}^{\text{init}} \leq \omega_{l,s}^{\text{PV}}$$

$$W_{mix}^{\text{mix}} = \omega_{mix}^{\text{mix}} Q_{mix}^{\text{mix}}$$

$$\{\phi_{PV}^{\text{mix}}\} \leq \{\phi^{\text{mix}}\}$$

$$\{\phi^{\text{mix}}\} = \omega_{mix}^{\text{mix}} Q_{mix}^{\text{mix}}$$

$$\{\phi_{PV}^{\text{mix}}\} \leq \{\phi^{\text{mix}}\}$$

**F. Energy Hub Constraints**

The energy hub considered in this paper is equipped with combined heat and power (CHP), gas furnace (GF), ground source heat pump (GSHP) for energy conversion and an energy storage system for storing the excessive energy. The detailed
energy hub structure is given in Fig. 1. The energy storage system contains a battery storage and a heat storage. Constraint (44) presents the expression of the energy conversion of GSHP and GF, i.e., $P_{\text{COP}}^i$ and $P_{\text{GF}}^i$. Equations (45) and (46) show the power and heat output of CHP ($P_{\text{COP}}^i$ and $P_{\text{GF}}^i$). Constraint (47) limits the input of CHP, GSHP ($P_{\text{ch}}^i$, $P_{\text{COP}}^i$, and $P_{\text{GF}}^i$). The hourly charging and discharging power and heat for battery and water tank are given in (48) for $P_{\text{ch}}^i$, $P_{\text{dch}}^i$, $P_{\text{wch}}^i$, and $P_{\text{wdch}}^i$.

The remaining power and heat energy ($E_{\text{HS}}$ and $E_{\text{WS}}$) is limited in (49) and (50). Equation (51) is the coupling constraint for energy hub for maintaining the balancing condition.

$$\begin{align*}
P_{\text{CHP}}^i &= \eta_i P_{\text{COP}}^i \text{ COP, GF} \\
E_{\text{CHP}}^i &= \eta_i P_{\text{GF}}^i \\
P_{\text{CHP}}^i \leq P_{\text{COP(max)}}^i &\leq P_{\text{GF(max)}}^i \quad \text{cp, COP, GF} \\
E_{\text{CHP}}^i \leq E_{\text{GF(max)}}^i &\leq E_{\text{GF(max)}}^i \quad \text{BS, HS} \\
P_{\text{COP}}^i &\leq P_{\text{CHP}}^i \leq P_{\text{COP(min)}}^i \\
P_{\text{GF}}^i &\leq P_{\text{CHP}}^i \leq P_{\text{GF(min)}}^i \\
P_{\text{COP}}^i &\leq P_{\text{COP}}^i \leq P_{\text{GF}}^i \\
P_{\text{GF}}^i &\leq P_{\text{GF}}^i \leq P_{\text{COP}}^i \\
E_{\text{CHP}}^i &\leq E_{\text{GF}}^i \leq E_{\text{GF}}^i
\end{align*}$$

$$\begin{align*}
E_{\text{HS}}^i &= E_{\text{HS}i-1} + \sum_{k \in \mathcal{K}} P_{\text{dch}}^i \eta_i P_{\text{COP}}^i + E_{\text{ch}}^i \\
E_{\text{WS}}^i &= E_{\text{WS}i-1} + \sum_{k \in \mathcal{K}} P_{\text{Ch}}^i \eta_i P_{\text{GF}}^i + E_{\text{dch}}^i \\
E_{\text{CHP}}^i &\leq E_{\text{CHP}}^i \leq E_{\text{CHP}}^i \\
P_{\text{COP}}^i &\leq P_{\text{COP}}^i \leq P_{\text{GF}}^i \\
P_{\text{GF}}^i &\leq P_{\text{GF}}^i \leq P_{\text{COP}}^i
\end{align*}$$

G. Real-Time System Constraints

The endogenous renewable uncertainty and variability are realized after the first-stage decision making. And the real-time corrective VPO can be implemented for adjustment on voltage regulation, gas quality control and redispatch of generators. Moreover, load shedding is scheduled for ensuring the security of the overall system. The real-time regulation of operation schemes of traditional DGs and gas turbines are given in (52). Constraint (53) presents the load shedding limits for power and gas systems ($P_{\text{ls}}^i$ and $P_{\text{ls}}^i$). Finally, the real-time balancing conditions of power and gas systems are shown in (54)-(56).

Noted that the required second-stage constraints are not given, but are the same as the first-stage constraints presented in section II-C, D and E when superscript ‘$s$’ is replaced by ‘$r$’. The objective function is given in (57) and (58), respectively. In (57), the minimization of voltage deviation and system operation cost is proposed. The cost coefficient of voltage regulation, gas quality management, gas storage deprecation, substation power purchase, power generation, natural gas source generation and reserve capacity are denoted by $\eta_i$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{drc}}$, $\lambda_{\text{r}}$, $\lambda_{\text{p}}$, $\lambda_{\text{g}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$. The first term forms the voltage deviation to monetary loss. The second and third terms depict the purchase and injection cost of nitrogen and LPG for maintaining satisfied gas quality indices. The power purchase from the upper-level market is given in the fourth term. The fifth term represents the deprecation cost of DGS. And the rest of (57) shows the generation and reserve cost of traditional DGs and gas turbines.

Equation (58) presents the second-stage objective function including the voltage deviation cost ($\eta_i$), load shedding cost ($\lambda_{\text{r}}$), load and gas turbine cost ($\lambda_{\text{r}}$), load and gas turbine cost ($\lambda_{\text{p}}$), load and gas turbine cost ($\lambda_{\text{v}}$) and load shedding ($\lambda_{\text{r}}$) and load shedding ($\lambda_{\text{r}}$) and load shedding ($\lambda_{\text{p}}$), load and gas turbine cost ($\lambda_{\text{v}}$).

\[ \min \left\{ \sum_{i \in \mathcal{G}} \sum_{t \in \mathcal{T}} \left( \eta_i P_{\text{gs}}^i - v_{\text{ref}}^i \right) + \lambda_{\text{r}} v_{\text{ref}}^i + \lambda_{\text{d}} \varepsilon_{\text{d}}^i + \lambda_{\text{drc}} \varepsilon_{\text{drc}}^i + \lambda_{\text{v}} \varepsilon_{\text{v}}^i \right\} \]

H. Objective Function

The objective function of the first and second stages are presented in (57) and (58), respectively. In (57), the minimization of voltage deviation and system operation cost is proposed. The cost coefficient of voltage regulation, gas quality management, gas storage deprecation, substation power purchase, power generation, natural gas source generation and reserve capacity are denoted by $\eta_i$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{drc}}$, $\lambda_{\text{r}}$, $\lambda_{\text{p}}$, $\lambda_{\text{g}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$, $\lambda_{\text{r}}$, $\lambda_{\text{d}}$, $\lambda_{\text{v}}$. The first term forms the voltage deviation to monetary loss. The second and third terms depict the purchase and injection cost of nitrogen and LPG for maintaining satisfied gas quality indices. The power purchase from the upper-level market is given in the fourth term. The fifth term represents the deprecation cost of DGS. And the rest of (57) shows the generation and reserve cost of traditional DGs and gas turbines. Equation (58) presents the second-stage objective function including the voltage deviation cost ($\eta_i$), load shedding cost ($\lambda_{\text{r}}$), load and gas turbine cost ($\lambda_{\text{r}}$), load and gas turbine cost ($\lambda_{\text{p}}$), load and gas turbine cost ($\lambda_{\text{v}}$) and load shedding ($\lambda_{\text{r}}$) and load shedding ($\lambda_{\text{r}}$) and load shedding ($\lambda_{\text{p}}$), load and gas turbine cost ($\lambda_{\text{v}}$).

\[ \min \left\{ \sum_{i \in \mathcal{G}} \sum_{t \in \mathcal{T}} \left( \eta_i P_{\text{gs}}^i - v_{\text{ref}}^i \right) + \lambda_{\text{r}} v_{\text{ref}}^i + \lambda_{\text{d}} \varepsilon_{\text{d}}^i + \lambda_{\text{drc}} \varepsilon_{\text{drc}}^i + \lambda_{\text{v}} \varepsilon_{\text{v}}^i \right\} \]

III. METHODOLOGY

The solution approach of the two-stage DRO is given in this section. In Fig. 2, the method illustration is presented including the description of the following four subsections.

A. Compact Matrix Formulation

For the clear presentation and notation brevity, the original problem is given as a compact matrix formulation. The first-stage problem is given in (59) and (60), where the first-stage variables are represented by vector $x$. Objective (59) represents (57)-(58) and constraint (60) represents (4)-(51) in the first stage. The second-stage objective $Q(x, \xi)$ is the wait-and-see adaptive objective given the here-and-now decision $x$.

\[ \min c^T x + \sup_{\mathcal{F}} \mathcal{E}(Q(x, \xi)) \]

s.t. $Ax \leq b, x \in \mathbb{R}^n, b \in \mathbb{R}^m, A \in \mathbb{R}^{n \times m}$

The second-stage problem is shown in (61) and (62), and $y$ denotes the second-stage variables. Constraints (4)-(51) with superscript ‘$r$’ and (52)-(56) are summarized as (62). In (63), vector $h(\xi)$ is composed of the constant vector $h^0$ and uncertain vector $h^1$.
B. Wasserstein Distance-Based Ambiguity Set

According to the data-driven setting with the empirical distribution \( \hat{\mathbb{P}} = 1/S \sum_{s \in S} \delta_{\xi_s} \), the Wasserstein metric between the candidate and empirical distributions is given in (64) [41]. In Fig. 3, the figure presentation shows that Wasserstein metric is used to measure the similarity of two distributions. The random variables in the candidate and empirical distributions are denoted as \( \xi \) and \( \xi' \), respectively. The distance metric is represented by \( \rho(\xi, \xi') \).

\[
d(\mathbb{P}, \hat{\mathbb{P}}) = \inf \left\{ E_\xi \rho(\xi, \xi') | \xi \sim \mathbb{P}, \xi' \sim \hat{\mathbb{P}} \right\} \tag{64}
\]

The ambiguity set considering the Wasserstein distance is presented in (65), where \( \eta \) is the radius of the ball set. The set of all the possible distributions is denoted as \( \mathbb{P} \).

\[
\Omega = \left\{ \mathbb{P} \in \mathbb{P}(\mathbb{R}^l) \left| \begin{array}{l}
E_\xi [\|x\| \in S] = \mu_x \\
E_{\mathbb{P}} [\|x\| \in S] \leq \eta, \\
P(\xi)\left|\xi \in S\right| = 1 \\
\mathbb{P}\left[\xi \in S\right] = 1
\end{array} \right. \right\} \tag{65}
\]

The explicit conditional Wasserstein-based ambiguity set is given in (66), where the scenarios are distinguished by \( S \), representing the support of \( \xi \) is different based on different scenarios. The ambiguity set in (66) ensures i) the uncertain variables \( \xi \), \( \varphi \) and \( S \) are within the distribution; ii) the expectation of uncertain variable \( \xi \) is \( \mu_S \); iii) the auxiliary variable \( \varphi \) is used to ensure limited the distribution distance and iv) \( \xi \) and \( \varphi \) are limited within the lifted support set \( \Xi \).

\[
\Xi = \left\{ (\xi, \varphi) \in \mathbb{R}^l \times \mathbb{R}^r \left| \begin{array}{l}
E_{\mathbb{P}} [\|x\| \in S] \leq \eta, \\
P(\xi)\left|\xi \in S\right| = 1 \\
\mathbb{P}\left[\xi \in S\right] = 1
\end{array} \right. \right\} \tag{66}
\]

C. Approximation via Linear Decision Rule

Equation (67) is obtained as is equivalent to \( Q(x, \xi) \), where \( y(\xi) \) is the adaptive recourse function as shown in (68). Determining the worst-case expectation is generally intractable since all the possible realizations pertaining to the uncertainties are involved [42]. Employing the LDR in (69) can address the problem [43], which approximates \( y(\xi) \) by linear affine functions of \( \xi \) and \( \varphi \).

\[
Q(x, \xi) = \sup_{E_{\mathbb{P}}[y(\xi)]} E_{\mathbb{P}}[Q(x, \xi)] \tag{67}
\]

\[
y(\xi) \in \arg \min_{y(\xi)} \left( \begin{array}{l}
Bx + Cy \leq h(\xi), \quad y \in \mathbb{R}^r, \quad h \in \mathbb{R}^r \quad \text{ subject to } Cx \leq b, \\
D \in \mathbb{R}^{l \times l}, C \in \mathbb{R}^{l \times r}, B \in \mathbb{R}^{l \times l}
\end{array} \right) \tag{68}
\]

The approximation of function \( Q(x, \xi) \) can be obtained when the recourse decision \( y(\xi) \) is replaced by the LDR expression in (70), which is denoted as \( Q_{\text{LDR}}(x, \xi) \).

\[
Q_{\text{LDR}}(x, \xi, \varphi, S) = \min_{E_{\mathbb{P}}[y(\xi, \varphi, S)]} \sup_{E_{\mathbb{P}}[y(\xi, \varphi, S)]} E_{\mathbb{P}}[y(\xi, \varphi, S)] \tag{70}
\]

D. Dual Reformulation and Robust Counterpart

To convert the original ‘min sup’ framework of the second stage into ‘min’ and thus mixed with the first-stage objective, a dual reformulation is made [44] in (72)-(75), where \( \psi \) and \( \lambda \) are dual variables.

\[
\begin{align}
Q_{\text{LDR}} &= \min_{x, \psi} \psi \eta_S + \lambda \mu_S \\
&\text{s.t. } Bx + Cy \leq h(\xi), \forall (\xi, \varphi) \in \Xi
\end{align} \tag{71}
\]

The reformulated (72)-(75) is a robust linear program, which can be written as the robust counterpart in (77)-(84).

\[
\begin{align}
Q_{\text{LDR}} &= \min_{x, \psi} \psi \eta_S + \lambda \mu_S \\
&\text{s.t. } f - \psi q \geq 0 \\
&\text{s.t. } x = f - \psi q \geq 0 \\
&\text{s.t. } \sum_{j \in J} \psi q_j \geq -x_f \\
&\text{s.t. } \sum_{j \in J} \psi q_j \geq -x_f \\
&\text{s.t. } x = f - \psi q \geq 0 \\
\end{align} \tag{76}
\]

\[
\begin{align}
\sum_{i \in I} \psi q_i \geq -x_m \\
\sum_{i \in I} \psi q_i \geq -x_m \\
\sum_{i \in I} \psi q_i \geq -x_m \\
\end{align} \tag{77}
\]

\[
\begin{align}
\sum_{i \in I} \psi q_i \geq -x_m \\
\sum_{i \in I} \psi q_i \geq -x_m \\
\sum_{i \in I} \psi q_i \geq -x_m \\
\end{align} \tag{78}
\]

\[
\begin{align}
\sum_{i \in I} \psi q_i \geq -x_m \\
\sum_{i \in I} \psi q_i \geq -x_m \\
\sum_{i \in I} \psi q_i \geq -x_m \\
\end{align} \tag{79}
\]

The new dual variables are represented as \( \lambda_0, \lambda_1, \lambda_2 \), respectively. Accordingly, the tractable approximation of the original TS-VPO is derived in (76)-(83).

IV. CASE STUDIES

This section presents the case studies to verify the effectiveness of the proposed TS-VPO on a 33-bus-20-node IES networked with energy hubs. The test system contains two gas turbines and P2G facilities for the power-gas interconnection [45]. Two DGSs are connected with P2G facilities for storing excessive gas. Two energy hubs are connected with buses 8 and 21, where the explicit structure of energy hubs are shown in Fig. 1. The power system contains 4 PV systems, 3 traditional DGs as well as 7 capacitor banks. The rated capacity of each capacitor bank and PV system are set as 400kVar and 360kVA. TABLE I describes the 6 cases for testing the performance of TS-VPO. The radius of the Wasserstein ball is 1% of the upper bound of random variables.

A. Studies on Voltage Management

In Fig. 4, the voltage profiles of cases 1-4 are given. The blue solid curve represents the voltage at all buses for 24 hours and the red dotted curve represents the mean voltage value. In Fig.
4 (a), the voltage magnitude ranges from 0.96 p.u. to 1.05 p.u. The voltage at bus 1 is the highest, followed by the decrease across the main branch till bus 18. The lowest voltage at the main branch reaches 0.97 p.u. at bus 18. Another decreasing trend occurs at buses 19-33. At bus 33, the voltage reaches 0.96 p.u.. In Fig. 4 (b), compared with case 1, the voltage profile of case 2 ranges between 0.97 p.u. and 1.03 p.u.. The gas-to-power (G2P) is removed from the modelling and thus results in less voltage fluctuation. Case 3 only considers G2P and the voltage magnitude is generally larger than both cases 1 and 2 since the power conversion and hydrogen production are not considered. In particular, the voltage decreasing rate from bus 6 to 18 is slower than that of case 1. When the interconnection between power and gas systems is not considered, the voltage profile shows a similar voltage scheduling to case 1. 

The reactive power output scheduling for PV systems of cases 1 and 5 are shown in Figs. 5 and 6. The overall reactive power output in case 1 shows a smooth scheduling curve compared with case 5, which ranges between 0 and 0.3 MVar. The PV reactive power output remains the same at buses 3 and 6 over the entire time horizon, i.e., 0.13 MVar and -0.13 MVar, respectively. At bus 26, the reactive power output is sensitive to load demand variation, which changes frequently to absorb and compensate the reactive power. The PV reactive power shows a dramatic drop and rise between 2:00 and 7:00 in case 5, particularly at bus 6. On the contrary, buses 3, 11 and 25 yield similar reactive power output at each hour.

The remaining capacity of DGS at nodes 10, 12 and 14 are presented in Fig. 7. The DGS at nodes 10 and 12 have more frequent usage than node 14. At node 10, the DGS is charging before 4:00, followed by a standby status between 4:00 and 8:00. Then it is generally discharging until 21:00. The last serval hours witness another charging process to meet the remaining capacity equal to the initial level. The voltage at bus 11, however, generally shows a flat trend compared with the DGS scheduling at node 10. The voltage is adjusted to remain around 1.00 p.u. when DGS is extensively utilized in the charging process to store the excessive power injection and vice versa. On the contrary, since bus 3 is vital for distributing power on the main and sub-branches, the voltage fluctuation at bus 3 is distinct and cannot be effectively mitigated by the DGS, which results in the slight usage of DGS at node 14.

B. Studies on Economic Performance

TABLE II shows the results of the operation cost of two stages. The operation cost case 2 is the highest among all cases, i.e., $166766. In contrast, case 6 results in the lowest operation cost ($139072). The benchmark case 1 yields $126244 and $30458 at the first and second stages, respectively. The $10064 higher operation cost of case 2 is due to the disconnection of G2P supply. Compared with case 2, the operation cost of case 3 decreases, implying the advantage of GSP over P2G on the minimization of system operation cost. In case 4, there are no interconnections for power and gas systems. And the operation cost is 0.3% higher than that of case 1. When the twice of PV capacity is applied in case 5, the operation cost is greatly reduced, i.e., $148978. The operation cost of both the first and second stages are lower among cases 1-5 when gas quality management is incorporated. In case 6, the lowest economic result is yielded without the gas quality ensured, the purchase and injection cost of LPG and nitrogen is avoided, which results in $115896 and $23176 in the first and second stages, respectively.

Fig. 8 depicts the scheduling of energy hub connected with bus 8 and node 13. It can be seen that the usage of GF is the lowest. The reason is the conversion efficiency of GF is the lowest, which is considered as the backup conversion plan for replacing GSHP. GSHP is extensively used during the time period of 5:00-11:00, 12:00-16:00 and 18:00-24:00. In the morning, GSHP is injected by 1086kWh heat and peaks at 261kW, producing 3258kWh heat. This large amount of heat...
energy can be consumed by heating load directly or stored by the heat storage system. During the period of 12:00-16:00, 677kWh is converted through GSHP. The last intensive conversion of GSP is scheduled between 18:00 and 24:00, which results in 980kWh conversion from electricity to heat. Compared with GSHP, CHP yields 210% more energy conversion, particularly between 11:00 and 23:00. The gas-power conversion peaks at 198kW and gas-heat peaks at 342kW. It is found that the gas-heat conversion is 82% higher than the gas-power conversion. The CHP converts gas to power/heat based on their corresponding efficiency and the gas-heat conversion is higher than G2P.

C. Studies on Gas Quality Management

This subsection illustrates another main function of VPO, i.e., gas quality management. In Fig. 9, WI and SG are analysed for cases 1 and 6. Case 1 considers gas quality management while case 6 does not. Generally, case 1 shows higher WI than case 6 but it remains within the allowable range (30-45). Without the gas quality constraints, case 6 violates the range, i.e., between 2:00 and 7:00, the WI of case 6 is below 30. Case 1 has a higher WI. And both the two indices are controlled at the permitted level.

The scheduling information of gas pressure under cases 1-3 for all the gas nodes is given in Fig. 10. Case 2 shows the highest gas pressure for all the nodes. The highest pressure is 28 Psig at node 8. The reason is that the additional power support from P2G facilities increases the gas flow and influences on the node pressure. Case 3 shows the minimum gas pressure which ranges between 17 and 23 Psig. Since G2P provides excessive gas to the power system with the decrease of gas node pressure. Along the main branches in the gas system, i.e., nodes 1-7 and nodes 8-16, the gas pressure peaks at nodes 1, 8 and 17. Since the pressure decreases with the reduction of gas flow.

D. Scalability Analysis

In this section, a scalability analysis is implemented on an IES with a larger scale, consisting of a modified IEEE 69-bus power system, two 20-node gas systems and 4 energy hubs. This system contains 6 PV systems, which are located at buses 9, 23, 26, 34, 44 and 58, respectively. The capacity of each PV system is 800kVA. There are 12 capacitor banks for reactive power compensation and each capacity is 360kVA. The two gas systems contain 4 P2G facilities and 4 DGSs. The following cases are considered to investigate the voltage-pressure joint management problem.

Case 1: Benchmark case.
Case 2: Applying twice the capacity of PV systems.
Case 3: Applying twice the capacity of capacitor banks.
Case 4: Applying twice the unit price of natural gas sources.

TABLE III shows the economic performance of all the cases. It can be seen that case 3 shows the lowest operation cost whilst case 4 shows the highest. In case 1, the first and second stage operation costs are $270288 and $76571, respectively. Compared with case 1, case 2 applied the twice capacity of PV systems, which yields $22260 less operation cost. In case 3, the doubled capacity of capacitor banks provides additional reactive power support, which is more effective in regulating the voltage magnitude. Therefore, less voltage deviation contributes to less operation cost. In case 4, the operation cost in the two stages is $379240 and $75645, respectively. The total operation cost is 31% higher than that of the benchmark case since twice the natural gas sources generation cost is considered.

In Figs 11-13, the voltage profile of cases 1, 3 and 4 are given. In Fig. 11, the voltage magnitude ranges from 0.97 p.u. to 1.04 p.u.. When twice the capacity of capacitor banks is considered, the doubled reactive power support is effective in reducing the voltage fluctuation and magnitude. It can be seen that the...
TABLE III ECONOMIC PERFORMANCE

<table>
<thead>
<tr>
<th>Economic result</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-stage cost ($)</td>
<td>270288</td>
<td>262114</td>
<td>260578</td>
<td>379240</td>
</tr>
<tr>
<td>Expected</td>
<td>76571</td>
<td>62485</td>
<td>57930</td>
<td>75645</td>
</tr>
<tr>
<td>Second-stage cost ($)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cost ($)</td>
<td>346859</td>
<td>324599</td>
<td>318508</td>
<td>454885</td>
</tr>
</tbody>
</table>

![Fig 11. Voltage profile of case 1.](image1.png)

![Fig 12. Voltage profile of case 3.](image2.png)

![Fig 13. Voltage profile of case 4.](image3.png)

![Fig 14. Gas pressure profile.](image4.png)

![Fig 15. Converter scheduling result of case 1.](image5.png)

Voltage level of case 3 is between 0.95 p.u. and 1.02 p.u. Moreover, the voltage fluctuation is greatly mitigated with respect to different solar generation at each hour. When twice the gas source unit cost is applied, the voltage profile shows the result between 0.97 and 1.03 p.u. Since more power is injected into the gas system to ensure the overall economic performance of the system. The gas pressure profile is given in Fig. 14, which is between 17 and 28 Psig. Compared with Fig. 10, Fig. 14 shows a similar gas pressure curve and magnitude. In Fig. 15, the energy hub scheduling is shown for the 69-bus test system. Compared with Fig. 8, CHP still dominates the energy conversion whilst GF results in higher power-heat conversion.

**E. Result Discussion**

This section is used to summarize the findings of the case studies. For the test in 33-bus-20-node IES, 6 cases are considered to testify the impact of gas system connection, PV system capacity and gas quality management on the results of voltage profile, economic performance and gas pressure profile. The results demonstrate that without gas quality management, the operation cost is the lowest. However, this operation scheme sacrifices the gas quality, which will inevitably lead to quality issues of gas distribution and customer usage. When the G2P is disconnected, the operation cost is 6% higher than that of the benchmark case. Meanwhile, the voltage fluctuation is relatively moderate compared with other cases. In case 4, without the gas connection, the voltage profile shows a similar result compared with the benchmark case, which indicates that the bidirectional gas interconnection has a minor impact on the voltage profile. The gas pressure result shows the unidirectional energy flow, i.e., P2G, leads to a relatively higher gas pressure profile. In addition, the gas quality results imply the necessity of incorporating a gas quality management scheme in the IES operation. The scalability analysis is conducted on a 69-bus power system connected with two 20-node gas system and 4 energy hubs. The capacity supplement on capacitor banks results in higher economic efficiency than that on PV systems. The voltage profile results demonstrate that effective voltage regulation when applying twice the capacity of capacitor banks. In addition, the higher generation cost of gas sources also contributes to voltage regulation. Gas pressure profile shows a similar result compared with the small-scale 33-bus IES.

Future work aims to i) investigate a multi timescale voltage management framework to differentiate slow-response and fast-response voltage regulating devices for more accurate voltage regulation and ii) consider time delay in the model for better practicability.

**V. CONCLUSION**

In this paper, a two-stage VPO model is developed to successfully regulate voltage deviation, manage gas quality and minimize system operation cost for IESs. P2G facilities and GSS are innovatively utilized as voltage regulating devices for converting and storing surplus renewable power generation. A gas quality management mechanism is developed to handle the hydrogen injection for ensuring the secure and economic operation of the gas system. The TS-VPO model provides a day-ahead preparation and real-time adaptive operation scheme. The ambiguity set employs the Wasserstein metric to capture all the possible candidate distributions. LDR is applied for approximating the recourse decisions. From the extensive case studies, the proposed VPO successfully facilitates the efficiency and economy of IES operation in regards to the voltage magnitude regulation and gas pressure control with minimized operation cost. Furthermore, it contributes to a reliable and sustainable energy supply to end customers and the society under the era of multi-energy with high renewable penetration.
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