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Abstract

It is argued that the reason for previous evidence apparently not supporting the accident proneness hypothesis was due to erroneous methodology and interpretations of results. When restriction of variance is controlled for, traffic accident records of different time periods actually show an impressive stability over time. However, it could be argued that stability is caused by stable difference in exposure.

Correlations of accident records between time periods were analysed comparing full time and part-time bus drivers. For drivers who worked full time, the amount of exposure was held semi-constant while part-time drivers could be expected to work differing hours. If differential exposure causes stability in crash record, then part-time drivers should yield stronger correlations between time periods for crashes compared with full-time drivers.

Between time periods accident correlations for part-time drivers were weaker than the corresponding ones for full time drivers. Correlations increased with increasing variance in the data. Results for all crashes fit in well with other meta-data, while culpable crashes did not, probably due to faulty coding. The current results support the notion of the tendency to be involved in traffic accidents as a stable trait within individuals which is not caused by stable differences in exposure.
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Relevance to human factors/ergonomics theory

There exist no theory which explain the results reported in this paper, apart from accident proneness. That theory, however, is far from fully developed, and the inherent possibilities of a theory which assumes stability of accident-causing behaviour over time are largely unexplored.

1. Introduction

1.1 The concept of accident proneness

Accident proneness is the oldest hypothesis about individual differences within safety research (see Greenwood & Woods, 1919; Greenwood & Yule, 1920; Farmer & Chambers, 1926). It is also one of the most researched and contested concepts. After the initial wave of positive reactions and results in the early 20th century (e.g. Newbold, 1927), the number of critics increased (see the reviews by Froggatt & Smiley, 1964; Sass & Crook, 1981; Porter, 1988), and by the eighties, few researchers still defended, used or talked about accident proneness in research (for some exceptions, see Baker, Li, Lamb & Warner, 1995; Engel, 1991; Miyazaki, Chou & Maryama, 1994; Visser, Pijl, Stolk, Neeleman & Rosmalen, 2007). This was despite the fact that most studies on the prediction of individual differences in accident record uses the (unstated) assumption of stability of crash-causing behaviour over time periods of some years (af Wåhlberg, 2009). If such behaviour was unstable, differences in crash tendency could not be predicted at all from measures of individuals made at one point in time.

But what is accident proneness, and why was it so heavily criticised? In essence, accident proneness was the notion that there are individual differences in the tendency to cause accidents, and that these tendencies are fairly stable over time and across environments, i.e. it is an innate characteristic which is not changed by, for example, accident involvement (e.g. Crawford, 1971; Bernacki, 1976; some alternative models assumed that an accident influenced the probability of another one occurring, either positively or negatively; Arbous & Kerrich, 1951).

Three main methods for investigating whether accident proneness actually exist have been used; 1) comparing accident distributions to assumed chance distributions, 2) predicting accident involvement from tests, and 3) estimating the stability of accident record over time (which can be seen as a special case of 2, where the test is replaced by previous accidents, or citations).

1.2 Literature review

Most accident proneness research seems to have been concerned with testing whether accident proneness exists by comparing an actual accident distribution with a random distribution. A non-random distribution was thought to indicate that some people had more accidents than could be expected by chance. Unfortunately, statisticians could not agree how a random distribution should be constructed or what it meant (e.g. Maritz, 1950; Arbous & Kerrich, 1951; Blum & Mintz, 1951; Webb & Jones, 1953), and the method was therefore discontinued, until it was revived by Visser, Pijl, Stolk, Neeleman and Rosmalen (2007). Also, given the idea of individual differences in stable accident-causing behaviour, many researchers tried to construct psychological tests to predict accident involvement, i.e. they tried to measure accident proneness (e.g. Kuncel, 1967). This included some early driving simulators, but most tests were psychophysical, concerning, for example reaction times (e.g.
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1 Furthermore, the stability of accident record over time (a central tenet of accident proneness) has been investigated without this term being used (e.g. Cantor, Corsi, Grimm & Özpolat, 2010; Lueck & Murray, 2011)
Slocombe & Brakeman, 1930). When such tests had very little success in predicting accident involvement, some researchers drew the conclusion that the idea of accident proneness was erroneous, not that the tests were faulty (e.g. Crawford, 1971). Research to predict accident involvement from previous accidents was fairly uncommon amongst safety researchers in general, but somewhat more popular within traffic safety (see the reviews and analyses in af Wåhlberg, 2009). After a few decades, most researchers appeared to conclude that the effect sizes reported were too small to constitute evidence of stability of accident record over time (e.g. Haight, 2001). Thus, no conclusive evidence was published in support of accident proneness, and the use of this concept started to decline. We have previously argued that the apparent lack of supporting evidence for accident proneness is misleading (af Wåhlberg, 2009; af Wåhlberg & Dorn, 2009; 2019). Firstly, there is little agreement among statisticians about what a distribution of random events look like (e.g. Arbous & Kerrich, 1951; Smeed, 1960), and this kind of research is therefore not relevant. Secondly, when tests for accident proneness yield small or non-existing predictive power, this can always be due to the validity of the tests, and therefore does not tell us anything about the stability of accident-causing behaviour. Thirdly, low coefficients when predicting individual differences in accident record have been shown to be due to restriction of variance in the crash variable (af Wåhlberg, 2009; af Wåhlberg, Barraclough & Freeman, 2015; 2016; Barraclough, af Wåhlberg, Freeman, Watson & Watson, 2016). As the variance in the accident variable increases, so do the predictive coefficients. This effect is especially strong for prediction of accidents from previous accidents, as about 80 percent of the variance between samples is due to restriction of variance (af Wåhlberg, 2009). Furthermore, none of the research avenues described above took into account culpability for accidents (although it was sometimes discussed, see Crawford, 1960), which presumably inserted a fair amount of error variance in all calculations. This is especially the case for road traffic accidents, as these often have two or more parties, one of which may be an innocent victim (Dorn & af Wåhlberg, 2018; af Wåhlberg, 2009; af Wåhlberg & Dorn, 2007). It should be remembered that the accident proneness idea is about causing mishaps, not about being in the wrong place at the wrong time. One final problem, which is part of the accident proneness research, is whether the correlations between accidents in different time periods are actually caused by stable differences in exposure. It has been found that people who drive more tend to have more crashes (af Wåhlberg, 2009; 2011). If this tendency is stable over time, it could lead to positive in-between time periods correlations for crashes irrespective of the behaviour of the driver. Such a confounding effect of exposure has previously been found to explain a large part of the correlation between the Driver Behaviour Questionnaire violation scale and crashes (af Wåhlberg, Barraclough & Freeman, 2015), and is therefore not to be discounted as an explanation.

In the published literature, it is difficult to ascertain the exact effect of differing amounts of exposure on the stability of accident record. For non-professional drivers, it can be assumed that mileage does indeed differ substantially between drivers. If this kind of data has not been gathered, exposure cannot be controlled for. Furthermore, sometimes mileage data has been gathered, but the reported statistics do not specifically include this effect. Papers with either of these characteristics include Burg (1970), Daigneault, Joly and Frigon (2002), French, West, Elander and Wilding (1993), Gebers (2003), Harrington (1972), Hauer, Persaud, Smiley and Duncan (1991), Miller and Schuster (1983), Peck and Kuan (1983), Peck, McBride and Coppin (1971) and West, Elander and French (1992). No paper has been found which controls for mileage amongst non-professional drivers. For professional drivers, it could be assumed that most drivers work full time, and that the amount of exposure is therefore fairly uniform (apart from sickness leave and extra time.
1.3 Aims of the study

The question can then be posed: how can the effects of amount of exposure be tested? It is possible to undertake this in three different ways. First, if the mileage or number of hours driven is known, correlations between crashes in different time periods can be calculated with and without this control. Only af Wåhlberg and Dorn (2019) have reported such figures. Second, for professional drivers, correlations for full time drivers can be compared to those for part-time drivers. If differential amount of exposure is indeed causing an increased stability in crash record, the latter should yield higher values. This type of analysis has never been published before. However, to make the comparison fair, the difference in means of crashes between groups must be controlled for, as part-time drivers can be expected to have a lower mean, which deflates the stability coefficient. Third, between time periods correlations can be compared to previously published results in a type of meta-analysis, where the correlations are plotted against their means of crashes (af Wåhlberg, 2009). Samples which deviate from the pattern of a very strong association between the correlation and the mean of crashes must have some other characteristic which causes this. If both full-time and part-time driver samples fit the pattern, it can be concluded that differential exposure does not seem to be influencing the correlations. This method cannot be said to be fully reliable for the present type of data, given the uncertainty of exposure status for professional drivers in most of the previous studies. However, if both types of samples fit the previously found pattern, it can at least be said that the effect of exposure must be very small, as most of the variance is explained by the means of crashes. Based upon the evidence presented in this introduction, we therefore state the following hypotheses:

1) Crash involvement in different time periods correlate positively for drivers, and these correlations increase as the crash means of the total periods increase (i.e. longer periods are used, or samples with higher risk).
2) At fault crashes correlate more strongly between time periods than do all crashes, when the crash mean is controlled for and culpability is correctly coded.
3) The between time periods correlations of crashes are not influenced to any large degree by exposure, as evidenced by similar effect sizes for full time and part-time drivers when differences in crash means have been controlled for.

To investigate these hypotheses, we used a set of bus driver crash data. Hypothesis 1 was investigated by correlating the number of crashes per driver in three different (consecutive) time periods. Hypothesis 2 was tested by comparing the correlations for at fault crashes (which is a sub-set of all crashes) with the correlations for all crashes. Hypothesis 3 was tested within the present dataset by comparing full and part time drivers, and by comparing the
results for these samples with meta-analytic data from af Wåhlberg (2009), to see whether the results of the present study fit the previously reported pattern.

2. Method

2.1 Setting
The study used crash data supplied by a British bus company for an (unpublished) evaluation study. At the time when the data was gathered, the bus company was operating on over 700 different routes in Greater London with over 6,800 scheduled buses. Buses in London are usually double decker measuring between 9.5 metres and 11.1 metres long, weighing between 7 ton and 12 ton depending on number of passengers. These buses operate on the most congested roads in the UK, amongst pedestrians and other vulnerable road users.

2.2 Data
Data for the time period 2006-2008 was available, including number of at fault and no fault crashes\(^2\) (defined as collisions with other objects, but excluding falls and other injuries inside the bus). The data was arranged with driver as the unit of analysis and crashes per year as variables. The drivers had been judged for culpability by company officials, and crash variables were therefore constructed as all crashes and at fault, a sub-set of all crashes. Date of birth, current full time or part time employment, and date of employment commenced, for each driver, were included in the database. These data were linked to the crashes by employment numbers. Two samples of drivers were extracted. In sample 1, only full time drivers were included, to hold amount of risk exposure constant. Sample 2 consisted of part-time drivers, where it was assumed that risk exposure was unequal between drivers. Only drivers who worked during the full study period of 2006-2008 were included in the samples. As can be seen in Tables 1-2, the crash variables were somewhat skewed, with many drivers having no crashes within this time period. As could be expected from their lower exposure, the part time drivers had lower accident means per year.

2.3 Analyses
Detailed descriptive statistics were calculated (see Tables 1-2). This type of information has been found to be very important when studies are meta-analysed (af Wåhlberg, 2009), as they explain large parts of the differences in effect sizes between studies (af Wåhlberg, Barraclough & Freeman, 2016; 2016). In studies on individual differences in accident record, the average number of crashes tend to be strongly related to the standard deviation, and both of these has an influence on the effect size obtained; higher means and standard deviations yield larger effects. In this study, the skewness of the variables was also computed, as this measure of the uneven distribution of values in the sample could also influence the effect size values.

Pearson correlations were used for all zero-order analyses to investigate the association of crashes in between time periods. This statistic can be converted into a number of other effect sizes (Field & Gillett, 2010), and is often used in studies on individual differences in accident record (af Wåhlberg, 2009; af Wåhlberg, Barraclough & Freeman, 2016). Therefore, the
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\(^2\) The terminology used here is similar to that of our definition of behavioural culpability (af Wåhlberg & Dorn, 2007), but it is probably used to determine legal responsibility by the present company.
present results can be compared to other findings, i.e. meta-analysed along with previous results in this field (af Wåhlberg, 2009).

The type of meta-analysis applied in the present study can be viewed as a kind of moderator analysis. It has been found that the correlation between crashes in different time periods is heavily dependent upon the variance in the variables (af Wåhlberg, 2009), which can be estimated from the mean of crashes. Therefore, longer time periods and samples with higher risk will yield larger coefficients. As the current samples did not yield enough values to establish exactly how the coefficients increase with the variance (as estimated from the mean), previously published data from af Wåhlberg (2009) was used for this purpose. When a formula has been established for the increase in coefficients, this can be applied to hold variance constant in the current data, and make it possible to compare full time and part time drivers. This can be done by calculating the expected coefficients for their level of variance and the deviance of the actual values from these. However, it can also be accomplished by simply looking at the scatter plot of the association between correlations and means. If the part time drivers' values conform to the general pattern, their unequal exposure is not strengthening the correlations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Min-max</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>All accidents 2006</td>
<td>1.134</td>
<td>1.316</td>
<td>0-11</td>
<td>1.68</td>
</tr>
<tr>
<td>All accidents 2007</td>
<td>1.003</td>
<td>1.176</td>
<td>0-8</td>
<td>1.57</td>
</tr>
<tr>
<td>All accidents 2008</td>
<td>0.780</td>
<td>0.963</td>
<td>0-7</td>
<td>1.48</td>
</tr>
<tr>
<td>At fault accidents 2006</td>
<td>0.525</td>
<td>0.805</td>
<td>0-6</td>
<td>1.84</td>
</tr>
<tr>
<td>At fault accidents 2007</td>
<td>0.427</td>
<td>0.697</td>
<td>0-5</td>
<td>1.77</td>
</tr>
<tr>
<td>At fault accidents 2008</td>
<td>0.339</td>
<td>0.624</td>
<td>0-4</td>
<td>2.05</td>
</tr>
<tr>
<td>Age 2007-06-30 (years)</td>
<td>44.3</td>
<td>9.7</td>
<td>21.6-69.5</td>
<td>0.17</td>
</tr>
<tr>
<td>Experience 2007-06-30 (years)</td>
<td>6.8</td>
<td>5.6</td>
<td>1.5-43.3</td>
<td>2.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Min-max</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>All accidents 2006</td>
<td>0.753</td>
<td>0.996</td>
<td>0-4</td>
<td>1.26</td>
</tr>
<tr>
<td>All accidents 2007</td>
<td>0.796</td>
<td>0.927</td>
<td>0-4</td>
<td>1.09</td>
</tr>
<tr>
<td>All accidents 2008</td>
<td>0.559</td>
<td>0.926</td>
<td>0-4</td>
<td>1.84</td>
</tr>
<tr>
<td>At fault accidents 2006</td>
<td>0.376</td>
<td>0.678</td>
<td>0-2</td>
<td>1.52</td>
</tr>
<tr>
<td>At fault accidents 2007</td>
<td>0.430</td>
<td>0.649</td>
<td>0-3</td>
<td>1.48</td>
</tr>
<tr>
<td>At fault accidents 2008</td>
<td>0.247</td>
<td>0.503</td>
<td>0-2</td>
<td>1.94</td>
</tr>
<tr>
<td>Age 2007-06-30 (years)</td>
<td>45.4</td>
<td>12.0</td>
<td>24.8-68.2</td>
<td>0.41</td>
</tr>
<tr>
<td>Experience 2007-06-30 (years)</td>
<td>7.8</td>
<td>7.2</td>
<td>1.6-41.0</td>
<td>2.78</td>
</tr>
</tbody>
</table>

3. Results

In Tables 1-2 the descriptive statistics for the samples are displayed. A downward trend for crashes over time can be seen, which may be explained with reference to a general reduction in accident rate in the UK during this period; a casualty reduction of 11 percent between 2006 and 2008 has been reported (Department for Transport, 2008; 2009).

Next, the associations between number of crashes in different single years were investigated, for at fault and all crashes. As can be seen in Tables 3-4, these correlations were rather strong for this kind of study and time periods of single years (af Wåhlberg, 2009). This finding was expected, due to the high crash means (i.e. high variation) in the samples. Also, the correlations were much stronger when two years were summed and correlated with the third
year (Tables 5-6), i.e. correlations increase with the means of the crash variables (hypothesis 1).

Table 3 The correlations between number of accidents per driver (unit of analysis) in different (single) years in sample 1. All accidents in the lower left corner, at fault accidents only in the upper right. N=2277.

<table>
<thead>
<tr>
<th>Variable</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>-</td>
<td>.184***</td>
<td>.157***</td>
</tr>
<tr>
<td>2007</td>
<td>.317***</td>
<td>-</td>
<td>.144***</td>
</tr>
<tr>
<td>2008</td>
<td>.256***</td>
<td>.239***</td>
<td>-</td>
</tr>
</tbody>
</table>

*** p<.001

Table 4 The correlations between number of accidents per driver (unit of analysis) in different (single) years in sample 2. All accidents in the lower left corner, at fault accidents only in the upper right. N=93.

<table>
<thead>
<tr>
<th>Variable</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>-</td>
<td>.024</td>
<td>.110</td>
</tr>
<tr>
<td>2007</td>
<td>.215*</td>
<td>-</td>
<td>.170</td>
</tr>
<tr>
<td>2008</td>
<td>.258*</td>
<td>.324**</td>
<td>-</td>
</tr>
</tbody>
</table>

* p<.05, ** p<.01

Table 5 The correlations between number of accidents per driver (unit of analysis) in different time periods (combinations of two versus one year) for sample 1. Values for all/at fault accidents) N=2277.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>-</td>
<td>.367***/.226***</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>-</td>
<td>-</td>
<td>.275***/.232***</td>
</tr>
<tr>
<td>2008</td>
<td>.277***/.173***</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6 The correlations between number of accidents per driver (unit of analysis) in different time periods (combinations of two versus one year) for sample 2. Values for all/at fault accidents) N=93.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>-</td>
<td>.290***/.080</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>-</td>
<td>-</td>
<td>.338***/.116</td>
</tr>
<tr>
<td>2008</td>
<td>.372***/.195</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*** p<.001
Correlation: $r = .74055$

Thereafter, these correlations were entered into the meta-analytic data for accident proneness from af Wåhlberg (2009), i.e. correlations for crashes in different time periods from various studies. The mean number of crashes for the total time period was also entered. Figures 1-2 show scatter plots for the association between time periods correlations and the mean number of crashes for the total time period. The data points from the present study were marked and fit well with other data.
Correlations culpable accidents = \(0.03390 + 0.12938 \times \text{Mean no of culpable accidents}\)

Correlation: \(r = 0.74297\)

Figure 2: The association between correlations between culpable crashes in different time periods and the mean number of culpable crashes for the whole time period. Meta-data from af Wåhlberg (2009), with the present results added, \(k=40\). Values were not independent (groups of correlations were taken from the studies), and were taken from both non-professional and professional driver samples. The data points from the present study are all within the drawn ellipse.

To ascertain whether the difference in size of correlations for full time and part time drivers were due to different variances, the regression formula for the meta-analytic association between correlations and crash means for professional drivers (a sub-set of the data shown in Figures 1-2) was used to calculate expected correlations from the means for the two samples. Thereafter, the deviation of the actual values from the expected ones could be calculated.

Under the assumption that most previous studies have indeed used full time drivers, the part time sample should deviate more, in a positive direction, than the full time sample. The regression formula for all crashes was \(0.162 + 0.05058 \times \text{mean of crashes}\), and for culpable ones; \(0.168 + 0.1393 \times \text{mean of crashes}\). Calculated from these values, it was found that there was indeed a positive deviation for the part time drivers for all crashes, which was larger than for the full time drivers. For culpable crashes, however, the result was reversed, with a larger negative deviance for the part time drivers. There was thus no evidence of any increase in effect sizes for the part time sample (hypothesis 3).

Similarly, calculated on both samples, culpable crashes had some 50 percent smaller correlations than expected, while all crashes had ten percent higher values than expected. The current data can therefore be seen to deviate from the pattern of previous data concerning the distinction between all crashes and culpable ones and does not conform to the predicted effect (hypothesis 2).
4. Discussion

4.1 Results

As can be seen from the results, accident records for bus drivers are indeed stable over time. The degree of stability fits well with previously published data, with the mean of accidents in the sample as a very strong determinant (moderator) of the effect sizes found. Evidence of a stronger stability for at fault crashes was not found, however. If stable differences in amount of driving cause part of the stability of crash record between time periods, full time drivers should yield weaker between-periods correlations than part time drivers. Comparing results for these groups showed that this was not the case.

4.2 Limitations

As usual, there are many methodological problems inherent in the present study, which could be forwarded as explaining the results. In the current data, the main problem is the use of company data gathered for purposes other than research. Errors and biases of various types could therefore have contaminated the data.

It is possible that some drivers had been driving more dangerous routes than others. This kind of effect has been investigated by Häkkinen (1979) and found to be negligible for stability (although the risks differed between routes, duty rotation cancelled this effect). Cresswell and Froggatt (1963), on the other hand, did find significant differences between groups of drivers, but those were for larger geographical areas and types of buses/services, and are thus not applicable for the present data.

The basis of the methodology is really the assumptions concerning full time and part time drivers work patterns, for which there was no detailed data available. It is conceivable that working hours were not distributed in the way required for the computations to be valid. More specifically, part time drivers could have been working on very uneven schedules, thus creating differences in exposure which were not stable over time. There is no possibility of ascertaining to which degree this could have been the case.

Sick leave data was not available. It is therefore possible that some drivers with poor health were more often on leave and therefore were less exposed to risk, in a manner that would be stable over time. However, this should at least have the same kind of effect for full time and part time drivers, unless some sort of assumption about differences in health between these categories is made.

Hypothesis 2, concerning the effect of culpability on stability of accident record was not upheld in the present data. However, this could be expected, as previous investigations have indicated that in the present dataset, culpability has not been correctly assigned (Dorn & af Wahlberg, 2018). Whether the size of this error can explain the size of the deviance would be possible to calculate, but was beyond the aims of the current study.

4.3 Conclusions

The novelty in the present study lies in the test of effects of differential exposure on the stability of crash record over time by comparing samples with different exposure patterns.
Only af Wåhlberg and Dorn (2019) has reported accident proneness coefficients controlled for exposure, but used hours of driving instead of type of employment. What can the concept of accident proneness be useful for? For one thing, it stresses the importance of inherited characteristics and/or habitual behaviour in traffic rather than the effects of the environment. This gives a very different perspective on accident involvement, and possibilities for future research. For example, research into how strongly accident record is inherited in families is rare (for an exception, see Bianchi & Summala, 2004). The accident proneness concept would also predict that driver behaviour is rather difficult to change in the long term, as evidenced by the failure of all types of driver education and training (Lonero, 2008; Ker et al., 2005; Masten & Peck, 2004; Mayhew & Simpson, 2002; Peck, 2011; Roberts, Kwan & Cochrane Injuries Group Driver Education Reviewers, 2008; Strathman, Kimpel & Leistner, 2007; af Wåhlberg, 2007a; but see also af Wåhlberg, 2018). This consequence of accident proneness would seem to indicate the importance of individual differences in traffic safety, and the need to develop better methods for identifying them before hiring drivers. Similarly, if individual differences in accident proneness in drivers who have been hired can be detected before crashes start to happen, drivers high on this trait could be targeted with better interventions using behavioural change techniques, or removed from this type of job.

However, the accident proneness concept is difficult to use when it comes to removing dangerous drivers from the population, if crash data is the only information available, as shown by Arbous and Kerrich (1951; Bernacki, 1976). The stability of crash record is only apparent when the time periods studied are rather long. It will take years before even a rather extreme professional driver has accumulated so many crashes as to make it very certain that this person should not be driving, and for non-professional drivers it could be decades. Better methods for identifying accident proneness are therefore the preferable solution. But how should accident proneness be measured? In the present paper, only a secondary effect of this apparent trait has been studied, as in the main, accidents are the outcome of behaviour. It is this behaviour which accident proneness predicts to be stable over time. However, research into this kind of question is very rare within traffic safety (for exceptions, see Whitlock, Clouse & Spencer, 1963; af Wåhlberg, 2004; 2007b), where participants are seldom measured more than once. This lack of knowledge about the stability of various measurements thought to be related to crash involvement probably explain the mostly very small coefficients found in such studies (e.g. Vaa, 2003; af Wåhlberg, Barraclough & Freeman, 2015; 2016). If test-retest reliability of measurements could be improved upon, for example by averaging them over several occasions, this would improve their predictive power (Rushton, Brainerd & Pressley, 1983; af Wåhlberg, 2009). It can therefore be concluded that research into individual differences in crash tendency need to take the stability issue into account more often, so that more efficient tests of accident proneness can be developed.
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