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Abstract—To efficiently restore electricity customers from 

a large-scale blackout, this paper proposes a novel mixed-

integer linear programing (MILP) model for the optimal 

disaster recovery of power distribution systems. In the pro-

posed recovery scheme, the maintenance crews (MCs) are 

scheduled to repair damaged components, and the restora-

tion crews (RCs) are dispatched to switch on the manual 

switches. Then, the MC and RC dispatch models are inte-

grated into the disaster recovery scheme, which will gener-

ate an optimal sequence of control actions for distributed 

generation (DG), controllable load, and remote/manual 

switches. Besides, to address the time scale related chal-

lenges in the model formulation, the technical constraints 

for system operation are investigated in each energization 

step rather than time step, hence the co-optimization prob-

lem is formulated as an “event-based” model with variable 

time steps. Consequently, the disaster recovery, MC dis-

patch and RC dispatch are properly cooperated, and the 

whole distribution systems can be restored step by step. 

Last, the effectiveness of the co-optimization model is vali-

dated in the modified IEEE 123 bus test distribution sys-

tem.1 

Index Terms—Disaster recovery, distribution system, switching 

sequence, maintenance crew, restoration crew, resilience 

NOMENCLATURE 

1) Sets and Indices 

Bm Set of branches in node cell m 

DP Set of depots 

EMC Set of travel paths connecting depots and damaged

components 

ERC Set of travel paths connecting depots and manual 

switches 

I , B  Sets of nodes and branches 

N Set of node cells 

NBS Set of node cells containing the substation or 

black start DG 

n(i),m(i) Sets of parent buses and children buses of bus i 

VMC Set of crew depots and damaged components 

V
MC 

m   Set of damaged components in the cell m 

VMSW Set of manual switches 
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V
MSW 

a  Set of the manual switch at vertex a 

VRC Set of crew depots and manual switches 

VRSW Set of remote-controlled switches 

Ωc 

m set of the loads and DGs in the node cell m 

T  Set of the energization time tc 

ϒ Set of switchable loads and DGs 

a,b Indices for vertices in graph GRC (VRC, ERC) 

c Index for loads and DGs 

dp Index for depots 

dp(mc) Index for the depot where the mc travels starting 

and returning. 

dp(rc) Index for the depot where the rc travels starting 

and returning. 

i,j Indices for nodes 

k,l Indices for vertices in graph GMC (VMC, EMC) 

m,n Indices for node cells 

mc Index for maintenance crews 

rc Index for restoration crews 

t Index for time 

2) Parameters 

M The large number used in linearization method 

P
L 

i  Active loads at bus i 

P
max 

i  , Q
max 

i   The active and reactive power limits of DG at 

bus i 

Pmax 

i,j  ,Qmax 

i,j   The active and reactive power limits of line ij 

Ri,j ,Xi,j  The resistance and reactance of line ij 

Tc Energization time delay for the switchable load 

or DG c  

T
MSW 

a,rc  The time needed by the crew rc to close the man-

ual switch at vertex a 

T
RP 

k,mc The time needed by the crew mc to repair the the 

component at vertex k 

T
RSW 

m,n  The operating time of the remote-controlled 

switch connecting m and n 

T
TRA 

a,b,rc The required time of the crew rc to travel from 

the vertex a to b 

T
TRA 

k,l,mc The required time of the crew mc to travel from 

the vertex k to l 

U0  The reference voltage magnitude 
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U
max 

i  ,U
min 

i   The maximum and minimum voltage magni-

tudes at bus i 

L The power factor for load 

ωi  The priority weight of the load at node i 

ε The small number used in linearization method 

2) Decision Variables 

A
DRM 

m  The time when the node cell m is energized 

A
MC,AR 

k,mc  The time when the crew mc arrives at the dam-

aged component at vertex k 

A
MC,RP 

k  The time when the reparation for the damaged

component at vertex k  is accomplished 

A
RC,AR 

a,rc  The time when the crew rc arrives at the manual 

switch at vertex a 

A
RC,MSW 

a  the time when the manual switch at vertex a  is

closed 

A
RSW 

m,n  The closing time of the remote-controlled 

switch connecting m and n 

Pi,j,t ,Qi,j,t Active and reactive power flow of line ij at time

t 

P
g 

i,t , Q
g 

i,t Active and reactive power output of DGs at bus 
i and time t 

tc The energization time of component c 

t
L 

i  The energization time of the load at node i 

x
DRM 

m,n  Binary variable indicating whether the switchable 

line between node cell m and n is closed and en-

ergized with m preceding n 

x
EGS 

c,t  Binary variable indicating the energization sta-

tuses of the component c at time t 

x
EGS 

i,j,t  Binary variable indicating the energization sta-

tuses of the line ij at time t 

x
EGS,L 

i,t , x
EGS,G 

i,t  the energization statuses of loads and DGs at 

node i and time t 

x
EGS 

m,n,t Binary variable indicating the energization sta-

tuses of the switchable line mn at time t 

x
MC 

k,l,mc Binary variable indicating whether a maintenance

crew mc travels from the vertex k to l. 

x
RC 

a,b,rc Binary variable indicating whether a crew rc trav-

els from the vertex a to b 

4) Acronyms 

AMI Advanced metering infrastructure 

CIS Customer information system 

DG Distributed generator 

DRM Disaster recovery model 

GIS Geographic information system 

MC Maintenance crew 

MCDM Maintenance crew dispatch model 

MILP Mixed-integer linear programing 

OMS Outage management system 

PRFI Protective relays and fault indicator 

RC Restoration crew 

RCDM Restoration crew dispatch model 

SCADA Supervisory control and data acquisition 

 

I. INTRODUCTION 

OWER distribution systems are often vulnerable to natural 

disasters due to the fragile energy infrastructure. For exam-

ple, in 2017, Hurricane Harvey and Irma damaged massive fa-

cilities in power distribution systems leading to the interrupted 

power supply to nearly 300 thousand homes [3] and 15 million 

customers [4]. The importance of protecting power distribution 

systems from catastrophes has been highlighted by researchers 

[1], and a series of measures have been taken by utilities to en-

hance the system resilience [2]. Consequently, it is critical to 

design an effective disaster recovery model for the power dis-

tribution systems to restore customers from power outages in a 

timely manner.  

In particular, a feasible disaster recovery model (DRM) aims 

to integrate maintenance crew dispatch model (MCDM) and 

restoration crew dispatch model (RCDM) to reflect the role and 

impacts of repair crews in system restoration. The interrelation 

and interdependence of DRM, MCDM and RCDM are pro-

posed in Fig. 1.  The restoration of a fault zone will depend on 

the repair time of damaged components that is highly dependent 

on maintenance crew (DRM couples with MCDM). The ener-

gization to a manually switched feeder is constrained by the ar-

rival time of restoration crews (DRM couples with RCDM). In 

addition, if a fault zone is energized by manual switches, these 

switches will require to be remain open for the isolation of dam-

aged components until being repaired (MCDM couples with 

RCDM). Hence, it is essential to co-optimize these models to 

improve the service restoration. However, the interdependence 

of DRM, MCDM and RCDM has not been comprehensively 

studied in the existing research. For example, common restora-

tion models only considered the efficient utilization infrastruc-

ture and facilities in distribution systems, e.g., microgrids [5]-

[6], dispatchable DGs [7], renewable energy [8] and transport-

able energy storage [9]. Although these studies have signifi-

cantly contributed to the service restoration of distribution sys-

tems, the interrelation of maintenance and restoration crews 

with MCDM and RCDM may deteriorate the feasibility and op-

timality of the restoration solution. Consequently, some work 

has been conducted to integrate the maintenance crew (MC) 

dispatch [10]-[13] and manual switch operation [14] into the 

DRM. In [10], a MC routing model was formulated and embed-

ded into the disaster recovery problem of distribution systems. 

Further, the uncertainty of repair time was considered, and a 

two-stage service restoration model was designed in [11]. In 

[12], the service restoration model of distribution systems was 

cooperated with the MC and mobile power source dispatch sim-

ultaneously. In [13], a pre-hurricane repair team placement 

model was proposed to reduce the outage duration and costs of 

electricity interruption in distribution systems. In [14], the dif-

ferent operation timescales of remote-controlled and manual 

switches were investigated in the DRM, but the restoration crew 

(RC) routing problem that leads to the time scale difference was 

not considered. It can be seen that the interrelation of DRM, 

MCDM and RCDM has not been fully investigated, and the co-

optimization of these restoration models remain unsolved. 

In addition to the coordination of DRM, MCDM and RCDM, 

a practical distribution system restoration model is also required 
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to generate the final configuration of the restored network, 

along with a step by step switching sequence towards this con-

figuration [15]. However, most of existing studies only focused 

on the final configuration from the DRM model [7]-[12], which 

will result in final configuration infeasible if any constraints vi-

olation made during the switching stages. Therefore, several re-

search attempted to integrate the switching sequence into the 

DRM model, solving by heuristic methods (e.g., tabu search 

method [16], fuzzy algorithm [17], and expert system [18]) and 

mathematical optimization (e.g., MILP in references [14], [19] 

and [20]). These studies have made considerable progress in 

generating the switching sequence for the independent DRM. 

However, when the DRM, MCDM and RCDM are co-opti-

mized, new challenges have arisen to obtain the optimal config-

uration and corresponding switching sequence. For example, 

the manual switch operation is constrained by the RC routing 

problem; and the different time scales of DRM, MCDM and 

RCDM need to be addressed because employing small time 

steps for solution will increase the computational burden, 

whereas using large time steps for solution will render an inef-

ficient solution [19].  

In this paper, three research questions in designing and co-

optimizing restoration models are addressed: 1) How to formu-

late the DRM, MCDM and RCDM. and the interdependence of 

these models; 2) how to address the different time scales of 

DRM, MCDM and RCDM in the disaster recovery process, and 

3) how to effectively solve and co-optimize the proposed mod-

els. The main contributions of this paper are summarized as fol-

lows. 

Fig.1. Interrelation among DRM, MCDM and RCDM. 

To conclude, designing this co-optimization model has diffi-

culties mainly in three aspects: 1) How to formulate the DRM, 

MCDM, RCDM and the interdependence among these models; 

2) how to address the different time scales of DRM, MCDM 

and RCDM, and 3) how to promptly solve this co-optimization 

model. To bridge these research gaps, a co-optimization model 

coordinating the DRM, MCDM and RCDM is proposed in this 

paper Summarily, the main contributions of this paper are enu-

merated as follows. 

1) A novel DRM-MCDM-RCDM co-optimization model is 

proposed, where the DRM, MCDM and RCDM are modelled 

and integrated by investigating their interrelation and interde-

pendency. 

2) The co-optimization problem is formulated as an “event-

based” model that is dependent on system operational con-

straints in energization steps. The model is flexible and variable 

in time steps rather than having a fixed time step for the whole 

model.  

3) The “Big-M” and “Small-ε” based linearization tech-

niques are proposed, together with the clustering methods to 

pre-process the co-optimization model for the reduction of 

computational burden. Therefore, the optimal system configu-

ration and switching sequence can be effectively obtained and 

be compatible with the solvers. 

The remaining paper is organized as follows. The mathemat-

ical formulation of the co-optimization model is proposed in 

Section II. The linearization and clustering methods are pre-

sented in Section III. The numerical test is performed in Section 

IV. The conclusion is drawn in Section V. 

II. MATHEMATICAL FORMULATION 

In this section, the methodology to propose the DRM-

MCDM-RCDM co-optimization model is firstly introduced in 

Section II-A, then the mathematical formulations of MCDM, 

RCDM and DRM are presented in Section II-B, II-C and II-D, 

respectively. Last, the interdependence of sub-models is ad-

dressed in Section II-E, and key factors such as objective func-

tion, constraints, data uncertainty and errors of co-optimization 

model are discussed in Section II-F. 

A. Methodology 

As shown in Fig. 2,  to recover the multiple faults in distri-

bution systems caused by a natural disaster, the outage manage-

ment system (OMS) will firstly collect data based on the situa-

tional awareness of various information systems including su-

pervisory control and data acquisition (SCADA) system, cus-

tomer information system (CIS), geographic information sys-

tem (GIS), advanced metering infrastructure (AMI), protective 

relays and fault indicators (PRFI) and the reports from the on-

site crews [20]. It is worth mentioning that the sufficient infor-

mation from situational awareness systems is critical for the 

fault location determination and isolation, damage assessment, 

system state identification and service restoration. Then, based 

on the collected information, the fault components are located 

and isolated by switching off the corresponding switches. After 

that, the damage assessment is conducted to estimate the repair 

time, and subsequently the available resources for service res-

toration are determined by the system state identification, such 

as the availability of DGs, MCs and RCs. Last, the proposed 

DRM-MCDM-RCDM co-optimization model is used to effec-

tively dispatch the MCs and RCs, and generate the optimal se-

quence of control actions for DGs, controllable loads, and re-

motely/manually operated switches.  

 
Fig.2. Framework of the proposed disaster recovery methodology. 

B. Maintenance Crew Dispatch Model 

The MCDM is an essential part of the co-optimization model, 

which aims to transport the MCs and repair the damaged com-

ponents effectively, as a key requirement of restoring the cus-

tomers in faulty zones. The MCDM can be divided into two in-

terdependent sub-tasks of modelling: the routing task to deter-

mine the MCs’ travel path, and the scheduling task to set the 

timetable of MCs’ repair work [12]. 

In the MC routing problem, let VMC and EMC denote the set of 

vertices and edges in undirected graph GMC (VMC, EMC). The ver-

tices (denoted as k and l) in graph contain the depots (denoted 
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as dp) and damaged components. The edges in graph represent 

the available travel paths connecting two vertices. Let the bi-

nary variable x
MC 

k,l,mc denote whether a maintenance crew mc trav-

els from the vertices k to l. The binary variable x
MC 

k,l,mc equals 1 if 

mc travels from k to l, and 0 otherwise. According to these def-

initions, the MC routing problem can be formulated as follows. 

Each maintenance crew mc travels in graph GMC starting 

from a depot dp(mc) and returning to the same depot. Moreover, 

the mc will not travel to the depots expect for dp(mc), i.e., : 

( ), , , ( ),

, , , ,

1,     

0,     ,   / { ( )}

MC MC
dp mc k mc k dp mc mc

k k

MC MC
dp k mc k dp mc

k k

x x mc

x x mc dp DP dp mc

  



    

 

          

(1) 

For each mc arriving at the vertex k, the mc will leave k and 

move to the next vertex, which means: 

, , , ,  1,   ,  / MC MC MC
k l mc l k mc

l l

x x mc k V DP     
                        

(2) 

Each damaged component is repaired by one mc, hence: 

, , 1,  / MC MC
l k mc

mc l

x k V DP  
                                                

(3) 

In the MC scheduling problem, let A
MC,AR 

k,mc  denote the time 

when the crew mc arrives at vertex k, and let A
MC,RP 

k  denote the 

time when the repair work for the damaged component at vertex 

k  is completed. Then, let be the expected time needed by the 

crew mc to repair the component at vextex k, and let T
TRA 

k,l,mc be the 

required time of the crew mc to travel from the vertex k to l. It 

is noted that the value of T
RP 

dp,mc is set as 0. Let M denote a large 

number that is used in model formulation and linearization. Un-

der these definitions, the MC scheduling problem can be mod-

eled as follows. 

If a crew mc travels from the vertex k to l (i.e., x
MC 

k,l,mc=1), the 

crew mc will arrive at vertex l at time  A
MC,AR 

l,mc = A
MC,AR 

k,mc + T
RP 

k,mc+ T
TRA 

k,l,mc. This constraint can be formulated as: 

, ,
, , , , , , ,

, ,
, , , , , , ,

(1 ) M,  , ,

(1 )M,  , ,

MC AR MC AR MCRP TRA MC
l mc k mc k mc k l mc k l mc

MC AR MC AR MCRP TRA MC
l mc k mc k mc k l mc k l mc

A A T T x mc k l V

A A T T x mc k l V

         


        
 (4) 

For each vertex, the relationship between the A
MC,AR 

k,mc  and         A
MC,RP 

k  can be modeled as shown in (5). 

 

, ,
, , , ,( ),    MC RP MC AR MCRP MC

k k mc k mc l k mc
mc l

A A T x k V     
                       

(5) 

In the equation (5), if a crew mc is not dispatched to repair 

the component at vertex k, the value of A
MC,AR 

k,mc  is set as 0, i.e.,: 

 

,
, , ,0 M ,    ,MC AR MC MC

k mc l k mc
l

A x mc k V     
                                 

(6) 

In the MC routing problem, there can be a case that some 

MCs are not assigned repair tasks when there are more MCs 

than damaged components. In this case, if we define kl, all 

MCs will be assigned repair tasks and dispatched from the de-

pot dp(mc) to other vertices according to Eq. (1). Moreover, at 

least one damaged component will be visited by two MCs, 

thereby being in conflict with Eq. (3). Hence, the definition of 

kl can render the restoration model infeasible in this case. 

Instead, we do not define kl in the MC routing problem, and 

the restoration model can enforce “ x
MC 

k,k,mc=1” only for the MCs 

with no repair task and k=dp(mc) by the strategical parameter 

setting. Specifically, if a mc is assigned the repair tasks, the 

solutionx
MC 

k,k,mc=1 can serve as the alternative which indicates that 

the vertex k is visited by the crew mc. To avoid this solution, 

the value of T
TRA 

k,l,mc(kVMC) is set to be a large number. In this 

case, the solution x
MC 

k,k,mc=1 will lead to more time delay for the 

reparation and more load curtailments. Hence, the restoration 

model will generate the solution where x
MC 

k,k,mc=0. Then, if a mc is 

not assigned the repair tasks, we can obtain x
MC 

k,l,mc =0 

(k,lVMC/ DP), certainly x
MC 

k,k,mc=0 (k VMC/ DP), according to 

the definition for the variable x
MC 

k,l,mc. Moreover, since the mc is 

not dispatched from the depot dp(mc) to other vertices, we can 

obtain x
MC 

dp(mc),k,mc=0 (k VMC/ {dp(mc)}). In further, according to 

Eq. (1), x
MC 

dp(mc),dp(mc),mc=1 can be obtained in the solution in this 

case. Consequently, the value of x
MC 

dp(mc),dp(mc),mc can be used to indi-

cate whether a mc is assigned the repair task or not in the pro-

posed restoration model. 

C. Restoration Crew Dispatch Model 

After multiple faults in distribution systems, the remotely 

and manually controlled switches need to be operated coordi-

nately to promptly restore the customers. However, the dispatch 

of RCs for manual switches takes time varying from minutes to 

hours, which is much longer than the time to operate the remote-

controlled switches. Moreover, it is uneconomical and imprac-

tical to replace all manual switches with remote-controlled 

switches [21]. Consequently, an efficient RCDM plays an im-

portant role in the service restoration of distribution systems 

considering both types of switches. 

The RCDM contains two interdependent sub-tasks, i.e., the 

RC routing problem and the RC scheduling problem.  In the RC 

routing problem, the undirected graph GRC (VRC, ERC) is first de-

fined. In this graph, vertices (denoted as a and b) contain the 

depots (denoted as dp) and manual switches, and edges repre-

sent the available travel paths connecting two vertices. Also, the 

binary variable x
RC 

a,b,rc is introduced to indicate whether a crew rc 

travels from the vertex a to b. The binary variable x
RC 

a,b,rc equals 1 

if rc travels from a to b, and 0 otherwise. Then, the RC routing 

problem can be formulated as follows. 

( ), , , ( ),

, , , ,

1,     

0,     ,   / { ( )}

RC RC
dp rc a rc a dp rc rc

a a

RC RC
dp a rc a dp rc

a a

x x rc

x x rc dp DP dp rc

  



    

 

                

(7) 

 1,   ,  / RC RC RC
a,b,rc b,a,rc

b b

x x rc a V DP     
                           

(8) 

, , 1,  / RC RC
b a rc

rc b

x a V DP  
                                                 

(9) 

Constraint (7) denotes that each restoration crew rc travels 

from a depot dp(rc) and returning to the same depot. Moreover, 

the rc will not travel to the depots expect for dp(rc). Constraint 

(8) indicates that once a crew rc closes the manual switch at 

vertex a, he will move to the manual switch at the next vertex 

b. Constraint (9) represents that a manual switch at vertex a can 

be operated by one crew only. It is noted that the definitions of 

constraints (7) and (8) are similar to those of (1) and (2). How-

ever, the constraint (3) is not mapped to (9), because the resto-
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ration of the whole distribution system can be achieved by clos-

ing only part of manual/remote switches, hence, only part of 

manual switches need to be attended by RCs. 

In the RC scheduling problem, A
RC,AR 

a,rc  is introduced to repre-

sent the time when the crew rc arrives at the manual switch at 

vertex a, and A
RC,MSW 

a  denotes the time when the manual switch 

at vertex a   is closed. Then, T
MSW 

a,rc  denotes the time of the crew 

rc to close the manual switch at vertex a, and T
TRA 

a,b,rc represents 

the required time of the crew rc to travel from a to b. It is noted 

that the value of T
MSW 

a,rc  is set as 0. Based on these definitions, the 

RC scheduling problem can be formulated as follows. 

If the manual switch at vertex a is closed by a crew rc at time 

A
RC,MSW 

a , he or she will spend T
TRA 

a,b,rc time traveling from a to b, and 

arriving at b at time A
RC,AR 

b,rc , which means: 

, ,
, , , , ,

, ,
, , , , ,

(1 ) M,  , ,

(1 ) M,  , ,

RC AR RC MSW RCTRA RC
ab rc a b rc a b rc

RC AR RC MSW RCTRA RC
ab rc a b rc a b rc

A A T x rc a b V

A A T x rc a b V

        


       
      (10) 

For each vertex a, the relationship between A
RC,AR 

a,rc  and A
RC,MSW 

a  

is formulated as (11). 

, ,
, , , , , ,( ) M (1 ),  RC MSW RC AR MSW RC RC RC

a a rc a rc b a rc b a rc
rc b rc b

A A T x x a V         
       (11) 

It can be seen that, the formulation of (11) is different from 

(5) in two aspects. First, all damaged components need to be 

repaired, but only part of manual switches need to be visited by 

RCs since only part of manual/remote switches can restore the 

whole system. Hence, the binary x
RC 

b,a,rc is introduced into (11) to 

represent whether the switch at vertex a needs attending. Sec-

ond, as depicted in Fig. 3a and Fig. 3b, constraint (5) is limited 

as an equation for A
MC,RP 

k , but constraint (11) is relaxed as a range 

for A
RC,MSW 

a  because the value of  A
RC,MSW 

a  is constrained by both 

RCDM and DRM. Therefore, RCDM only provides a feasible 

time interval for closing the manual switches (i.e., constraint 

(11)), and the accurate A
RC,MSW 

a  will be finally determined by the 

DRM. 

Besides, similar to (6), if a manual switch at vertex a is not 

visited and closed by a crew rc, the value of A
RC,AR 

a,rc  is set to 0, 

i.e.,: 
,

, , ,0 M ,    ,RC AR RC RC
a rc b a rc

b

A x rc a V     
                                

 (12) 

 
Fig. 3a. Maintenance for component k. 

 
Fig. 3b. Operation for the manual switch at vertex a . 

Similarly, we do not define ab in the RC routing problem, 

and the restoration model can enforce “ x
RC 

a,a,mc=1” only for the 

RCs with no task of closing manual switches and a=dp(rc) by 

setting T
TRA 

a,a,rc(aVRC) to a large number. 

D. Disaster Recovery Model 

In this paper, the DRM generates the switching sequence to 

energize the distribution system step by step, and dispatches the 

DGs sequentially to restore the customers. Correspondingly, the 

DRM is formulated as two interdependent sub-problems of 

modelling: the first task is to determine the energization path 

and timetable as shown in Section II-D-1, and the second task 

is to dispatch the DGs and checking the technical constraints in 

each energization step as shown in Section II-D-2. 

1) Energization path and timetable 

In this section, the energization path and timetable are mod-

eled, and the energization status of components in energization 

steps are determined.  

Energization path. Energization path is defined as follows. A 

node cell is defined as a cluster of nodes which are connected 

by non-switchable lines, such as node cell 1 in Fig. 4. A binary 

variable x
DRM 

m,n  is introduced for each switch, x
DRM 

m,n =1 represents 

that the switchable line between node cell m and n is closed and 

energized from m to n.  For example, in Fig.4, the node cells are 

energized with the sequence of 1→2 →3, hence, xDRM 

1,2 = x
DRM 

2,3 =1, 

and x
DRM 

2,1 = x
DRM 

3,2 =0. Moreover, let N denote as the set of node 

cell, and NBS denote as the set of specific node cells that contains 

the substation or black start DG. Based on these definitions, the 

energization path is modeled as follows. 

 
Fig.4. An example of the node cell and energization path. 

An energization path starts from a node cell mNBS, and 

should not go through the node cell mNBS to avoid the loop:  

, 0,      DRM BS
n m

n

x m N  
                                                       

(1

3) 

Each cell mN/NBS should be visited by one energization 

path to energize all cells and make the network operate radially: 

, 1,      /DRM BS
n m

n

x m N N  
                                                  

 (1

4) 

Energization timetable. First, the energization time of node 

cells is determined. Let A
DRM 

m  and A
DRM 

n  denote the time when the 

node cell m and n are energized, respectively. Let T
RSW 

m,n  denote 

the operating time of the remote-controlled switch connecting 

m and n. and let VMSW and VRSW be the set of manual and remote-

controlled switches, respectively. Let A
RSW 

m,n  be the closing time 

of the remote-controlled switch connecting m and n. Conse-

quently, if a remote-controlled switch is installed on the line 

between m and n, A
DRM 

n  is determined by (15a), and A
RSW 

m,n  is con-

strained by (15b). 

, , , ,M(1 ) +M(1 ), ( , )RSW RSWDRM DRM DRM RSW
m n m n n m n m nA x A A x m n V         (15a) 

, , ,M (1 ), ( , )RSW RSWDRM DRM RSW
m n m m n m nA A T x m n V      

                
(15b) 

In Eq (15b), the left and right sides are unequal for two rea-

sons. First, the value of A
RSW 

m,n  is constrained by the binary varia-

ble x
DRM 

m,n , i.e., whether the switchable line between m and n is 

energized from m to n or not during the restoration process. Spe-

cifically, if x
DRM 

m,n =0, the relationship between A
RSW 

m,n  and A
DRM 

m + T
RSW 

m,n  should be relaxed, and it can be achieved by A
RSW 

m,n ≥ ADRM 

m +  T
RSW 

m,n M according to Eq (15b). If x
DRM 

m,n =1, it can be obtained from 

Eq (15b) that A
RSW 

m,n ≥ADRM 

m + T
RSW 

m,n . However, the proposed model 

1,2 1DRMx 
2,3 1DRMx 
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aims to minimize the load curtailments. In this case, the model 

can enforce the value of A
RSW 

m,n  to be identical to A
DRM 

m + T
RSW 

m,n , to 

reduce the outage duration of cell n if the cell n can be energized 

at time A
DRM 

m + T
RSW 

m,n . The second reason is related to the repara-

tion for the damaged components in cell n. Specifically, If x
DRM 

m,n

=1, the switchable line between m and n should be closed after 

the damaged components in cell n have been repaired. Hence, 

if the value of the reparation time for damaged components in 

cell n is larger than the value of A
DRM 

m + T
RSW 

m,n , the cell n cannot be 

energized at time A
DRM 

m + T
RSW 

m,n . In this case, the value of A
RSW 

m,n  

should be formulated as A
RSW 

m,n ≥ADRM 

m + T
RSW 

m,n  instead of A
RSW 

m,n =A
DRM 

m

+ T
RSW 

m,n , as we modeled in Eq. (15b). 

Similarly, if a manual switch at vertex a  is installed on the 

line between m and n, the energization time of cell n is deter-

mined by (16a), and the closing time of the manual switch at 

vertex a is constrained by (16b).  
, ,

, ,M(1 ) +M(1 ),RC MSW RC MSWDRM DRM DRM MSW
a m n n a m nA x A A x a V              (16a) 

,
, ,M(1 ),RC MSW MSW RCDRM DRM MSW

a m a rc m nb,a,rc
rc b

A A T x x a V          
(16b) 

It is noted that equations (16a)-(16b) serve as the coupling 

constraints of RCDM and DRM. Specifically, in RCDM, con-

straint (11) defines a time range as feasible time interval for 

closing the manual switch at vertex a, and in DRM, the accurate 

time, i.e., A
RC,MSW 

a , will be determined by the (16). An example 

of timeline to close the manual switches is shown in Fig. 5. 

 
Fig.5. An example of determining the timeline of closing manual switches. 

Then, the energization time of loads and DGs is determined. 

Let tc be the energization time of component c. Let T  be the 

set of tc. For example, in Fig.4, if the energization time of the 

loads at node 1, 2, …, and 12 is t1, t2, …, and t12, respectively, 

T is defined as {t1, t2, …, t12}. Let ϒ be the set of all switchable 
loads and DGs in distribution systems. Moreover, we define Ω
c 

m as the set of loads and DGs in the node cell m. Subsequently, 

tc can be modeled as follows. 

If the node cell m is energized at time A
DRM 

m , the switchable 

loads and DGs in the cell m can be energized after the time de-

lay of Tc, as modeled in (17). It is worth mentioning that the 

time delay denotes the switch operation time (manually or re-

mote-controlled) for the switchable loads, and synchronization 

time for the DGs, respectively.  

+ ,     ,   cDRM
c m c mt A T m N c     I                                      (1

7) 

Eq (17) indicates that the energization to the switchable loads 

and DGs in cell m can be later than the energization to cell m 

due to the operational constraints, such as the power balance. 

For example, the node cell m can be energized at t=100min, and 

the time delay of the switchable loads and DGs in cell m is set 

to be 1min and 10min, respectively. Consider a case that the 

remaining power capacity is not enough to energize all switch-

able loads in cell m at t=101min, due to the power capacity lim-

its of the substation. However, when the DGs in cell m are en-

ergized at t=110min, the power capacity is enough to energize 

all loads in cell m. In this case, the energization time of the 

switchable loads in cell m is constrained by the operational con-

straints, hence the energization time should be modeled as an 

unequal formulation, i.e., Eq (17). Moreover, if all loads can be 

energized at t=101min, the unequal formulation of Eq (17) is 

also workable because the restoration model can enforce the en-

ergization time of switchable loads to be 101min to reduce the 

load curtailments. 

For the non-switchable load c in cell m, the load will be en-

ergized immediately when the cell m is energized, i.e., : 

,     , / cDRM
c m mt A m N c                                                  (1

8) 

Energization status. The operating conditions of distribution 

systems are changed when the loads or DGs are energized. 

Therefore, it is unnecessary to check the technical constraints 

in each time step. In this paper, the energization statuses of 

loads and DGs (19), remote-controlled switchable lines (20), 

manually switchable lines (21) and non-switchable lines (22) at 

energization steps tcT are determined, and the technical con-

straints are only checked at tcT instead of all time steps. The 

difference between time step and energization step is shown in 

Fig. 6. Energization step is defined as a time step when loads or 

DGs are energized. Consequently, the different time scales of 

DRM, MCDM and RCDM is well coordinated, and the co-op-

timization method is formulated as an “event-based” and varia-

ble time-step model. 

 
Fig.6. Comparison between time step and energization step. 

First, a binary variable x
EGS 

c,t  is defined as the energization sta-

tus of component c (i.e., loads and DGs) at time tT , and its 

value is determined by comparing t with tc. That is: 

,

0,        

1,        

c
EGS
c t

c

if t t
x

if t t


                                                              

(19) 

Then, a binary variable x
EGS 

m,n,t is defined as the energization sta-

tus of the switchable line mn at time tT . The value of  x
EGS 

m,n,t  

can be determined by (20) if cell m and n are connected by a 

remote-controlled switch, and determined by (21) if the cell m 

and n are connected by a manual switch. 

, ,

, , ,, ,

, , ,

0,     0

0,     1   , ( , )

1,      1  

DRM DRM
m n m n

EGS RSWDRM DRM RSW
m n n m m nm n t

RSWDRM DRM
m n n m m n

if x x

x if x x and t A m n V

if x x and t A

 
     
   

(20) 

, ,

,
, ,, ,

,
, ,

0,     0

0,     1   ,

1,     1  

DRM DRM
m n m n

RC MSWEGS DRM DRM MSW
m n m n am n t

RC MSWDRM DRM
m n m n a

if x x

x if x x and t A a V

if x x and t A

 

     
      

(21) 

Last, i and j are the nodes in distribution systems, and Bm is 

the set of branches in cell m. x
EGS 

i,j,t  is the energization status of 

line ij at time tT . Then, for any non-switchable line ijBm, 

the energization status can be obtained from: 

, ,

0,        
, , ,

1,        

DRM
m

EGS
mi j t DRM

m

if t A
x m N ij B t

if t A


     


T

                   

(22) 
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2) Operational constraints 

The operational constraints are formulated to dispatch DGs 

and guarantee the security of distribution systems at tT . In 

this paper, the linearized DistFlow model [22] is adopted, which 

has been widely employed and verified in system service resto-

ration [10], [23], [24]. Specifically, constraint (23) represents 

the active and reactive power balance at each node; the voltage 

drop across the branch is characterized by (24); constraints (25), 

(26) and (27) set the limits on line power flow, DG output and 

nodal voltage, respectively. Besides, if the load i can be restored 

at t=ti, x
EGS 

i,t =1 for the period t≥ti. In other words, the load i can 

be restored at time ti and will stay in “energization state” for 

t≥ti. In this case, the value of ∑ ��,����,��∈   is identical to the 

value of ∑ 1�∈  ��� ���� , which is equal to or greater than 1. 

However, if the load i cannot be restored during the recovery 

process, x
EGS 

i,t =0” for all t T . In this case, the value of ∑ ��,����,��∈   becomes 0. Hence, by applying the constraint (28), 

all customers are guaranteed to be restored. 

,
, , , , , ,

( ) ( )

, 1
, , , , , ,

( ) ( )

,
tan(cos ( ))

g EGS LL
i j t j i t i t i i t

j m i j n i

g EGS LL L
i j t j i t i t i i t

j m i j n i

P P P P x

i I t
Q Q Q P x 

 


 

    
  

    


 

 
T (23) 

, , , , , , , , 0 , ,

, , , , , , 0, , ,

( )/ M(1 )
( , ) ,

( )/ M(1 )

EGS
i t j t i j i j t i j i j t i j t

s EGS
i t j t i j i j i j tij t i j t

U U R P X Q U x
i j B t

U U R P X Q U x

        
     

T  (24) 

max max
, ,, , , , , ,

max max
, ,, , , , ,

    ( , ) ,

EGS EGS
i j ti j i j t i j i j t

EGS EGS
i j ti j i j t ij i j t

P x P P x
i j B t

Q x Q Q x

       
    

T                 (25) 

, ,max max
, , , ,0 , 0    ,g gEGS G EGS G

i t i i t i t i i tP P x Q Q x i I t       T        (26) 

maxmin
,                              ,i ti iU U U i I t    T                 (27) 

,
, 1,EGS L

i t
t

x i I


 
T

                                                                (28) 

It is noted that other technical constraints for service restora-

tion of distribution systems can be added in this section, such 

as the operation of energy storage [14], cold load pick-up [25], 

unbalanced distribution system [20] and transient stability and 

frequency deviation [5]. These constraints will have scope to be 

implemented into the model, dependent on the specific system 

recovery case studies to be considered as the future work. 

E. Modelling of Interdependence  

The interdependence of DRM coupling with RCDM. First, the 

closing time of manual switches depends on both DRM and 

RCDM, and this coupling constraint has been formulated in 

(16). Second, if a manual switch at vertex a which connects cell 

m and n is closed and energized, this manual switch must be 

visited by a rc, that is: 

, ,, ,  1,  , ( , )RC MSWDRM DRM MSW
m n n m ab a rc

rc b

x x x a V m n V      
        

 (2

9) 

The interdependence of DRM coupling with MCDM. Let V
MC 

m  

be the set of damaged components in the cell m. Then, the cell 

m should only be energized after all damaged components in 

cell m are repaired, which means: 

,
, , , ,+ ,MC RP RSW MSW MCDRM DRM DRM

m n m n m n m n m mk
n n

A A T x T x k V      
        

(3

0) 

The interdependence of RCDM coupling with MCDM. If a 

cell m is energized by closing a manual switch at vertex a be-

tween cell m and n, this manual switch at vertex a should be 

closed by RCs after all damaged components in the cell m are 

repaired by MCs. Hence, the operation of the manual switch 

needs the coordination of the MCDM to repair damaged com-

ponents and the RCDM to dispatch the RCs, as modelled in Eq 

(31). However, the operation of the remote-controlled switch is 

not constrained by the dispatch of RCs, i.e., the RCDM. Hence, 

there is no interdependence of RCDM coupling with MCDM 

related to the remote-controlled switch. 
, ,

,M (1 ), ,RC MSW MC RPMSW MCDRM
a a n m mkA T A x k V n N                 (3

1) 

F. Co-Optimization of Model with Data Uncertainty  

The co-optimization model aims to restore all customers, and 

reduce the load curtailment in the restoration process. Let t
L 

i  be 

the energization time of the load at node i, and let ωi be the pri-

ority and weight of the load at node i. Then, the objective func-

tion is designed to minimize the load curtailment in the recov-

ery process: 

min L L
i i i

i I

t P


 
                                                                      

(3

2) 

and subject to the following constraints: 

    1) MC dispatch constraints (1)-(6) in the MCDM; 

2) RC dispatch constraints (7)-(12) in the RCDM; 

3) Energization path and time in the DRM (13)-(22); 

4) Operational constraints in the DRM (23)-(28); 

5) Constraints coupling MCDR, RCDM and DRM (29)-(31). 

The data uncertainty of travelling and repair time is discussed 

here. The travelling time is normally estimated by GIS in the 

“Information Collection” stage, and the repair time is normally 

estimated in the “Damage Assessment” stage, both stages are 

before the service restoration. Hence, it is assumed those pa-

rameters are available and pre-determined in this paper. How-

ever, the uncertainty of actual travelling and repair time for 

crews still exists in the service restoration stage, and these un-

certainties can affect the optimization and feasibility of the pro-

posed model. In this case, the proposed model needs to be ex-

tended to address these uncertainties with the following two 

methods. 

1.Model extension. The deterministic model can be ex-

tended to a stochastic programming problem [24] or a robust 

optimization problem [26]. For this purpose, the uncertainty in 

the service restoration process should be firstly characterized, 

such as the application of lognormal distribution to model the 

repair time [27]. Then, the deterministic model can be reformu-

lated as a stochastic or a robust model to improve robustness of 

the solution to uncertainty. Last, efficient solution methods 

should be developed to solve the extended model.  

2.Time-rolling online execution. The impact of uncertainty 

can be alleviated by the time-rolling online execution [28]. Spe-
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cifically, the control commands generated from the off-line res-

toration model should be time-rolling refined based on the cur-

rent uncertainty realizations. For example, assuming an original 

solution from the off-line model that all damaged components 

in a faulted area can be repaired at t=30min, and this area can 

be energized at t=31min (1 min for the operation time of 

switches). However, if some unexpected events were happened 

during the execution process, which would lead to the repara-

tion repair delay of 15min. Hence, the reparation repair work 

has to be completed is accomplished at t=45min, and corre-

spondingly the faulted area can be energized at t=46min based 

on the time-rolling online optimization. 

However, the main focus of this paper is to investigate the 

interdependence of DRM, MCDM and RCDM with variable 

time scales.  Hence, the uncertainty will be further investigated 

as future work.   

The input data errors are also discussed here. The data error 

management is a critical part during the service restoration pro-

cess due to the possible failure or malfunction of DMS and 

SCADA systems [29]. For example, the input data errors during 

the model formulation can lead to a sub-optimal or infeasible 

solution, such as the system parameter errors, geographic infor-

mation errors and available resources information errors. Hence, 

effective error detection, identification and correction methods 

are required before the modelling of service restoration, such as 

the geometrical approach [30]. Moreover, the input data errors 

during the online execution process can cause the delay or fail-

ure of system restoration, in such way of the load metering er-

rors or communication failure. In this case, the online execution 

of the proposed scheme should be cooperative with the effective 

state estimation [31]. By applying these methods, the proposed 

scheme can be improved for implementation and execution.  

III. SOLUTION METHOD 

Solving the proposed co-optimization model is a considera-

ble challenge due to: 1) the nonlinear constraints (19)-(22); and 

2) large amounts of binary variables in the MCDM and RCDM. 

In order to effectively obtain the optimal solution, the “Big-M” 

and “Small-ε” based linearization methods are proposed in Sec-

tion III-A, and the co-optimization model is pre-processed by 

clustering the damaged components and manual switches to de-

pots in Section III-B. 

A. Linearization Method 

First, the constraints (33) and (34) are formulated to linearize 

(19) and (22), respectively. 

,( )/M ( )/M 1EGS
c cc tt t x t t       

                                         
(33) 

, ,( )/M ( )/M 1EGSDRM DRM
m mi j tt A x t A       

                            
(34) 

where the small number ε and the large number M are employed 

to guarantee x
EGS 

c,t =1 when t≥tc, and  x
EGS 

c,t =0 when t<tc. It is noted 

that the value of ε should not change the sign of (ttc). 

Then, by employing the “Big-M” and “Small-ε”, the con-

straints (20) and (21) can be rewritten as (35) and (36), respec-

tively. It can be seen that if and only if x
DRM 

m,n +x
DRM 

n,m =1 together 

with t≥A
RSW 

m,n , the value of the binary variable x
EGS 

m,n,t is limited as 1 

by the constraint (35). Hence, the constraint (35) is identical to 

(20). Similar analysis can be conducted for (21) and (36). 

, , ,, ,

, , , , ,, ,

( )( )/M
, ( , )

( )( )/M

EGS RSWDRM DRM
m n n m m nm n t

RSW

EGS RSWDRM DRM DRM DRM
m n n m m n m n n mm n t

x x x t A
mn V

x x x t A x x





      
      

 (35) 

,
, ,, ,

,
, , , ,, ,

( )( )/M
, ( , )

( )( )/M

RC MSWEGS DRM DRM
mn n m amn t

MSW

RC MSWEGS DRM DRM DRM DRM
mn n m a mn n mmn t

x x x t A
mn V

x x x t A x x





       
      

 (36) 

Then, equations (35) and (36) are to be linearized. First, it is 

worth mentioning that (x
DRM 

m,n +x
DRM 

n,m ) can be treated as a binary 

variable according to the Equation (29), and (t-A
RSW 

m,n +ε) can be 

treated as a continuous variable. Hence, equations (35)-(36) are 

non-linear due to the product of the binary variable and the con-

tinuous variable. Take (35) as an example to apply the lineari-

zation method, an auxiliary variable βm,n is firstly introduced as 

shown in (37).  

, , , ,( ) ( )RSWDRM DRM
m n m n n m m nx x t A                                                (37) 

Hence, Equation (35) can be re-formulated as a linear form 

(38) by integrating (37) into (35). 

, , , ,, ,/M /M    , ( , )EGS DRM DRM RSW
m n m n m n n mm n tx x x m n V                   

(38) 
Furthermore, Equation (37) can be linearized with the “Big-

M” method, as shown in (39). Specifically, if the value of the 

binary variable (x
DRM 

m,n +x
DRM 

n,m ) is 0, βm,n=0 according to the first 

equation in (39); Otherwise, βm,n =t-A
RSW 

m,n +ε according to the last 

two constraints in (39). 

, , , , ,

, , , ,

, , , ,

M ( ) M ( )

M (1 ) , ( , )

-M (1 )

DRM DRM DRM DRM
m n n m m n m n n m

RSW DRM DRM RSW
m n m n m n n m

RSW DRM DRM
m n m n m n n m

x x x x

t A x x m n V

t A x x


 
 

      
         
      

(39) 

To conclude, Equation (35) is linearized to become (38) and 

(39), and Equation (36) can be linearized with the same method. 

By employing the “Big-M” and “Small-ε” based linearization 

methods, the proposed co-optimization model can be formu-

lated as a MILP problem. Consequently, the optimal solution 

can be obtained from the proposed model with the linearization 

methods. 

B. Clustering Method 

Large amounts of binary variables exist in the co-optimiza-

tion model, especially in the MCDM and RCDM. For example, 

it is assumed that the number of depots, MCs in each depot, and 

damaged components is σdp, σMC and σdm, respectively. Then, 

the number of binary variables x
MC 

k,l,mc  for each crew mc is 

σdm·(σdm+1). Therefore, the total number of binary variables in 

the MCDM is σdp·σMC·σdm·(σdm+1), which would substantially 

increase the computational burden. The same analysis can be 

conducted for the RCDM. Consequently, it is reasonable to 

cluster the damaged components and manual switches to each 

depot [10]. 

First, the clustering model for the damaged components is 

formulated. Let ddp,k be the distance between the depot dp and 

damaged component k, and let a binary variable x
CLU 

dp,k  denote 

whether k is clustered to dp. The value of x
CLU 

dp,k  is 1 if k is clus-

tered to dp, and 0 otherwise. Based on these definitions, the 

clustering model is proposed in (40)-(41).  

, ,min   CLU
dp k dp k

dp k

d x
                                                           

(40) 
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s.t. , 1, /{ }CLU MC
dp k

dp

x k V dp  
                                                  

(4

1) 

The objective function (40) is to assign the damaged compo-

nents to the nearest depot, thereby reducing the travel time. The 

constraint (41) ensures that each damaged component is as-

signed to a depot. By clustering the damaged components, the 

number of binary variables can be significantly reduced. For 

example, it is assumed that each depot manages σdm/σdp dam-

aged components. Then, the number of binary variables in 

MCDM is σMC·σdm·(σdm/σdp+1), which is reduced by 

σdm·σdm·σMC·(σdp-1/σdp) comparing to σdp·σMC·σdm·(σdm+1) be-

fore the cluster. Consequently, the clustering method can effi-

ciently improve the computational performance. 

Similarly, the clustering model for the manual switches can 

be formulated as shown in (42)-(43), where ddp,a is the distance 

between the depot dp and manual switch a, and the binary var-

iable x
CLU 

dp,a  denote whether a is clustered to dp. 

, ,min   CLU
dp a dp a

dp a

d x
                                                           

(42) 

s.t. , 1, /{ }CLU RC
dp a

dp

x a V dp  
                                                 

(43) 

IV. NUMERICAL RESULTS 

The proposed co-optimization model is tested in the IEEE 

123 node distribution system [32]. The modelling work is con-

ducted in GAMS 23.7 and solved using CPLEX 12.3 on a per-

sonal computer of a core i5, 3.2 GHz processor and the 4 GB 

RAM. In all simulation cases, the optimality gap is set as 

0.01%. 

A. Test System and Case Design 

The tested IEEE 123 node distribution system contains 5 sub-

stations, 6 DGs, 3 depots, 5 remote-controlled switches and 11 

manual switches [19]. Moreover, there are total loads of 3490 

kW and critical loads of 1020 kW, and the details are shown in 

Table I and Fig. 7. To simulate damaged system and available 

resources for disaster recovery, we create a scenario with 15 

branches damaged by the natural disaster, as shown in Fig. 7. 

Moreover, each depot contains 2 MCs, and depot 1 and depot 2 

contain 1 RC, respectively.  

TABLE I LOADS AND CRITICAL LOADS (CL) IN EACH NODE CELL 

Node Cell 1 2 3 4 5 6 7 8 9 10 
Oth-

ers 
Total 

Loads(kW) 160 240 160 200 755 550 705 240 160 320 0 3490 

CLs (kW) 0 60 80 80 290 330 0 0 0 180 0 1020 

TABLE II PRE-ASSIGNMENT OF DAMAGED BRANCHES AND MANUAL SWITCHES 
 Depot 1 Depot 2 Depot 3 

Damaged 

branch 

Branch 1-3, 7-8, 

13-34, 18-19, 25-26 

Branch 35-36, 44-

47, 54-57, 57-60, 60-

62 

Branch 67-160, 76-

86, 89-91, 101-105, 

109-110 

Manual 

switch 

Switch 1-7, 13-18, 

23-25, 76-77, 87-

89, 13-152 

Switch 18-135, 60-

160, 97-197, 54-94, 

151-300 

—— 
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Fig.7. Modified IEEE 123 node distribution system. 

First, 15 damaged branches and 11 manual switches are clus-

tered and pre-assigned to depots based on the model (40)-(41) 

and (42)-(43), respectively, and the results are shown in Table 

III. In addition, the expected time needed by a RC to repair the 

damaged branch T
RP 

k  is listed in Table III, and the operating time 

of the manual and remote-controlled switches, is listed in Table 

IV. Due to the lack of real data, it is assumed that the travel time 

ranging from 15 min to 60 min is randomly generated in Matlab 

by using the random number generator. 

TABLE III EXPECTED TIME TO REPAIR THE DAMAGED BRANCH 

Branch 1-3 7-8 13-34 
18-

19 

25-

26 
35-36 44-47 

54-

57 

Time 

(min) 
98 53 75 91 107 112 76 42 

Branch 
57-

60 

60-

62 

67-

160 

76-

86 

89-

91 

101-

105 

109-

110 
 

Time 

(min) 
43 51 120 111 94 49 101  

TABLE IV OPERATING TIME OF SWITCHES 

Switch 150-149 195-95 251-250 350-300 451-450 

Time 

(min) 
1 1 1 1 1 

Switch 1-7 13-18 23-25 76-77 87-89 13-152 

Time 

(min) 
8 8 10 10 9 7 

Switch 18-135 60-160 97-197 54-94 151-300 

Time 

(min) 
10 8 6 11 11 

B. Numerical Results  

The proposed co-optimization model is solved in 782 s. The 

calculated travel paths of MCs and RCs are shown in Fig.8 and 

Fig.9, respectively, where each color represents a crew. More-

over, the arrival and departure time of MCs and RCs are listed 

in Table V. The energization sequence of switches, node cells, 

controllable loads and DGs are shown in Table VI.  

By employing the proposed model, the system is optimally 

divided into 5 subsystems and all loads have been restored as 

shown in Fig. 9. In addition, as shown in Table V, the opera-

tional constraints (23)-(28) only need to be checked at “ener-

gization-based” time, e.g., t=161min (cell 4), t=165min (cell 7) 
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and t=171min (cell 3). Consequently, the proposed co-optimi-

zation model is “event-based” allowing variable time steps, 

which can efficiently address the different time scales of DRM, 

MCDM and RCDM.  
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Fig. 8. Travel path of 6 maintenance crews. 
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TABLE V TRAVEL PATH OF MCS AND RCS 

Depot Crew Travel Path [arriving/leaving time (min)] 

Depot 1 
MC1 25-26 [53/160] → 7-8 [201/254] 

MC2 18-19 [37/128] → 13-34 [165/240] → 1-3 [255/353] 

Depot 2 
MC3 35-36 [41/153]→60-62 [199/250] 

MC4 44-47 [37/113]→54-57 [130/172]→57-60 [189/232] 

Depot 3 
MC5 67-160[44/164]→101-105[214/263]→89-91[286/380] 

MC6 76-86 [21/132] → 109-110 [161/262] 

Depot 1 RC1 23-25[28/117] → 76-77[227/237] → 13-152[265/272] 

Depot 2 RC2 18-135[35/181] → 60-160[240/258] 

TABLE VI ENERGIZATION OF SWITCHES, NODE CELLS, LOADS AND DGS 

Time 

(min) 

Energization Sequence Restored 

Loads in the 

Event (kW) 
Switches Node Cells 

Loads in 

Cell-X 
DGs in Node-X 

0  11,12,13,14,15    

161 250-251 4    

162   4  200 

165 450-451 7    

166   7 25 705 

171 23-25 3    

172   3  160 

176    18  

181 18-135 5    

182   5  755 

186    47  

237 76-77 8    

238   8  240 

242    77  

258 60-160 6    

259   6  550 

263    60  

264 300-350 10    

265   10  320 

269    105  

272 13-152 2    

273   2  240 

354 149-150 1    

355   1  160 

381 95-195 9    

382   9  160 

 

The coordination between MCDM, RCDM and DRM is key 

to generate the switching sequence for loads and DGs restora-

tion. The energization of node cell 6 and 7 are taken as an ex-

ample in Fig.10. First, the node cell 15 is energized by the sub-

station at t=0 according to the DRM. Second, the damaged 

branches in node cell 7 are repaired by MC5 and MC6 at 

t=132min and 164min, respectively, according to the MCDM. 

Third, the remote-controlled switch between node 450 and 451 

is closed at t=165min to energize the node cell 7 according to 

the DRM. The controllable loads in the node cell 7 can be en-

ergized at t=166min. Then, MC3 and MC4 are dispatched by 

the MCDM to repair the damaged branches in the node cell 6 at 

t=172min, 232min and 250min, respectively. After the repair 

completion, the manual switch between 60 and 160 is closed by 

RC2 at t= 258min according to the RCDM, and the node cell 6 

can be energized by the DRM accordingly. Last, the controlla-

ble loads in the cell 6 can be energized at t=259min, and the DG 

at node 60 can be synchronized at t=263min. It can be seen that 

the energization sequence is coordinated by the MCDM, 

RCDM and DRM through the co-optimization process. 
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The priority of loads can affect the energization sequence, as 

shown in Table VII. By increasing the priority of loads, the 

node cells with a large number of critical loads will be ener-

gized first. For example, the energization priority of the node 

cell 10 with 180kW critical loads increases from 10th to 2nd, with 

the priority of loads increasing from 1 to 5. Moreover, a high 

priority weight of critical loads can lead to the less critical load 

shedding as shown in Table II. Therefore, the priority of loads 

at a node should be carefully selected to avoid the sub-optimal 

solution.  

TABLE VII THE ENERGIZATION SEQUENCE OF NODE CELLS WITH 

DIFFERENT PRIORITY WEIGHTS OF CRITICAL LOADS 

Priority 

Weight 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 

Load Shedding 

Critical 

(kWh) 

Non-criti-

cal (kWh) 

1 11~15 4 7 3 5 8 9 6 2 10 1 3977.5 12930.0 

2 11~15 4 7 3 5 8 6 10 2 1 9 3800.5 12978.0 

3 11~15 4 7 3 6 8 5 10 2 1 9 3705.2 13175.8 

4 11~15 10 4 5 3 2 7 6 8 1 9 3402.3 13756.8 

5 11~15 10 4 5 3 9 6 2 7 1 8 3286.8 14212.0 

C. Superiority of the Co-Optimization Model  

The proposed co-optimization model is compared with the 

benchmark model which treats the DRM, MCDM and RCDM 

as three independent modelling problems. In this benchmark 

model, the MCDM is first solved by minimizing the time to re-

pair all branches, and the repair time A
MC,RP 

k  can be obtained as 

A
MC,RP* 

k . Then, the repair time A
MC,RP* 

k  is used as the input of DRM. 

The DRM minimizes the load curtailment with no consideration 

of the RCs’ travel time and manual switches’ operating time, 

and the travel path of RCs x
RC 

a,b,rc can be obtained as x
RC* 

a,b,rc. Last, 

the travel path of RCs x
RC* 

a,b,rc is set as the input of RCDM, and the 

RCDM minimizes the travel time of RCs with the given routing 

path. The simulation results of the benchmark model are shown 

in Table VIII.  

TABLE VIII LINE REPAIR AND ENERGIZATION SEQUENCE OF THE 

BENCHMARK MODEL 

Time 

(min) 
Line Repair 

Switch-on Sequence 
Cell energiza-

tion 
Remote-con-

trolled 
Manual 

0    11,12,13,14,15 

67 57-60    

90 60-62    

93 7-8    

117 109-110    

126 54-57    

132 76-86    

135 1-3    

136  149-150  1 

196 101-105    

197  300-350  10 

209 18-19    

219 44-47    

225 13-34    

233   1-7 2 

247 67-160    

248 35-36    

259   
151-

300 
5 

275  450-451  7 

288   13-152 6 

313 89-91    

314  95-195  9 

343   13-18 3 

358 25-26    

359  250-251  4 

403   76-77 8 

In the benchmark model, the optimization objective of inde-

pendent MCDM is to “minimize line outage duration”. Hence, 

the damaged lines with less repair time are prioritized to be re-

paired, e.g., line 57-60 and 60-62. However, this repair scheme 

is not efficient for the load restoration. For example, line 57-60 

in node cell 6 is first repaired at t =67min, but node cell 6 can 

only be energized at t=288min because 1) other damaged lines 

in node cell 6 (line 54-57 and 60-62) have not been repaired; 2) 

RCs have not arrived to the switch between node 13 and 152; 

and 3) node cell 6 is not prioritized in the DRM due to the lower 

priority of loads. Consequently, MCDM should be co-opti-

mized with the DRM and RCDM to improve the load restora-

tion efficiency. 

Besides, the switching sequence and node cell energization 

sequence in the benchmark model are also suboptimal because 

the travel time and operating time of RCs are not considered in 

the DRM. In this case, RCs cannot timely attend manual 

switches to follow the switching sequence in DRM, which will 

further slow down the restoration process. Therefore, the 

RCDM is an essential part of the co-optimization model. 

The superiority of the co-optimization model is demonstrated 

in Fig. 11, which compares the total restored power and energy 

by the proposed and benchmark models. Specifically, the pro-

posed co-optimization model can restore power of all loads in 

382min, which is 22min quicker than the benchmark model. 

Besides, the total power restored by co-optimization model is 

always higher than the benchmark model at any single point of 

time along the restoration process. Moreover, the co-optimiza-

tion model can restore total energy of loads to 10463kWh, 

which is 41% higher than 7445kWh of the loads restored in the 

benchmark model.  
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Fig.11. Comparison restored power and energy of loads. 

The benchmark model may initially restore some loads 

quicker than the co-optimization model due to “minimize line 

outage duration” in the MCDM, as shown in the first 150 

minutes of Fig. 11. However, the priority principle is generally 

conflicting with the “minimum load shedding” of DRM, 

thereby resulting in the restoration delay of node cells with 
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more loads (or critical loads), such as the node cell 5. 

V. CONCLUSION 

To enhance the resilience of power distribution systems, this 

paper proposes a novel co-optimization model for disaster re-

covery by integrating the maintenance and restoration crews 

dispatch. In the energization scheme, the MC dispatch, RC dis-

patch and switching sequence are co-optimized to improve the 

restoration efficiency. To address the time scale related chal-

lenges of DRM, MCDM and RCDM, the co-optimization prob-

lem is formulated as an “event-based” model with variable time 

steps. Moreover, the “Big-M” and “Small-ε” based linearization 

method is used to solve the co-optimization model as a MILP 

problem, and the clustering method is proposed to pre-assign 

damaged components to the nearest depots, both methods can 

reduce the computational complexity. The proposed co-optimi-

zation model is compared with the benchmark model which 

treats DRM, MCDM and RCDM independently.  The numeri-

cal results demonstrate that the proposed method can efficiently 

improve the power and energy restoration of disconnected loads, 

and reduce the service restoration time of distribution systems. 
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