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Abstract—Inverse analysis is a promising tool for quantitative evaluation offering informative model-based prediction and providing accurate reconstruction results without pre-inspections for characterization criteria. For traditional defect inverse reconstruction, a large number of parameters are required to reconstruct a complex defect, and the corresponding forward modelling simulation is very time-consuming. Such issues result in ill-posed and complex inverse reconstruction results, which further reduces its practical applicability. In this paper, we propose and experimentally validate an inversion technique for the reconstruction of complexly-shaped delamination defects in a multilayered metallic structure using signals derived from infrared thermography (IRT) testing. First, we employ a novel defect parameterization strategy based on Fourier series fitting to represent the profile of a complicated delamination defect with relatively few coefficients. Secondly, the multi-medium element modelling method is applied to enhance a FEM fast forward simulator, in order to solve the mismatching mesh issue for mesh updating during inversion. Thirdly, a deterministic inverse algorithm based on a penalty conjugate gradient algorithm is employed to realize a robust and efficient inverse analysis. By reconstructing delamination profiles with both numerically-simulated IRT signals and those obtained through laser IRT experiments, the validity, efficiency and robustness of the proposed inversion method are demonstrated for delamination defects in a double-layered plate. Based on this strategy, not only is the feasibility of the proposed method in Infrared thermography NDT validated, but the practical applicability of inversion reconstruction analysis is significantly improved.
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I. INTRODUCTION

Component quality and structural integrity have caused significant health and safety concerns in industry, with respect to maintenance and through-life engineering [1, 2]. Nondestructive testing and evaluation (NDT&E) is a powerful technique to diagnose damage and degradation caused by operational and environmental factors, and provides abundant results of defect information in both the pre-service and in-service periods [3-5]. Bai et al. proposed a saliency-based defect detection method based on scanning electronic microscope images of electronic chips or dies in semiconductor production lines [6]. Piciarelli et al. developed a visually-based software system to assist inspectors in internal diagnosis of pipeline infrastructure [7]. Visual and optical inspection are intuitive in character, but can only detect surface flaws [8, 9]. Eddy current testing offers high detection efficiency, but is limited by its inapplicability to non-conductive materials [10]. Ultrasonic testing can perform deep accurate detection, but has a surface blind region and requires a coupling agent [11, 12]. Similarly, radiography testing presents safety and cost issues, while magnetic particle testing is only suitable for ferromagnetic materials [13]. Because of their own limitations, these NDT&E techniques are not applicable for those applications which simultaneously demand detection of internal defects by a non-contact, low-cost method.

Welded multilayered structures, due to their capabilities of high-intensity structure, good thermal conductivity and corrosion and radiation resistance, are widely used in the nuclear power, military and chemical industries. During the fabrication and servicing of multilayered structures, such defects as delamination and disbonding may occur at the bonding surface due to thermal stress, radiative fatigue, insufficient welding or other causes [14, 15]. Delamination defects may reduce structural strength, worsen heat transfer capability and cause irreparable failure. Therefore, it is of great
In any case, this kind of method is inadequate for quantification structure and varied levels of experience of different operators. The quantification accuracy may vary according to the material, and calibrations to define the appropriate parameters. Moreover, commonly demands numerous standardized specimen pretests on the quantitative parameters used in the algorithm. The task evaluation results based on these methods are highly dependent on the signal reconstruction (TSR) algorithm [21].

In multilayered structures, the high energy and readily controllable laser spot provides better heating uniformity and a higher temperature signal to noise ratio. These are crucial to achieve a precise defect quantitative evaluation. Hence, laser thermography, as shown in Fig. 1, and its varied forms has been applied in many NDE scenarios such as, welds [16] and surface evaluation [17], mechanical equipment [18], composites [19, 20].

Equipped with a powerful inspection technique, a defect evaluation or quantification is of great significance for lifetime assessment and maintenance management in through-life engineering. In IRT NDE, methods based on image processing are in common use, from the basic of dealing with fixed pattern noise, and the thermal contrast algorithm, to the thermography signal reconstruction (TSR) algorithm [21]. The defect evaluation results based on these methods are highly dependent on the quantitative parameters used in the algorithm. The task commonly demands numerous standardized specimen pretests and calibrations to define the appropriate parameters. Moreover, the quantification accuracy may vary according to the material, structure and varied levels of experience of different operators. In any case, this kind of method is inadequate for quantification of multiple defect parameter. For example, when both defect size and conductivity parameters need to be quantified simultaneously.

Fortunately, as an alternative and more effective strategy, defect reconstruction based on inverse analysis is capable of outputting reliable results in complicated defect evaluation cases. Inversion NDE, the forward problem refers to the analysis of acquiring the inspection signal with known defect information, which can be realized by simulation method. The inverse problem refers to the reconstruction of the unknown defect information from the inspection signal, which can be achieved by an inverse algorithm (i.e. optimization methods).

The workflow of typical defect reconstruction by inverse analysis can be seen diagramed in Fig. 2. Initially, it is essential to establish a defect model and forward problem simulation method. The objective function is then constructed as the residual error between the experimental and simulated signal. By searching the optimal parameters with the optimization algorithm in the defect parameters space to minimize the residual error, the defect model can be modified and updated to approximate the real defect. The defect model, forward problem simulation and inverse algorithm are the three main components in NDE inversion, and have attracted many researchers in different application areas.

Several studies have presented applications of inverse analysis based on a variety of techniques for reconstruction of multiple kinds of defect information, including wall-thinning depth [22], crack geometry, defect volume [23] and material thermal property [24]. In IRT NDE, the inverse reconstruction approach has been proven to be effective in measurement of corrosion depth and delamination size and depth [25]. But the models used in these researches are oversimplified by the assumption that the defect has a regular shape, which is unsuitable for sizing a complex delamination profile.

In addition, a few studies focus on reconstruction of complex defect geometry. Richter et al. proposed a thermography-based reconstruction method of back wall geometry using the Levenberg–Marquardt method [26]. Chen et al. [27] and Xie et al. [22] proposed different complex shape parameterization models based on inverse eddy current NDE techniques for crack recognition.
and wall-thinning based on deterministic, stochastic and hybrid inversion algorithms. To obtain the reconstruction of a complex geometry profile, these approaches represent the profile with too many parameters or are too highly dependent on model meshing, which results in a high computational burden and inverse complexity. In metallic welded multi-layered structure, delamination commonly happens at and propagates along the very thin material interfaces, which affects the structural integrity significantly. A planar complex 2D profile is forensic and provides useful indications of delamination propagation, which in turn draws more attentions to the issues of life assessment and maintenance. Therefore, an accurate and efficient inversion technique for complex delamination 2D profile reconstruction is constructive and eagerly required.

Based on the above analysis, the contributions of this work lie in the development of an inversion technique for delamination profile reconstruction, which consists of an updated fast forward simulation, a new profile parameterization strategy, and a corresponding robust inversion algorithm.

1) The updated fast forward simulation gives both a fast forward signal calculation and a solution for the mesh mismatching problem caused by complexly-shaped defect. Not only the efficiency of the entire reconstruction process is greatly improved, but also the accuracy of sizing complex profile can be improved.

2) Following the new profile parameterizing strategy can describe the complex profile with only a small number of defect parameters, which significantly advances the practical applicability of inverse reconstruction. Without losing sizing accuracy, reconstructing a small number of defect parameters offers the inversion analysis with fewer problems of ill-posedness, and less waste of time.

3) In addition, we proposed the use of a penalty function conjugate gradient (CG) algorithm based on the new defect parameterization and forward simulation, which guarantees a robust and efficient convergence under model constraint conditions. The algorithm also ensures a stability convergence for inversion analysis. Finally, through reconstruction cases based on simulated and experimental signals, the proposed technique is validated.

This paper is organized as follows: the fast forward simulator proposed by authors is briefly stated in Section II, with the addition of a multi-medium modelling method to improve the forward simulation. In Section III, we proposed a new defect parameterization strategy for sizing delamination of a complex profile and the corresponding inversion numerical algorithm. The validations of the reconstruction method are given in Section IV using both the simulated IRT signals and those obtained through experiments. Finally, the conclusions are given in Section V.

II. FORWARD ANALYSIS METHOD FOR IRT PROBLEM

In the inversion analysis, a large amount of accurate forward analysis is indispensable, whether both for a model-based or a model-free reconstruction. In this research, a model-based forward problem simulation is adopted. However, since using a priori meshed model in forward analysis, a mesh mismatching problem would inevitably occur due to the intractable updated defect profile crossing the original mesh. In addition, use of a conventional three dimensional (3D) model problem simulation solver leads to excessive computational time expanded on multiple iterations in inversion analysis. In order to overcome these difficulties, two following approaches are applied to the forward problem.

A. Multi-medium Element (MME) Modelling

In the inversion analysis, the updated complex defect profile commonly passes through the original element grid, which often worsens the forward problem accuracy in the next reconstruction step. Generating a new fine mesh according to the updated profile is a common solution to this issue. However, this would obviously slow down the reconstruction and result in a different calculation error level at each reconstruction step. Therefore, in order to improve the applicability of the original mesh, a multi-medium element modeling approach is introduced as follow.

In FEM modeling, the Gauss integrating points in each element are the essential unit used to calculate the element stiffness matrix. The MME modeling is intended to solve the key issue of material attribution at each Gauss integrating point when the complex profile passes through the element [30, 31]. As shown in Fig. 3, with the MME, all the elements are classified into three categories according to the defect profile, which includes defect elements (DE), conductor elements (CE), and multi-medium elements containing both materials.

The element stiffness matrix coefficients can be conducted by integration equation (1),

\[
[K_e] = \chi \sum_i w_i \cdot B(r_i) \cdot \nabla N(r_i)
\]

\[
[C_e] = \rho c \sum_i w_i \cdot N(r_i) \cdot N(r_i)^T, \quad i = 1, ..., N_{\text{Gauss points}}
\]

(1)
where, $[K]_e$ and $[C]_e$ are coefficients of each element. $r_i$ is the location vector of the $i$-th Gauss point.

Due to the various materials existing in MME, the distribution of the various material parameters has to be considered when generating the element coefficient matrix of the MME. In other words, the element coefficients $[K]_e$ and $[C]_e$ obtained by equation (1) depends on the location of the Gauss point: i.e., if one Gauss point is within the defect profile, the defect material property will be used in (1) for this point. Otherwise, the conductor material property will be adopted. If the number of Gauss points adopted is sufficient, the element coefficient can be calculated with high precision. After calculation and comparison accuracy, the number of $7 \times 7$ Gauss points in each 3D element is sufficient for high-accuracy calculation. Using the aforementioned theory, with MME modeling, the issue of mismatching mesh can be properly solved and the original mesh can be used in the whole reconstruction process.

B. Proposed Fast Forward Problem Simulator

After modeling, a proposed fast forward thermography signal simulation tool is briefly introduced [29]. The governing equation of the pulse thermography (PT) problem can be written as (2). By using Fourier transformation, the response signal can be calculated, based on the frequency domain summation method. The transformed FEM governing equations are presented as (3),

$$[K][T(t)] + [C]\frac{\partial[T(t)]}{\partial t} = \{Q(t)\}$$

$$\sum_{n=0}^{\infty} ([K] + j \omega_n [C])\{\tilde{T}_n\} e^{j\omega_nt} = \sum_{n=0}^{\infty} \{\tilde{Q}_n\} e^{j\omega_nt}$$

$$([K] + j \omega_n [C])\{\tilde{T}_n\} = \{\tilde{Q}_n\} , \quad n = 0,1,2,3,4......$$

where $\{Q\}$ denotes the excitation heat source and $[K]$, $[C]$ are the coefficient matrices of the FEM equations. To guarantee the precision and enhance the efficiency, two strategies are applied. First, the number of necessary harmonic frequency components is reduced by using an interpolation strategy [28]. Secondly, a fast forward scheme based on the databases strategy is applied to realize the rapid calculation of the temperature perturbation caused by a delamination defect [29].

A numerical model of the thermography problem is shown in Fig. 4. The symbol $\Omega$ denotes the whole no-defect object, $\Omega_0$ is the region of delamination; and $\Omega_s$ denotes a selected suspect region that contains the delamination. To approximate realistic cracks, $\Omega_s$ is chosen as a planar region with a thickness equal to the delamination. The fast forward scheme based on the databases strategy can be described as follows using this numerical model.

Upon subtracting the single-frequency IRT governing equation for the flawless model from the single-frequency governing equation for the flawed model, one can obtain the governing equations about the field perturbation $T'$ for single-frequency IRT problems. After separately denoting all the nodes as three parts, the FEM equations of the IRT problem become (4)

$$([K]_f)\{T'_f\} = \{Q'_f\}$$

$$([K]_s)\{T'_s\} = \{Q'_s\}$$

where $[K]$ is the FEM discrete coefficient matrix of the flawless model, $[K]_{fl}$ the coefficient matrix corresponding to the defect model, $\{T_f\}$ the temperature at the nodes of delamination elements, $\{T_s\}$ the inspection surface nodes and $\{T_f\}$ is the remaining unknowns. By denoting the inverse matrix of $[K]$ as $[H]$, the following equation (5), correlating the flawless model to the defect perturbation field in $\Omega_0$, and the surface perturbation field response can be derived by (6).

$$[I - H_{11}][K]_f\{T'_f\} = [H_{11}][K]_{fl}\{T_0\}$$

$$\{T'_s\} = [H_{31}][K]_{fl}\{T'_f + T_0\}$$

Since the coefficient matrices $[H_{11}]$, $[H_{31}]$ and temperature vector $\{T'_f\}$, $\{T'_s\}$ are independent of the defect geometry, once they have been calculated a priori and stored as databases, there is no need to recalculate for defects of different profiles. Thus, the fast forward scheme can significantly promote simulation efficiency by greatly reducing the dimension of governing equations. The particular fast forward scheme proposed by the authors is carefully discussed in [29].

The fast numerical scheme shown in (4) mainly focus on response perturbation between the delaminated model and sound model caused by an inner defect. The scheme is suitable for heat sources such as the laser and flash lamp. Currently, it is not suitable for an inner source problem such as the eddy current pulsed thermography. In addition, for a composite material, the anisotropic property has to be considered when using equation (4). However, there is big potential to update (4) for eddy current heating by solving eddy current heating with the database strategy and for composite material using anisotropic thermal conductivity, which will be studied in future work.

III. THEORY AND METHODOLOGY FOR INVERSE ANALYSIS

The principle of delamination profile sizing by inversion analysis is shown in Fig.2, and consists of three components: defect parameterization, forward problem simulation and inversion algorithm. These components are all crucial to the inverse reconstruction analysis, each impacting on sizing accuracy, inversion robustness and reconstruction efficiency.

A. Delamination profile parameterization method

A profile parameterizing method is a way of describing the geometrical profile of a defect with modelling parameters. A wise parameterizing strategy is not only applicable to wide variety of complex geometrical profiles, while guaranteeing good sizing accuracy, but also improves reconstruction efficiency and decreases the complexity of inverse analysis. Several authors have proposed different parameterizing strategies for representing complexly-shaped defects.

Xie et al. proposed a stepwise shaped approximation method to describe the profile of wall thinning. [22]. It approximates
the complex profile as a group of slit defects of given width but of differing length and parameterized them with a set of horizontal slits with differing numbers of elements. Consequently, the sizing accuracy based on this approach is heavily dependent on the grid size which generates a large number of parameters. Chen et al. proposed a piecewise line parameterizing strategy using discrete points to represent the depth profile of a crack [27]. This method parameterizes the profile with the coordinates of the discrete points. However, this strategy also leads to a highly complex inverse sizing, which requires many defect parameters to be quantified. Therefore, in this section, a new profile parameterizing method for delamination profile is proposed.

Fig. 5 shows a common form of delamination in a double-layered structure with complex and irregular profile. Because of the closed-circumferential feature of delamination profile in XY planar, a circumferential radiative radius strategy presented below is suitable to describe the complex profile. At the beginning, a fixed inner point is selected inside the closed profile. Then, launching from the fixed inner point, a group of radiative radiuses are used to approximate the defect boundary. When the number of radiuses tends to infinite, the profile is accurately approximated by the end points of radiuses. In other words, the defect profile is equivalent to the trail of radius ends when a variable radius continuously sweeps the perigon from 0 to 2π.

Pursuing this radiative radius strategy, a Fourier series fitting method is proposed to describe the defect shape. As shown in Fig. 6, the profile is then represented by \( R(x, \theta) \), which is the length of the variable sweeping radius. \( x \) is the defect parameters vector, \( \theta \) is the angle of radius departure from the X-axis. To parameterize the function \( R(x, \theta) \), a polynomial model based on Fourier series fitting method is applied and shown in (7).

\[
R(x, \theta) = \frac{1}{2} x_0 + x_n \sum_{n=1}^{N} \cos(n\theta) + \varepsilon(\theta), \quad \theta \in [0, 2\pi]
\]

*Constraint conditions:* \( R_{\text{max}} > R(x, \theta) > 0 \)

where \( N \) is the model order, \( \varepsilon(\theta) \) is the high-order noise and \( A_0 \) and \( A_n \) are Fourier series coefficients representing the \( R(x, \theta) \). Hence, the complex delamination profile is eventually parameterized to the Fourier series coefficients.

Fig. 6. Fourier series fitting radiative radius for profile parametrization

In practice, as most kinds of delamination defect have shapes with a smooth boundary, small number of coefficients are adequate to provide a good description of a wide variety of delamination profile. Typically, fewer than ten coefficients are sufficient. In other words, with this defect profile parameterizing method, a smaller set of parameters results in greater applicability to both the complexity and diversity of real delamination profiles. Applying inverse reconstruction not only improves the sizing efficiency, but also reduce the complexity and ill-posedness of inversion analysis.

**B. Inversion Algorithm**

Thermography inverse analysis is a typically ill-posed problem that can be addressed by the optimization method. By expressing the objective function (shown in (8)) as the residual between simulated and measured signals, the profile sizing reconstruction can be realized by searching the optimal defect parameters, which leads to the minimized objective function.

\[
\psi(x) = \sum_{n=1}^{M} \left| T_n^{\text{sim}}(x) - T_n^{\text{meas}} \right|^2
\]

where \( T_n^{\text{meas}} \) and \( T_n^{\text{sim}} \) are the characteristic signals extracted from the IRT-measured and simulation images, respectively. \( M \) is the number of signals, and \( x \) is the defect parameter vector of delamination profile.
In this work, a conjunction gradient (CG) algorithm is applied to quantify the delamination profile. As mentioned in Section II. A and B, by using the proposed parameterizing strategy and fast forward simulator, the length of radiative radius \( R(x, \theta) \) has an explicit feasible region. This can be written as constraint conditions as in (9).

**Constraint conditions**: \( R_{\text{max}} > R(x, \theta) > 0 \)

\[
R(x, \theta) = \frac{1}{2} x_0 + x_a \sum_{n=1}^{N} \cos(n\theta) + \epsilon(\theta), \quad \theta \in [0, 2\pi]
\]

where \( R_{\text{max}} \) is the maximum radius length to ensure that the radius cannot exceed the suspect region \( \Omega_0 \) used in the fast forward simulator. Nonetheless, because of the implicit function relationship between the Fourier series coefficients and the radius length, it is hard to directly confine the Fourier series coefficients to obey the constraint conditions. Therefore, the penalty function conjunction gradient method is applied to realize the inverse defect reconstruction.

The objective function is then rewritten in (10)

\[
\min f(x) = \psi(x) + \mu^p \cdot B(x)
\]

\[
= \sum_{n=1}^{M} \left| T_n^{\text{Cal}}(x) - T_n^{\text{Obs}} \right|^2 + \sum_{j=1}^{NR} \left( \frac{\mu^p}{R_j(x)} + \frac{\mu^p}{R_{\text{max}} - R_j(x)} \right)
\]

\[
d_k = \begin{cases} -g_k & \text{(} k = 1 \text{)} \\ -g_k + \beta_k d_{k-1} & \text{(} k \geq 2 \text{)} \end{cases}, \quad \beta_k = \frac{\| g_k \|^2}{\| g_{k-1} \|^2}
\]

where, \( B(x) = \sum_{j=1}^{m} 1/q_j(x) \) denotes the interior penalty function and \( q_j(x) \geq 0, \quad r = 1, \cdots, m \) represents the constraint conditions. \( \mu^p \) is the penalty factor and \( k \) is the iteration step. To update the parameters, the updating direction of the CG algorithm is written as (11), and gradient can be calculated by (12). In (12), \( \partial T_n^{\text{Cal}}/\partial x_i \) and \( \partial R_j(x)/\partial x_i \) are calculated by the difference derivation method.

\[
g_k(x) = \frac{\partial f(x)}{\partial x_i} = 2 \sum_{n=1}^{M} \left( \frac{T_n^{\text{Cal}}(x) - T_n^{\text{Obs}}}{\partial x_i} + \delta T_n^{\text{Cal}}(x) \right)
\]

Finally, an exact step search method based on the advance and retreat method and the golden section method (i.e., the 0.618 method) is adopted to guarantee the convergence speed for each iteration step.

To ensure a robust reconstruction, initial parameters such as initial defect profile and penalty factor must be properly selected. First, the interior penalty function is adopted, which indicates that the initial profile has to be selected under constraint conditions. In other words, the fixed center point in defect parametrization must be selected within the constrained area, and simultaneously in the true profile. Fortunately, this can be easily realized, because the IRT-measured image provides a clear indication of the peak value pixel location in defect area. In addition, the initial penalty factor \( \mu_{p=0}^p \) has a significant impact on the convergence speed. After multiple attempts, the \( \mu_{p=0}^p \) value is properly chosen to ensure a fast speed when the gradient for the objective function \( \psi(x) \) is about 20-30 times the gradient for \( f(x) \).

After the discussion of the major parts of the method outlined above, it should be noted that the choice of characteristic signal used in the objective function given in (8) also has a great impact on the final reconstruction results. The characteristic signal should be sensitive to defect profile and while being robust to noise. In this paper, the difference between the 1st derivative signal from the defective target and the non-defective...
target, respectively, is selected as the characteristic signal. In pulse thermography, the 1st derivative image provides abundant defect profile information and can be easily obtained by the thermographic signal reconstruction (TSR) method [16].

So far all the components which are crucial to the delamination profile reconstruction have been carefully discussed and presented. The entire work flow for profile reconstruction can be reviewed in the chart shown in Fig. 7.

IV. VALIDATIONS

A. Validation with simulated IRT signals

In this section, to validate the proposed inverse reconstruction method, a double-layered plate model with a complex delamination was established (Fig. 4) and the corresponding inverse reconstruction code was developed. The objective delamination was set at the layer interface, and was 0.3mm in thickness with the profile shown as the red full-line in Fig. 8(c). The model was heated by pulse heat flow and the difference 1st derivative signal was selected as the characteristic signal. In this case, a model using five Fourier series coefficients model was adopted to reconstruct the objective profile. To verify the robustness of proposed method, this case selected the simulation signal of the true defect with 5% Gaussian noise as the objective signal.

Fig. 8 shows the reconstructed results and comparisons to the initial and objective defects. Fig. 8 (a), (b) and (c) show the comparisons of the characteristic signal, radiative radius length and defect profiles, respectively. The near-perfect accordance in defect profile and size demonstrates the validity of the proposed method. Fig. 8(d) presents the convergence process of the objective function: this clearly shows that the predicted profiles gradually approximate the objective, and also demonstrates the stability and robustness of the inversion algorithm.

B. Validation with measured IRT signals

1) Experimental System and Specimens

To validate the developed inverse technique experimentally, a laser thermography testing system was established for inspection of delamination defects in a double layered plate. The full view of the testing system is shown in Fig. 9. The thermal images were acquired by a FLIR-A6700sc mid-wave infrared thermal camera, with a spectral range of 3.7-5.0 μm and an Indium Antimonite (InSb) detector. Table I gives the key technical specifications of the infrared camera and the laser excitation source that are the major components of the experimental system. A 20 seconds square wave laser pulse was applied to the specimen. The laser spot was shaped to produce uniform power distribution and expanded to a of 50 mm diameter, circular heating area on the specimen. The heating area was targeted at the centre of each delamination defect in

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>EXPERIMENTS SPECIFICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Items</td>
<td>Specification</td>
</tr>
<tr>
<td>Infrared camera</td>
<td>Infrared range: 3.7-5.0 μm</td>
</tr>
<tr>
<td></td>
<td>Thermal sensitivity: less than 20 mK</td>
</tr>
<tr>
<td></td>
<td>Detector resolution: 640 × 512</td>
</tr>
<tr>
<td></td>
<td>Maximum frame rate: 60 Hz</td>
</tr>
<tr>
<td>Long pulse laser generator</td>
<td>NG.YAG laser, 1064nm</td>
</tr>
<tr>
<td></td>
<td>Max 100W power</td>
</tr>
<tr>
<td></td>
<td>Square pulse: 40 s period / 50% duty cycle</td>
</tr>
<tr>
<td>Specimen heating</td>
<td>20 seconds exposure time with the laser spot</td>
</tr>
<tr>
<td></td>
<td>50mm diameter circle homogenous laser spot</td>
</tr>
<tr>
<td>Image sampling of IR camera</td>
<td>60 Hz sampling rate</td>
</tr>
<tr>
<td></td>
<td>40 s sampling duration</td>
</tr>
<tr>
<td></td>
<td>2400 images captured</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>SPECIFICATIONS OF SPECIMENS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double-layered Specimen</td>
<td>Sizes and materials</td>
</tr>
<tr>
<td>Al-Cu specimen</td>
<td>Rectangle plate with square delamination defects</td>
</tr>
<tr>
<td></td>
<td>Height: 100 mm; Width: 100 mm</td>
</tr>
<tr>
<td></td>
<td>Thickness: 10.5 mm</td>
</tr>
<tr>
<td></td>
<td>Al layer Thickness: 5.5 mm</td>
</tr>
<tr>
<td></td>
<td>Cu layer Thickness: 5.0 mm</td>
</tr>
<tr>
<td>SUS304 specimen</td>
<td>Rectangle plate with circle and ellipse delamination defects</td>
</tr>
<tr>
<td></td>
<td>Height: 130 mm; Width: 130 mm</td>
</tr>
<tr>
<td></td>
<td>Thickness: 8.3 mm</td>
</tr>
<tr>
<td></td>
<td>First SUS304 layer Thickness: 3.3 mm</td>
</tr>
<tr>
<td></td>
<td>Second SUS304 layer Thickness: 5.0 mm</td>
</tr>
</tbody>
</table>

Fig. 9 Picture of the established laser thermography experiment system

Fig. 10 Schematic of specimens. (a) Al-Cu double-layered specimen; (b) SUS304 double-layered specimen
the double layered specimen, shown as the red circle area in Fig. 10. The IR camera recorded the thermal images at 60 Hz frame frequency for about 40 seconds, and 2400 images were stored for each experiment. Between successive experiments, a ten-minute interval was allowed for the specimen to cool.

In experiments, to simulate delamination defects at the welding interface, two double-layered specimens with different delamination profiles were fabricated by the diffusion welding technique (see Fig. 10). The specifications of the two specimens, designated Al-Cu specimen and SUS304 specimen, respectively, are shown in Table II. Before heating, the upper surface and was black painted to reduce noise and enhance the emissivity. All the delamination defects were tested, and thermal images were obtained in the same testing environment shown in Fig. 9. The recorded thermal images were processed by subtracting an initial thermal image measured before heating. Fig.11 presents the extracted characteristic signal images of the biggest delamination in each specimen. The experimental details, extraction method and data have been carefully discussed [16].

2) Reconstructed Results

In order to demonstrate the validity of the developed inversion reconstruction techniques for delamination profiles from IRT signals, artificial delamination defects were reconstructed. Initially, it was necessary to establish a simulation model for our specimen. Two models of the same size as the two weld specimens (Al-Cu and SUS304 specimens) were considered. (The simulation models and fast forward simulation method were earlier discussed in [29]).

In the inversion procedure, the proposed reconstruction scheme can approximate any planar complex delamination profile. Therefore, the delamination defects were represented by nine parameters of Fourier series coefficients defect models of identical thickness to the artificial defects. In addition, as the interior penalty function was adopted in inverse algorithm, and there is an ill-posedness problem in the inversion algorithm for multi-parameters reconstruction, in this study, the fixed centre point for the radiative radii in each case was set as the peak location in inspection images, which ensured that the fixed point would be inside the true profile. In addition, the starting defect profile in each case was set as a circular shape smaller than the constraint region. All computation was carried out in the computational environment of an Intel Xeon E5-2620 v3, 2.4GHz, 64GB memory, CentOS 6 and Intel FORTRAN Compiler 11.0. Under this condition, one iteration step approximately took 4.5 minutes and an entire reconstruction of 20-30 steps took 1.5-2 hours.

Figs. 12 and 13 present the reconstructed results for each artificial delamination in the SUS304 and Al-Cu specimens comparing initial, reconstructed and true profiles. To demonstrate the accuracy, defect areas of reconstructed and true profiles are shown in Tables III and IV. Most of the
reconstructed profiles display good consistency with the corresponding true profiles for defects in the SUS304 specimen. The majority of area errors are approximately on the order of 10%, with the largest still under 20%. In the cases of Al-Cu specimen, the reconstructed profiles for two smaller defects do not fully restore their original shapes, and the area error on a 5mm square delamination is over 50%. However, in the particular matter of the length and width parameters, which are the key factors for damage propagation study, the reconstructed results for the Al-Cu specimen are as nearly consistent with the information taken from the true defects, except in the case of the smallest defect. It is concluded that the proposed method is effective for most delamination, and the reconstruction accuracy is satisfactory. This demonstrates the effectiveness and efficiency of the proposed IRT inverse analysis technique for detection of delamination defects.

V. CONCLUSION

In this study, a quantitative reconstruction approach consisting of a novel defect parameterization strategy and an inversion algorithm was proposed for sizing complexity-shaped delamination defects employing IRT signals. The planar complex profile of delamination is crucial to conformation of the integrity of a multilayered-structure, but can only be obtained with distortion using a signal-based image processing algorithm. The proposed approach provides a model-based inversion strategy that can directly and properly reconstruct complex delamination profile without pretests and calibrations for quantitative criteria.

Furthermore, compared to a conventional inversion strategy, by proposing a new defect parameterization strategy and an updated fast forward simulation, the proposed method displays significant superiority in accurate reconstruction of a complex profile using only a small number of defect parameters, with advantages of greater speed and lower computation burden. To reduce the problem of ill-posedness in inverse reconstruction, a penalty function conjunction gradient algorithm is introduced, which enhances reconstruction robustness and efficiency. Both reconstruction results using simulated and measured IRT signals from a laser thermography experimental system proved the validity of the inversion scheme. Reconstruction results using measured signals demonstrated that the proposed method can provide a highly reliable and accurate reconstruction of defect shape and boundary.

In future work, we will seek to improve the accuracy of defect profile reconstruction. To progress this method to more realistic delamination defects, a partially-delaminated defect will be modelled, and reconstruction technique of the defect profile combined with the defect thermal diffusivity distribution will be taken into investigation.
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