Abstract

In a global, e-commerce marketplace, product customisation is driven towards manufacturing flexibility. Conventional caged robots are designed for high volume and low mix production cannot always comply with the increasing low volume and high customisation requirements. In this scenario, the interest in collaborative robots is growing. A critical aspect of Human-Robot Collaboration (HRC) is human trust in robots. This research focuses on increasing the human confidence and trust in robots by designing an Augmented Reality (AR) interface for HRC. The variable affecting the trust involved in HRC have been estimated. These have been utilised for designing the AR-HRC. The proposed design aims to provide situational awareness and spatial dialog. The AR-HRC developed has been tested on 15 participants which have performed a “pick-and-place” task. The results show that the utilisation of AR in the proposed scenario positively affects the human trust in robot. The human-robot collaboration enhanced by AR are more natural and effective. The trust has been measured through an empirical psychometric method also presented in this paper.

1. Introduction

We are entering a new era of manufacturing; one in which mass production has given way to mass customization. A global marketplace, built on rich e-commerce platforms and make-to-order product configurations, has made it a great time to be a consumer but a challenging one to be a manufacturer. The fact is, conventional robots were designed for speed, precision and payload. They are built to do one thing at a time, in one place, repeatedly and for high volume, low mix production. Nowadays industries have the need of being more flexible [1]. Collaborative robots (cobots) could be developed specifically to address the lower volume, higher mix applications that have historically been impractical to automate. Cobots have been defined by Akella [2] as a sub-set of Intelligent Assist Devices (IADs) for “direct, physical interaction with a human operator in a shared workspace”. They are well suited for flexible manufacturing environments because they are designed to be safe to deploy around people with no guarding. They also tend to be less expensive to purchase and deploy than their caged counterparts, which means a faster return on investment for their owners. Given the growing trend, one might think that the use of robots in industry becomes increasingly popular and widespread. This brings with it the need for a careful analysis of the issues related to the safety of the workplace. The latter, in fact, will see human operators and robots working always more and more closely to each other’s [3].

Trust has been identified as a key element for successful Human-Robot collaboration (HRC) [4]. To appropriately understand the development of trust between human and robots, it is vital to effectively quantify the level of trust. Such a measurement tool would offer the opportunity for system designers to identify the key aspects to increase trust in HRC. Moreover, it is the authors’ belief that HRC system could benefit from the use of AR. The latter, in fact, can be designed to provide digital information for increased situational awareness, enable the use of natural spatial dialog, allow for
multiple collaborative partners and enable local and remote collaboration [5]. Using AR to display information, such as robot state, progress and even intent, will enhance understanding, grounding, and thus collaboration.

This research focuses on understanding the trust development in HRC and design and develop an AR solution for increasing it. In Section 2 the background of this project is summarised. Section 3 describes the methodology utilised for this research. Results and discussion are in Section 4 and Section 5 respectively. Final considerations and conclusions are in Section 6

2. Background

A significant amount of assembly tasks in various manufacturing processes still require the flexibility and adaptability of the human operator [6]. In such processes, it is neither feasible nor cost-effective to introduce full automation. The manufacturing industry has shown growing interest in the concept of industrial robots working as teammates alongside human operators [7]–[10]. Considering recent technological developments, health and safety regulations have been updated to reflect that in some circumstances it is safe and viable for humans to work more closely with industrial robots [11]. Industrial HRC can enhance manufacturing efficiency and productivity since the weakness of one partner can be complemented by the strengths of the other [12]. However, the integration of humans and robots within the same workspace can be a challenge for the human factors community. For example, the installation of large assemblies requires operators to cooperate with large and high payload robots under minimised physical safeguarding [13]. One key aspect that can determine the success of a HRC system is the degree of trust of the human operator in the robotic teammate [4], [14], [15]. With the concept of industrial HRC being embraced further, trust needs to be explored in depth in order to achieve successful acceptance and use of industrial robotic teammates.

The continuous increase of robot installations across different manufacturing disciplines is expected to increase the need for human and robot co-existence and collaboration. Historically, industrial robots have been used in factories as a standalone system and operating autonomously [16]. Most of the time, where robots were implemented, they were surrounded by fences and guards for safety purposes. Essentially this allowed no room for real time interaction. The increasing need for flexibility and adaptability along with the prohibitive cost for implementing full automation, the manufacturing industry has shown growing interest in the development of collaborative robots able to work alongside human operators [7], [9].

The rationale of HRC is that the weaknesses of the human operator can be complemented by the strengths of the robot and vice versa [12]. As described earlier certain manufacturing processes require the sensory skills and ability of the human worker to react to external influences, such as tolerances or process variations. Thus, the application of full automation in these types of processes is not a viable solution allowing the human operator to retain a key role. However, human operators lack accuracy, repeatability, speed and strength. Industrial robots on the other hand are very accurate and do not suffer from fatigue. Furthermore, industrial HRC can enhance employee working conditions by delegating heavy, repetitive and sometimes dangerous tasks to the robots. Examples include instances where workers are required to perform a task within a confined space or carry out tasks which pose very high physical load.

2.1. HRC in Industry

The first introduction of assistive robotic devices in production environments was in 1996 by Edward Colgate and colleagues [17]. These assistive robotic devices were mechanical devices, primarily providing guidance through servomotors while a human operator is providing the motive force. Since then additional work has been directed towards developing assistive robotic workmates. Following several examples.

PowerMate is an intuitive robotic assistant utilised to assist operators in assembly and handling tasks. This is a stationary Robot and it has physical contact with the human operator. The interaction occurs through a force-torque-sensor enabling the robot to move when the operator applies force. The main purpose of this system is to assist the assembly of heavy parts. The human worker, on the other side, ensures the final component has been precisely assembled.

“Flexible Assembly Systems through Workplace-Sharing and Time-Sharing Human-Machine Cooperation (PISA)” is a project which aims to support human operators with powerful tools in order to complete a task. The focus of the project is to develop novel intelligent assistance systems, provide planning tools for their integration and to achieve reusability of assembly equipment.

Co-operative Robot Assistant (CORA) is another example of collaborative robot. It can be fixed on a table, and its purpose is to physically interact with a human worker standing across the table. CORA consists of a seven DOFs manipulator arm in combination with a two DOF stereo camera mounted on its head.

Turtlebot was designed to assist the operator in a common assembly task. It can move around the ground floor. It can recognize the environment through the “Odometry Map”. Generally, this kind of collaborative robot could be used for the pick and place task.

2.2. Design of AR for HRC

The application of Augmented reality in industry has seen a rapid increase in the last decade. It has been applied in different maintenance and manufacturing scenarios: the aviation industry, plant maintenance, mechanical maintenance, customer technology, nuclear industry and remote applications [18], [19]. Both the hardware and the development platform utilised in the development and the utilisation of AR can vary widely. The main hardware utilised are: Head Mounted Displays (HMD), Hand Held Displays (HHD), desktop pc, projectors, haptic devices and other sensors. The main development platforms are: mid/low-level languages, libraries
of functions, Software Development Kits (SDK), game engines and 3D cad modelling platforms.

Other features that characterise an AR system are, among the others: the object tracking method, the user interface and the authoring solutions [18]. It is not always easy to identify the requirements of the AR system that has to be designed, for this reason Palmarini et al [20] proposes a survey based method to drive the designers in choosing the right AR features for a specific application.

Several studies have explored the utilisation of AR in HRC. Bischoff [21] research in 2004, proposed AR for overlaying the robot coordinates system over the real environment in order to de-skill the robot programming and operation. Fang [22], in 2009, developed RPAR-II (Robot Programming AR) for assisting users in robot programming both on-site and off-site. The virtual robot is overlaid on the real one allowing interaction and path planning on the real working environment. More recently Andresson [23] developed the AR-Enhanced Multimodal Robot-Programming Toolbox (AR-EMRPT) for programming industrial robots by demonstration, instructions, observation and context techniques. The goal was to improve training, programming, maintenance and monitoring of robots in both the training facility with a physical robot and within a complete virtual environment.

The common driver in all the AR-HRC designs for supporting industrial applications is always to de-skill the Human-Robot operations while improving the situational awareness. Humans, in fact, determine their trust in cobots by observing their characteristics, performance and ways of accomplishing a task [4].

3. Methodology

This section describes the methodology utilised for assessing the trust involved in the HRC and designing the AR application for enhancing trust in HRC.

Firstly, the variables affecting the trust involved in the HRC have been estimated and weighted. It has been done through literature and industrial experts’ knowledge. These have been used to build two rating scale tables named: “Voice of the Users” (Table 2) and “Voice of Engineers” (Table 3).

The first table is a Likert scale table. It considers the main aspects in AR-HRC in terms of Human aspect, Robot aspect and Augmented Reality information aspect. A scale from 1 to 5 (low relevance – high relevance) has been used for rating the relevance of the “elements” (robot, human and AR) on their respective “trust related themes” (Performance, safety, digital information). The “Voice of the Users” table aims to find which one is the most relevant component in the AR-HRC collaboration. It has been filled independently by 15 participants between students and technicians.

The second table has been named “Voice of Engineers”. It is a relationship matrix for determining the relationship between trust-related themes and the technical HRC aspects. Relationships can either be weak, moderate, or strong and respectively carry a numeric value of 1, 3 or 9. The participants were 5 engineers with heterogeneous background. These have been reunited and after an open discussion on the HRC topic, have filled the proposed rating Table 3 together. The results of the trust-affecting variables estimation are reported in Section 4 (Table 2 and Table 3).

![Figure 1 - Study methodology for evaluating trust in AR-HRC.](image)

Based on these results, it has been possible to design the test. The test consisted of carrying out a maintenance operation utilising the AR-HRC system designed and developed and answering the Likert scaled questionnaire (Table 1) designed for assessing the trust involved in the operation.

Participants were informed regarding their right to withdraw and anonymity. For the validation on AR-HRC scenario they have been requested to share the same workspace and collaborate with an industrial robot to complete a task. The operation training could be used as a strategy to raise operators’ awareness regarding the ability and limitations of the robot and assist matching operators’ perceptions with the system’s actual capabilities.

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I felt safe interacting with the robot</td>
</tr>
<tr>
<td>2</td>
<td>I trusted that the robot was safe to cooperate with me</td>
</tr>
<tr>
<td>3</td>
<td>The way the robot moved made me uncomfortable</td>
</tr>
<tr>
<td>4</td>
<td>Knowing the spatial movements in advance made me feel more comfortable</td>
</tr>
<tr>
<td>5</td>
<td>I felt more safe because I knew in advance the path movements</td>
</tr>
<tr>
<td>6</td>
<td>I felt more safe because I knew in advance the arm movements</td>
</tr>
<tr>
<td>7</td>
<td>I prefer to know the movements of the robot in advance</td>
</tr>
<tr>
<td>8</td>
<td>I prefer to see the complete animation of the robot and then start the procedure</td>
</tr>
<tr>
<td>9</td>
<td>I prefer to see the animation of the robot 5 seconds in advance</td>
</tr>
</tbody>
</table>

Table 1 - Questionnaire utilised for understanding trust involved in AR-HRC. The answer has to be as Likert scale: from strongly disagree to Strongly agree (5 levels in total).

During the test, the participant would receive digital information about the task involving the robot. More specifically, the information is overlaid on the robot and it consists of a virtual animation of the robot movements. These are proposed before the robot starts moving. It aims to give an
accurate idea of the robot spatial movements. The task chosen for the test was a “pick and place” of an electronic card. The robot was very close to operator and close to work station. More about the AR implementation in this HRC scenario is explained in Section 3.1.

Once the maintenance task is completed, the participants were asked to complete the Likert scaled questionnaire reported in Table 1. This have been used for measuring the participants trust in the AR-HRC system developed. The results of the questionnaire are reported in Section 4.

3.1. Design of the AR-HRC architecture

This section describes the design of AR in the HRC. The system has been developed with Unity3D and Vuforia SDK. The robot utilised is the Turtelbot (programmed in ROS). The requirements of the system have been captured from the “Voice of the Users” and “Voice of Engineers” tables described in the previous section and reported in Sec 4.

The AR-HRC has been developed to provide accurate context awareness to the technician by giving him the information about the robot movements in advance.

The system utilised Vuforia SDK for recognising the marker attached to the robot hence align the virtual robot with the real one. The movements of the robot were captured from the ROS and transferred to the tablet application in advance. These movements have been applied to the virtual robot aligned to the real one therefore providing the animation of the full robot plan on the real working environment.

In Figure 2 it is possible to see one of the participants interacting with the robot. The marker utilised for recognising the robot and aligning the virtual robot real time is placed on the basement of the Turtlebot. The product to be maintained is on the table. Once the participant is introduced to the test, he is provided with the tablet for experiencing the AR-HRC.

In Figure 3, is shown the AR visualisation of the robot designed for improving the trust in HRC. The virtual Turtlebot is overlaid over the real one through a hand-held device. The electric board that is pick-and-placed by the robot is placed on the top of the black toolbox. The product where the electric board has to be assembled is on the table on the right.

The user can start the animation of the cobot to understand what movements it is going to do once started. In this case, the arm would pick up the electric board and place it in the product.

In summary, the design of the AR-HRC developed utilised:
- Hardware: HHD
- Development Platform: Unity 3D + Vuforia SDK
- Tracking method: Marker-based
- Interaction method: Dynamic 2D/3D

Its scope is to support the assembly operation of an electric board within an Industrial environment.

4. Results

The first result is the estimation of the variables affecting the trust in HRC. These have been estimated by
1. Asking to 15 participants which aspects among the one listed in Table 2 (“Voice of the Users”) were more important for them.

2. Asking to 5 engineers with exposure to HRC which of the aspects listed in Table 3 (“Voice of Engineers”) were more relevant for them.

<table>
<thead>
<tr>
<th>Element (1)</th>
<th>Trust-related themes (2)</th>
<th>Average relevance (2 on 1)</th>
<th>Percentage of relevance (2 on 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>Performance</td>
<td>3.40</td>
<td>0.29</td>
</tr>
<tr>
<td>Human</td>
<td>Safety</td>
<td>4.30</td>
<td>0.37</td>
</tr>
<tr>
<td>AR</td>
<td>Digital Information</td>
<td>3.93</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 2 - Voice of the Users.

Table 2 reports the average results of the Likert scaled tables filled by the 15 participants. A scale from 1 to 5 (low relevance – high relevance) has been used for rating the relevance of the “elements” (robot, human and AR) on their respective “trust related themes” (Performance, safety, digital information).

Table 2 “Percentages of relevance” are reported on the first row of Table 3 and have been used for weighting the results of the “Voice of the Engineers” table.

<table>
<thead>
<tr>
<th>Trust-related themes</th>
<th>Technical HRC aspects</th>
<th>Performance</th>
<th>Safety</th>
<th>AR information</th>
<th>Relevance of Relation</th>
<th>% of Relevance</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage relevance</td>
<td>0.29</td>
<td>0.37</td>
<td>0.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arm Movement (no cage)</td>
<td>3 9 1 4.2 6.67% 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path Movement (no cage)</td>
<td>9 9 1 5.34 3.44% 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gripper</td>
<td>3 9 1 4.2 6.67% 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Context-awareness</td>
<td>9 9 9 9.0 14.30% 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task Safety</td>
<td>1 9 9 7.26 11.53% 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arm Movement</td>
<td>1 9 9 6.39 10.15% 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path Movement</td>
<td>1 9 9 6.39 10.15% 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audial Information</td>
<td>1 3 9 4.17 6.63% 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot Tablet Controls</td>
<td>1 3 9 4.17 6.87% 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 - Voice of the Engineers

Table 3 is the relationship matrix filled by 5 Engineers together after an open discussion on HRC. The trust-related themes relationship with the HRC technical aspects have been scored as follows: 1 for weak relationship, 3 for moderate relationship and 9 for strong relationship.

The outcome has been that AR needed to provide context-awareness in order to improve the human perception of safety enhancing his trust in HRC.

The second result is the trust involved in the designed and tested AR-HRC scenario. The AR-HRC system design and development has been described in Section 3.1. The pick-and-place test has been performed and the participants have been asked to answer the Likert scaled questionnaire in Table 1. A total of 15 participants between engineering students and university staff members (10 male/5 female) took part in the study. The average age was 27.2 (min 22, max 33). Results are shown in Figure 4.

![Figure 4 - AR-HRC trust questionnaire results.](image)

The results show that in average the trust in the AR-HRC system developed is above 3. This means that the utilisation of the proposed AR design for understanding the cobot movements in the real environment has positively affected the trust of the participants in collaborating with the cobot.

5. Discussion

The first result estimated that human-safety and context-awareness to be the key variables affecting trust in HRC. The results from this study are in agreement with the literature [5][3]. The context-awareness which in this case is the workspace awareness defined as “the up-to-the-minute knowledge of other participants’ interactions with the shaped workspace” [24], is essential for providing the human technician with the confidence necessary for working in safety.

The second result showed an average trust in the AR-HRC scenario proposed always above 3 on a 1 to 5 scale. Even if it has not been compared with the same scenario without the utilisation of AR, it still provides a valuable indication of the trust involved. This can be used for future comparison with different AR support designs for the same pick-and-place task even the same AR support design for a different task.

This study has been carried out utilizing turtlebot, an intrinsically safe robot due to its low weight and strength. The authors, anyway, emphasised its dangerousness to the participants. Therefore, the authors are confident that the same study done utilizing an industrial cobot (heavy and strong) would lead to similar results. Furthermore, the proposed design for AR used in HRC has demonstrated to be suitable to raise trust. It will be interesting to explore further studies on how the trust level is different among different backgrounds and levels of experience. Further research could help with understanding how AR can help to grow or reduce the trust over time.
6. Conclusion

This project focused on understanding the variables affecting the trust involved in HRC and designing an AR-HRC system for increasing the trust of the human operators in collaborating with robots within an industrial environment.

The interest in cobots has been described in sections 1 and 2. These provide a flexible solution for the increasing industrial customisation needs. Their implementation is still detained by the lack of human trust in collaborating with robots.

Context-awareness and human safety have been found to be one of the key variables affecting the trust in HRC. An AR-HRC system designed to provide context-awareness for improving human safety has been developed and tested on a pick-and-place task. The AR-HRC shows the robot movements by overlaying a virtual animation of the cobot on the real environment, real time. The operator can see the operations that the cobot will carry out once started, in advance. This solution has been tested and has shown a great potential in enhancing the participants trust in the turtlebot utilised for the test.

Future studies should compare the results of this study with different scenarios and AR-HRC systems. The scenario should include a real industrial cobot which, would be more effective in understanding the human trust in cobots. The AR system for supporting HRC should take advantage of recent advancements in head-mounted displays and provide a more immersive virtual scenario for improving the workspace awareness.
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