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ABSTRACT

An effective and reliable gas path diagnostic method that could be used to detect, isolate, and identify gas turbine (GT) degradations is crucial in a GT condition-based maintenance. In this paper, we proposed a new combined technique of artificial neural network (ANN) and support vector machine (SVM) for a two-shaft industrial gas turbine engine gas path diagnostics. To this end, an autoassociative neural network (AANN) is used as a preprocessor to minimize noise and generate necessary features, a nested support vector machine (SVM) to classify gas path faults, and a multilayer perceptron (MLP) to assess the magnitude of the faults. The necessary data to train and test the method is obtained from a performance model of the case engine under steady-state operating conditions. The test results indicate that the proposed method can diagnose both single and multiple component faults successfully and shows a clear advantage over some other methods in terms of multiple fault diagnosis. Moreover, 5 - 8 sets of measurements have been used to assess the prediction accuracy, and only a 2.3% difference was observed. This result indicates that the proposed method can be used for multiple fault diagnosis of GTs with limited measurements.
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1. INTRODUCTION

GT performance deterioration highly influences its reliability, availability and lifetime. Thus, there is a need to obtain an accurate and reliable gas path diagnostic system to support a reliable, efficient, safe, and cost-effective operation. The health status of gas turbine gas path components is represented by health parameters (flow capacity and isentropic efficiency indices) that may change due to engine deterioration. They can be assessed based on the deviations of a set of gas path measurements (such as pressure, temperature, fuel flow rate, and shaft speed deltas) called fault signatures.

<table>
<thead>
<tr>
<th>Nomenclature and Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
</tr>
<tr>
<td>AANN</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>CF</td>
</tr>
<tr>
<td>DCF</td>
</tr>
<tr>
<td>F</td>
</tr>
<tr>
<td>FNR</td>
</tr>
<tr>
<td>FPR</td>
</tr>
<tr>
<td>GG</td>
</tr>
<tr>
<td>GGTE</td>
</tr>
<tr>
<td>GPA</td>
</tr>
<tr>
<td>GSP</td>
</tr>
<tr>
<td>HP</td>
</tr>
<tr>
<td>Abbreviation</td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>KL</td>
</tr>
<tr>
<td>MCF</td>
</tr>
<tr>
<td>ML</td>
</tr>
<tr>
<td>MLP</td>
</tr>
<tr>
<td>MSE</td>
</tr>
<tr>
<td>NCFD</td>
</tr>
<tr>
<td>NCNFD</td>
</tr>
<tr>
<td>NF</td>
</tr>
<tr>
<td>NFC</td>
</tr>
<tr>
<td>NIFD</td>
</tr>
<tr>
<td>NLR</td>
</tr>
<tr>
<td>NNFC</td>
</tr>
<tr>
<td>NNFD</td>
</tr>
<tr>
<td>OvA</td>
</tr>
<tr>
<td>OvO</td>
</tr>
<tr>
<td>PC</td>
</tr>
<tr>
<td>PT</td>
</tr>
<tr>
<td>PTE</td>
</tr>
<tr>
<td>SCF</td>
</tr>
<tr>
<td>SF</td>
</tr>
<tr>
<td>SVM</td>
</tr>
<tr>
<td>TCF</td>
</tr>
</tbody>
</table>
The accuracy of gas path diagnostics is affected by measurement uncertainties. In order to attain a more reliable diagnostic results, either the measurement uncertainties should be dealt with properly, prior to the gas path diagnosis, or the gas path diagnostic method should be capable of tolerating the uncertainties. Moreover, the number of instruments available may be limited due to reasons such as sensor installation and maintenance costs. This may lead to a poor observability of engine health.

Studies in the past introduced several gas path diagnostic techniques for both industrial and aircraft applications (1). The traditional techniques such as gas path analysis (GPA) and Kalman filter (KF) have limitations in terms of undertaking noise and bias effects, possibility of false alarms due to the smearing effects, the number of sensors required to provide an accurate diagnostic solution, ability to efficiently under take the nonlinearity nature of the engine behavior, and solution convergence problem for large fault values (2-4). Recent studies on gas path diagnostics have thus made more efforts on applications of artificial intelligence methods such as ANNs, for this task. For instance, a multiple sensor fault (SF) diagnosis method using a bank of AANNs was introduced by Zedda and Singh (5) for a low-bypass-ratio
turbofan engine. Ogaji et al. (6) also investigated the potential of nested ANNs to diagnose single and double SFs in a two-shaft GT engine. A similar technique was used by Joly et al. (7) for single and double component fault diagnosis in a two-shaft aircraft engine. These two studies considered both qualitative and quantitative diagnosis and were able to diagnose all the considered fault scenarios with a reasonably good accuracy. Two years later, Xiradakis and Li (8) applied bank of multilayer perceptron (MLP) nets for SF detection, quantification, and accommodation in a two-shaft industrial gas turbine engine. On another study, the use of an ANN for single and multiple component fault (MCF) classification and identification of a turbofan engine was investigated by Ogaji et al. (9) based on a transient data.

Recently, nested ANNs (10) and Associative NN (11) were used for single and double sensor/component fault diagnosis. Although the results obtained were encouraging, they were restricted to qualitative diagnosis. More recently, a quantitative SF diagnosis was made by Courdier and Li (12) using nested ANNs. Dynamic NN identifiers were also developed by Amozegar and Khorasani (13) for GT diagnostics, which indicated that the performance of the ensemble method was significantly better than the individual nets. Nowadays, SVM for gas path diagnosis is getting attention (14, 15). It was utilized in machine condition monitoring applications (16) and provided better classification results than other machine learning (ML) techniques (17).

In this paper, a new gas path diagnostic scheme is developed by integrating an AANN, an SVM, and an MLP techniques. It has been applied to a two-shaft industrial GT engine under steady-state operating conditions where single, double, and triple component fault (TCF) scenarios were considered along with measurement uncertainties. Furthermore, the impact of the number of sensors on the detection and classification performance of the proposed method has been investigated. Finally, the performance of the proposed method is compared with that of some other methods published in the literature.
2. COMBINED AANN-SVM-MLP FAULT DIAGNOSTIC SCHEME

In a practical engine diagnostics, usually, a fault diagnostic system requires three basic activities: data acquisition, data processing and decision making. Data acquisition is the process of collecting and storing the necessary engine performance data. The data processing task involves noise reduction and pattern generation, through appropriate data screening techniques. Whereas, decision making is the last and the most important part, in which algorithms are applied to detect, isolate and identify various faults. As shown in Figure 1, our proposed gas path diagnostic method consists of 11 modules. The first module (AANN based) is for data processing, the next 9 modules (SVM based) are for fault detection and isolation, and the last module (MLP based) is for fault identification. The degradation of major gas turbine gas path components, such as compressor fouling (CF), gas generator turbine erosion (GGTE), and power turbine erosion (PTE)) were considered together with measurement uncertainties.

During diagnostics, engine fault signature is fed into SVM1 to distinguish faulty (F) and no-faulty (NF) engine. If it indicates a faulty engine, the fault signature is then passed to SVM2 for the classification of single component fault (SCF) or MCF. Then SVM3, SVM4, and SVM5 are applied to classify each SCF, SVM6 to classify double component fault (DCF) and TCF, and SVM7, SVM8, and SVM9 to classify each DCFs. Table 1 presents the number and the types of fault classes considered in this analysis. Finally, a MLP network is used to quantify the isolated faults. The proposed gas turbine gas-path diagnostic algorithm is designed, demonstrated, and illustrated in the Matlab environment.
Fig. 1. Structure of the diagnostic system
Table 1: Types of fault classes considered in fault diagnostics

<table>
<thead>
<tr>
<th>Case</th>
<th>Class type</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No-fault</td>
<td>NF</td>
</tr>
<tr>
<td>2</td>
<td>CF</td>
<td>C1</td>
</tr>
<tr>
<td>3</td>
<td>GGTE</td>
<td>C2</td>
</tr>
<tr>
<td>4</td>
<td>PTE</td>
<td>C3</td>
</tr>
<tr>
<td>5</td>
<td>CF+ GGTE</td>
<td>C4</td>
</tr>
<tr>
<td>6</td>
<td>CF+ PTE</td>
<td>C5</td>
</tr>
<tr>
<td>7</td>
<td>GGTE + PTE</td>
<td>C6</td>
</tr>
<tr>
<td>8</td>
<td>CF+ GGTE + PTE</td>
<td>C7</td>
</tr>
</tbody>
</table>

2.1 Auto-Associative Neural Networks

2.1.1 Structure and training

An AANN is a computing paradigm that learns an approximation to the identity function in an unsupervised manner to give an output similar to its input (18). The general topology of a five-layer AANN, as shown in Figure 2, is composed of an input layer, a mapping layer, a bottleneck layer, a demapping layer, and an output layer. The bottleneck layer is located in the middle of the network, with the smallest number of neurons, where the feature vector is captured.
When the training of the AANN, a group of training samples is fed into the input layer. The AANN will learn a way to produce reconstructed values that can be compared with the desired output. The error is then back-propagated to modify NN parameters (gradients, biases, and weights) in iterations till the training is completed. During the training, the Mean Square Error (MSE), Eq. (1), between the reconstruction and the target is minimized. Meanwhile, the generalization performance of the AANN is checked using test samples.

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (y_p - y_i)^2$$  

(1)
where $y_p$ is the network output, $y_t$ is the target value, and $N$ is the number of samples.

### 2.1.2 Data Denoising and Feature Extraction Using an AANN

Measurement noise is one of the main sources of inaccurate fault diagnosis. Due to the engine’s harsh operating conditions, high-level of noise may be of the same order of magnitude with the low-level component faults, is more likely to occur (19). If this effect is ignored while developing a fault diagnostic system, the solution will be unrealistic. Conversely, an attempt to detect actual gas-path component faults using high-level sensor noise corrupted data may encounter a large number of false alarms or missed detections. Data processing and validation (denoising the data using an appropriate data screening technique) is thus one of the very important tasks to be accomplished prior to a fault diagnostics. This helps to minimize the influence of the measurement noise and enhance diagnostic accuracy (20). There are several conventional data filtering methods available in the open domain implemented for gas turbine engines previously such as Myriad filter, Median filter, and Kalman filter (21). An AANN is the most widely used data filtering and validation technique among the AI methods (5, 6, 18, 22, 23). Vanini et al. (11) used this technique for outliers removal and noise minimization in a two-shaft aircraft engine. It has been reported that their proposed technique has shown a noteworthy outliers removal and noise minimization capability in for most of the measurement parameters (from 33% to 92%).

The AANN structure shown in Figure 3 was used to smooth the data and extract features for visualization. The data with measurement noise were used as input and the data with true values as output to form training samples. During the forward propagation of the training process, the first portion of the network converts the input data into a feature space at the bottleneck layer and the second portion of the network reconstructs the data at the output layer. After the training, the network will have the capability to filter the measurement noise and provide the output that is close to the expected target.
The features of the data were extracted from the bottleneck layer. The most significant Principle Components (PCs) were selected and the feature vectors may be plotted in the feature space using PCs as axes. Such procedure is summarized in Figure 4.

Fig. 3. AANN structure for GT noise minimization and feature extraction
Construct the structure of the network and perform the training based on the general ANN training procedure.

When the training is completed save all the weights and biases of the layers.

Simulate the whole sample data and save the network output (this is the data used for classification).

Separate the compression part of the network for feature extraction.

A AANN with N hidden layers will have pre-activation value of $h^{(n)}$ at any hidden layer $n$ corresponds to the bias of that layer $b^{(n)}$ plus its metric of weights $w^{(n)}$ multiplied by the activation value at the previous layer $h^{(n-1)}$.

$$h^{(n)}(x) = b^{(n)} + w^{(n)}h^{(n-1)}(x) \quad \text{For } n = 1$$

Accordingly, compute the pre-activation values for the mapping and bottleneck layers:

$$h^{(j)}(x) = b^{(j)} + w^{(j)}(x)$$

$$h^{(k)}(x) = b^{(k)} + w^{(k)}h^{(j)}(x)$$

Determine the hidden layer activation values by applying the activation function $f(\cdot)$ on the pre-activation values of the associated layer:

$$y^{(n)}(x) = f(h^{(n)}(x)) \quad \text{For } n = 1 \text{ to } N$$

$$y^{(j)}(x) = f(h^{(j)}(x)) \quad \text{For mapping layer}$$

$$y^{(k)}(x) = f(h^{(k)}(x)) \quad \text{For bottleneck layer}$$

$$f(x) = \frac{2}{1 + e^{-2x}} - 1 \quad \text{Sigmoid function}$$

Extract the feature vector (the bottleneck layer outputs) associated with the whole dataset.

Select the most significant PCs and plot the feature vector using the PCs as axes.

**Fig. 4.** AANN based data de-noising and feature extraction
2.2 Component Fault Detection and Isolation using SVM

2.2.1 SVM classification Principles

SVM is one of the most popular supervised learning algorithms (15). It is a binary classifier that separates classes into two groups at a time, based on a one-vs-all (OvA) or one-vs-one (OvO) (16) approach. The objective of training an SVM is to find the best separating hyperplane (HP). The classification effectiveness of this method could be increased by maximizing the margin between the classes.

\[ \langle \omega, x \rangle + \varphi = -1 \]
\[ \langle \omega, x \rangle + \varphi = +1 \]
\[ y_i = 1 \]
\[ y_i = -1 \]

Assuming there are two classes C1 and C2 as shown in Figure 5 where \( x_1 \) and \( x_2 \) refers to the dimensions of the feature vector. The HP may be expressed by Equation (2).

\[ f(x) = \omega^T x + b \]  \hspace{1cm} (2)
where \( \omega \) is the weight vector that is perpendicular to the HP, \( x \) is the input feature vector, and \( b \) is the bias that represents the location of the HP in the feature space.

For a new feature \( x_{\text{new}} \)

\[
\text{If } f(x_{\text{new}}) = \omega^T x_{\text{new}} + b > 0 \Rightarrow x_{\text{new}} \in \text{C1} \tag{3}
\]

\[
\text{If } f(x_{\text{new}}) = \omega^T x_{\text{new}} + b < 0 \Rightarrow x_{\text{new}} \in \text{C2} \tag{4}
\]

\[
\text{If } f(x_{\text{new}}) = \omega^T x_{\text{new}} + b = 0 \Rightarrow x_{\text{new}} \text{ falls on the HP} \tag{5}
\]

If the label \( y_i \) is +1 for \( \text{C1} \) and -1 for \( \text{C2} \):

\[
\forall_{i=1}^p : y_i \cdot (\omega \cdot x_i + b) > 0 \tag{6}
\]

The perpendicular distance of a new point \( p \) from the HP can be computed as:

\[
d_p = \frac{\omega \cdot x + b}{\|\omega\|} \tag{7}
\]

For a confidential classification, \( dp \) should be greater than or equal to certain margin \( \zeta \)

\[
\frac{\omega \cdot x + b}{\|\omega\|} \geq \zeta \Rightarrow \omega \cdot x + b = \zeta \|\omega\| \tag{8}
\]

By applying a proper scaling, Equation (8) becomes Equation (9).

\[
\omega \cdot x + b = \zeta \|\omega\| = 1 \tag{9}
\]

\[
\text{If } \omega \cdot x + b \geq 1 \Rightarrow x \in \text{C1} \tag{10}
\]

\[
\text{If } \zeta \|\omega\| \leq 1 \Rightarrow x \in \text{C2} \tag{11}
\]
In order to maximize the margin to separate the two classes, the distance between the closest points need to be maximized (Eq. (12)).

\[
\max_{\|\omega\|} \frac{1}{\|\omega\|} \quad \text{or} \quad \min_{\|\omega\|} \frac{1}{2} \|\omega\|^2 \quad \text{subject to} \quad y_i \cdot (\omega \cdot x_i + 1) \geq 1, \quad i = 1, 2, \ldots, k
\]  

(12)

The maximization function in the form of Lagrange dual optimization function is given as:

\[
\max_{0 \leq \alpha_i \leq R} \sum \alpha_i - \frac{1}{2} \sum \alpha_i \alpha_j y_i y_j \left( \vec{x}_i \cdot \vec{x}_j \right) \quad \text{subject to} \quad \alpha_i = 0 \quad \text{and} \quad \sum \alpha_i y_i = 0
\]  

(13)

where \( \alpha \) is Lagrange Multiplier.

The optimized solution may be represented by Equation (14).

\[
f(x) = \text{sign} \left( \sum \alpha_i y_i \vec{x}_i \cdot x + b \right)
\]  

(14)

For classes that are not linearly separable, the data points are projected into a higher dimensional space so that they become linearly separable. For this projection, Kernel functions are commonly used (15). The idea is, for a given Kernel function \( K(x_i, x_j) \), the nonlinear input vector (\( \vec{x} \)) can be mapped into a high-dimensional space through a transformation functions (\( \Psi(\vec{x}) \)), as of Eq. (15).

\[
\Psi : \vec{x} \rightarrow \phi(\vec{x})
\]  

(15)

The dot product would become:

\[
K(x_i, x_j) = \phi(x_i^T)\phi(x_j)
\]  

(16)

The objective function to be minimized and the nonlinear HP decision function are expressed by Eqs. 17 and 18, respectively (24).
\[ \max_{0 \leq \alpha_i \leq R} = \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j K(x_i \cdot x_j) \]  

(17)

\[ f(x) = \text{sign} \left( \sum_i \alpha_i y_i K(\bar{x}_i \cdot x) + b \right) \]  

(18)

where

\[ b = \frac{1}{|m|} \sum_{i \in m} \left( y_i - \sum_{j=1}^{r} \alpha_j y_j (x_i \cdot x_j) \right) i \in m \equiv (i : \alpha_i \neq 0) \]  

(19)

2.2.2 Application of SVM for GT Fault Detection and Isolation

It is understandable that selecting an appropriate classification technique is very critical for an effective engine fault detection and isolation. Previously, the classification potential of an SVM has been evaluated by implementing in different fields such as medical science (25, 26), biology (27-31) and engineering (32). The reported results indicate its powerful learning ability for classification, thereby encourage incorporating this method for gas turbines too. On the other hand, many authors also showed that the classification performance of an SVM is better than an MLP (33-35). Using nested modules for classification aiming to divide and share diagnostic tasks is highly encouraged (3). Especially, dividing the diagnostic tasks systematically and arranging the associated models hierarchically provides a more detailed information about the nature of the gas-path problems. That may increase the understanding of the engine operator during the decision making. Moreover, this helps to avoid the possibility of searching a not existing fault by activating only the necessary module(s) in the hierarchy. As a result, the overall testing computational time of the diagnostic system would be reduced. The advantage of this concept has been evaluated for ANNs (3, 7) and recently for an SVM to some extent (15). Conversely, the multiple fault
classification success rate obtained from a single MLP structure, as reported in (36), may also support the utilization of SVM in general and nested SVM modules in particular.

As stated in section 2, following the data processing step, detection and isolation are the two most important parts in engine fault diagnosis. The use of multiple SVM for a SCF classification of a GT engine was studied by Zhou et al. (15). Conversely, in the current work, a different nested SVM based classification framework was developed for single, double, and triple CFs detection and isolation. Since eight classes (as presented in Table 1) were considered, the detection and isolation problem of the engine was treated as a multi-class classification problem. These classes were split into nine binary classes according to the hierarchical framework shown in Figure 1. For example, SVM1 of this framework was dedicated to distinguish normal and abnormal operating conditions of the engine, while SVMs 3-5 to separate compressor, GGT, and PT faults, respectively. Likewise, SVMs 6-8 used to classify DCFs. In general, as shown in Figure 6, the procedure of developing an SVM based model for this purpose requires three steps: feature extraction, building the model using the training samples, and testing its performance on the test samples. Supporting a SVM by a feature extraction and noise reduction technique helps to enhance its classification performance (37). In this regard, the required features were extracted from the AANN based preprocessor, as discussed in section 2.1.2. The extracted features associated with every binary class were divided into training and test samples followed by defining their corresponding class labels. Training was then performed on the training samples until the optimized classifier model obtained. After training, unlabeled test samples were fed into the model to verify its generalization performance. The complete processes flow is given in Figure 7.

Cross-validation technique was applied to control overfitting and select the best among the potential models. There are different cross-validation techniques available for ML algorithms. Two of the most
widely used techniques are holdout cross-validation and k-fold cross-validation. The former is accomplished by dividing the sample dataset into training and test groups. Whereas, in the latter case, the sample data is divided into k number of equal sized folds and the training is done on the k-1 folds while 1 fold is left for validation. This need to be done for all possible combinations. The latter approach was applied in the current work.

![Diagram](image_url)

**Fig. 6.** SVM application for GT fault classification
Start

Prepare the feature vector corresponding to each class with their associated class labels and store in the database

Construct the model from the training sample of known features and labels based on the standard training procedure

Evaluate its classification performance for a new data feature x with unknown label or class

Compute the classification success rates achieved associated with each model based on the standard confusion matrix approach

Does the optimal classification model achieved?

No

Change the control variables such as the kernel function and the number of validation folds

Yes

Save the potential models and select the best among them

END

Fig. 7. SVM based GT gas path fault classification model development processes flow
2.3 Component Fault Identification Using a MLP

MLP is a feed-forward neural network type supervised learning algorithm consisting of input and output layers with one or more hidden layers in between (38). During training, the network tries to learn the relationship between input and output parameters based on training samples with the backpropagation algorithm. According to the universal approximation theorem (39), a neural network with a single hidden layer comprising of multiple nodes can approximate any input-output relationship. Hence, in this paper, a single layer MLP, as shown in Figure 8, is used to assess gas path CFs in a two-shaft GT engine. Component fault identification is a reverse process to obtain the component health parameter deviations from fault signatures. Suppose that \( \Delta X_{i,j} \) and \( \Delta Y_{i,j} \) represent the fault signature matrix and the fault matrix as shown in Eqs. 20 and 21, respectively, \( \Delta X_{i,j} \) is input to the network while \( \Delta Y_{i,j} \) is the desired output. The network was trained for fault identification using training samples derived from seven fault scenarios in an attempt to capture useful patterns from these samples and fine tune the connection weights and biases. Meanwhile, the status of estimation accuracy was evaluated in terms of MSE utilizing the training and validation data sets together.

\[
\Delta X_{i,j} = \begin{bmatrix}
\Delta T_3^1 & \Delta P_3^1 & \Delta N_{GG1} & \Delta W_f^1 & \Delta T_4^1 & \Delta P_4^1 & \Delta T_5^1 & \Delta P_5^1 \\
\Delta T_3^2 & \Delta P_3^2 & \Delta N_{GG2} & \Delta W_f^2 & \Delta T_4^2 & \Delta P_4^2 & \Delta T_5^2 & \Delta P_5^2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Delta T_3^m & \Delta P_3^m & \Delta N_{GGm} & \Delta W_f^m & \Delta T_4^m & \Delta P_4^m & \Delta T_5^m & \Delta P_5^m 
\end{bmatrix}
\]  

(20)

\[
\Delta Y_{i,j} = \begin{bmatrix}
\Delta \Gamma_{C1} & \Delta \eta_{C1} & \Delta \Gamma_{GG1} & \Delta \eta_{GG1} & \Delta \Gamma_{PT1} & \Delta \eta_{PT1} \\
\Delta \Gamma_{C2} & \Delta \eta_{C2} & \Delta \Gamma_{GG1} & \Delta \eta_{GG1} & \Delta \Gamma_{PT1} & \Delta \eta_{PT1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Delta \Gamma_{Cm} & \Delta \eta_{Cm} & \Delta \Gamma_{GGm} & \Delta \eta_{GGm} & \Delta \Gamma_{PTm} & \Delta \eta_{PTm} 
\end{bmatrix}
\]  

(21)
The performance parameters’ estimation errors were assessed using the two most popular statistical data analysis methods, namely standard deviation ($\sigma$) and correlation coefficient ($\rho$). The errors’ standard deviation is used to measure how spread out the estimated values are from their mean ($\mu$). It is useful to determine the confidence level that the approximation network produces. According to the definition of the standard distribution, 68% of the samples lies within $\pm 1\sigma$; 95% within $\pm 2\sigma$; and about 99% within $\pm 3\sigma$ from the mean. Therefore, for $\pm 2\sigma$ error level, which is the most frequently applied in practice, the range of the prediction accuracies of the fault identification models were computed using Eq. (22). A correlation coefficient (Eq. (23)) is another approach that evaluates the strength of the relationship between the predicted and target values. According to Provost (40), $0.9 < \rho < 1$ refers a very strong correlation, $0.8 < \rho < 0.9$ a strong correlation, and $0.7 < \rho < 0.8$ a weak correlation.

Fig. 8. MLP structure for GT fault quantification
\[ \hat{p} = p_{\text{Actual}} \pm 2\sigma \]  \hspace{1cm} (22)

\[ \rho = \frac{n\left(\sum pt\right) - \left(\sum p\right)\left(\sum t\right)}{\sqrt{n\left(\sum p^2\right) - \left(\sum p\right)^2} \sqrt{n\left(\sum t^2\right) - \left(\sum t\right)^2}} \]  \hspace{1cm} (23)

where \( p \) is network prediction, \( t \) is the target value, and \( n \) is the number of test samples.

3. PERFORMANCE DATA GENERATION AND PROCESSING

To train and test the introduced GT gas path diagnostic scheme, a large number of training samples from a “clean” and a deteriorated engine are required. This might be done either by intentionally ingesting faults into an operating engine and collecting measurements or by implanting fault patterns into an engine model. The former is highly expensive and not recommended (41). Consequently, a performance model of a GT engine was set up in this study to generate the required data samples.

GSP developed by NLR in the Netherlands (42) was used to generate a performance model of a GT similar to GE LM2500 (43), which is operating in an oil & gas industry at Resak PETRONAS platform in Malaysia. Figure 9 shows the schematic diagram of this model engine. The gas path parameters and their corresponding maximum measurement noise values are also given in Table 2. After completing the engine model for performance simulation, the required data was generated taking into account the ambient condition and performance deterioration effects. A gas turbine operating condition cannot be constant in most of the time due to variations in ambient condition. A common way to avoid the influence of operating conditions is to form a baseline model, compute measurement deviations, and use them as network inputs instead of measurements themselves. In order to accommodate this ambient condition variation, ambient temperature changes between -45°C to +45°C with up to 3% change in ambient pressure were considered.
Regardless of the operating condition effects, the impact of performance degradation on measurement variation provides relevant information about the condition of the engine. To avoid the effects of the ambient condition variation on the gas-path measurement deviations, all the measurement parameters are corrected against those variations based on Eq. (24). The baseline condition was set at sea-level-static (SLS) conditions for a standard day (TRef = 288.15K and PRef = 1.01325 bar).

\[ X_{\text{Measured}}^{\text{C}} = \frac{X_{\text{Measured}}}{\theta^\alpha \times \delta^\beta \gamma^\gamma} \]  

(24)

where: \( X \) is the gas-path measurement parameter, \( \theta = \text{TMeasured}/\text{TRef} \) is the temperature correction factor, \( \delta = \text{PMeasured}/\text{PRef} \) is the pressure correction factor, \( \alpha \) and \( \beta \) are temperature and pressure ratio exponents, respectively.

The value of the exponents in Eq. (24) slightly varies from engine to engine. For the case engine considered in the current work, the values of these exponents corresponding to each gas-path measurement parameter are obtained by optimizing the difference between the corrected parameter values using Eq. (24) and the reference values at the standard day condition. The obtained results from the optimization and the associated corrected parameters are presented in Table 3.

![Schematics of a two-shaft GT engine with gas-path measurement parameters](image-url)

Fig. 9. Schematics of a two-shaft GT engine with gas-path measurement parameters
### Table 2: Measurement parameters and maximum measurement noise

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Description</th>
<th>Max. Measurement Noise (±2σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>K</td>
<td>Compressor (C) delivery total temperature</td>
<td>0.4</td>
</tr>
<tr>
<td>P3</td>
<td>bar</td>
<td>Compressor delivery total pressure</td>
<td>0.25</td>
</tr>
<tr>
<td>N_{GG}</td>
<td>rpm</td>
<td>Gas generator (GG) relative shaft speed</td>
<td>0.2</td>
</tr>
<tr>
<td>Wf</td>
<td>Kg/s</td>
<td>Fuel flow rate</td>
<td>0.5</td>
</tr>
<tr>
<td>T4</td>
<td>K</td>
<td>GG exit/PT inlet total temperature</td>
<td>0.4</td>
</tr>
<tr>
<td>P4</td>
<td>bar</td>
<td>GG exit/PT inlet total pressure</td>
<td>0.25</td>
</tr>
<tr>
<td>T5</td>
<td>K</td>
<td>PT exit total temperature</td>
<td>0.4</td>
</tr>
<tr>
<td>P5</td>
<td>bar</td>
<td>PT exit total pressure</td>
<td>0.25</td>
</tr>
</tbody>
</table>

### Table 3. Parameter correction exponents and equations for LM2500 engine measurements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>α</th>
<th>β</th>
<th>Corrected parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₃</td>
<td>0.94</td>
<td>0</td>
<td>( T_{3C} = \frac{T_3}{\delta^{0.94}} )</td>
</tr>
<tr>
<td>P₃</td>
<td>0</td>
<td>1</td>
<td>( P_{3C} = \frac{P_3}{\delta} )</td>
</tr>
<tr>
<td>N₉₉</td>
<td>0.5</td>
<td>1</td>
<td>( N_{GG} = \frac{N_{GG}}{\delta} )</td>
</tr>
<tr>
<td>Wᵩ</td>
<td>0.65</td>
<td>1</td>
<td>( W_{f} = \frac{W_{f}}{\delta^{0.63}} )</td>
</tr>
<tr>
<td>T₄</td>
<td>0.85</td>
<td>0</td>
<td>( T_{4C} = \frac{T_4}{\delta^{0.85}} )</td>
</tr>
<tr>
<td>P₄</td>
<td>0</td>
<td>1</td>
<td>( P_{4C} = \frac{P_4}{\delta} )</td>
</tr>
<tr>
<td>T₅</td>
<td>1</td>
<td>0</td>
<td>( T_{5C} = \frac{T_5}{\delta^{0.85}} )</td>
</tr>
<tr>
<td>P₅</td>
<td>0</td>
<td>1</td>
<td>( P_{5C} = \frac{P_5}{\delta} )</td>
</tr>
</tbody>
</table>
As far as a performance deterioration is concerned, there is some inconsistency in the literature on the range of variation of the engine components flow capacity and isentropic efficiency indices and their correlation (44-46). Due to the reason that the diagnostic system should be generic in order to effectively diagnose faults that could possibly exist in the engine lifetime and due to the matter of the fact that artificial intelligence methods are not capable of performing a fault diagnosis creditably outside the training data space, a large database consisting of a wide range of fault library, taking into account the above mentioned inconsistencies, is therefore essential. This database is made of multiple measurement deviations called fault signatures, from which sets of training and test data samples are drawn. Besides, several fault diagnostic method development studies like (2, 7) also considered somewhat higher ranges than the published ranges in (44-46), aiming to increase the working space of the method. For the same reason, in the present work, a flow capacity drop of -8% to 0 and an isentropic efficiency drop of – 3.5% to 0 for compressor fouling and an increase in flow capacity ranging from 0 to +6% and an isentropic efficiency change similar to the compressor fouling were assumed. The implanted fault case patterns were then constructed within these degradation. Each component degradation was considered as two degrees of freedom problem (that is, one faulty component causes changes in its flow capacity and isentropic efficiency parameters), and it is also a common practice in the literature (7, 9, 47, 48). Accordingly, all single component faults were represented by changes in the two performance parameters, double component faults by changes in four performance parameters, and triple component faults by changes in six performance parameters expected to vary with time. While generating the fault patterns associated with the considered component fault types, the isentropic efficiency range was divided into several numbers of severity segments and each level is combined with different ratios of flow capacity drops, in the same way as (2).
The gas-path measurement deviations (ΔX) from the established baseline (XBaseline) were computed using Eq. (25). These percentage deltas refer to the fault patterns or fault indicators were then used to train and test the diagnostic system.

$$\Delta X(\%) = \frac{X_{Corrected} - X_{Baseline}}{X_{Baseline}} \times 100$$

(25)

Overall, 4743 data samples (459 NF + 4284 component fault (i.e., 612 samples from each component fault scenario)) were generated and used as training and test samples. Accordingly, for SVM1 4743, for SVM2 4284, for SVM3, SVM4, SVM5, SVM7, SVM8, and SVM9 1836 each, and for SVM6 2448 learning data samples were used based on the number of classes they are dedicated to distinguishing. Likewise, of the total 4284 component fault samples, 3108 samples were used to train, validate, and test the fault estimation network, by randomly dividing it into three sub-samples (70% for training and 15% each for validation and testing). The remaining 1176 samples, were used to evaluate the accuracy.

4. RESULTS AND DISCUSSION

4.1 Data De-noising and Visualization

In order to select the right number of neurons in the hidden layers of the AANN, from 8 to 40 neurons were considered for the mapping and the de-mapping layers and from 2 to 6 neurons for the bottleneck layer. After trials and errors, the structure of 8:15:3:15:8 was selected for the AANN. By using the training samples generated with the engine model, typically around 559 iterations were required to train the AANN and achieve an MSE value of 0.00118.

Figure 10 shows the visualization of the seven component faults considered in this paper using 3 PCs. The axes represent the PCs and each colored group represents the features of the sample data corresponding to
each fault class. The patterns spreading radially outward indicate faulty engine conditions with increasing severity levels. The furthest points are associated with maximum severities, whereas the closest points correspond to low-level faults. We can see that the data are not linearly separable. This implies that nonlinear classifiers may be more suitable than the linear ones. Besides, it was observed that as the noise level increases the overlapping possibilities of the adjacent classes increase. This may increase the difficulty of obtaining clear decision boundaries between neighbor classes. Thus, an AANN based dimension reduction can be used for an effective visualization of engine faults and understand their nature even in a high-noise environment.

**Fig. 10.** AANN based gas path component fault visualization using 3 PCs
4.2 Fault Detection and Isolation

The detection and isolation performance of the proposed method were evaluated using 4743 samples. Table 4 demonstrates the training and test samples used and the classification success rates achieved. The classification success rates were computed from the obtained confusion metric based on Eqs. (24-31) (49).

\[ \text{True positive rate (TPR)} = \frac{\text{Number of correct fault detections}}{\text{Number of fault cases}} = \frac{\text{NCFD}}{\text{NFC}} \quad (24) \]

\[ \text{False negative rate (FNR)} = \frac{\text{Number of incorrect NF detections}}{\text{Number of fault cases}} = \frac{\text{NINFD}}{\text{NFC}} \quad (25) \]

\[ \text{False positive rate (FPR)} = \frac{\text{Number of incorrect fault detections}}{\text{Number of NF cases}} = \frac{\text{NIFD}}{\text{NNFC}} \quad (26) \]

\[ \text{True negative rate (TNR)} = \frac{\text{Number of correct NF detections}}{\text{Number of NF cases}} = \frac{\text{NCNFD}}{\text{NNFC}} \quad (27) \]

\[ \text{Overall detection accuracy (ODA)} = \frac{\text{NCFD} + \text{NCNFD}}{\text{NFC} + \text{NNFC}} \quad (28) \]

\[ \text{Correct classification rate (CCR)} = \frac{\text{Number of correct classifications}}{\text{Number of cases of the fault}} = \frac{\text{NCC}}{\text{NCF}} \quad (29) \]

\[ \text{Incorrect fault classification rate (IFCR)} = \frac{\text{Number of misclassifications}}{\text{Number of cases of the fault}} = \frac{\text{NMC}}{\text{NCF}} \quad (30) \]

\[ \text{Overall classification accuracy (OCA)} = \frac{\text{Total number of correct classifications}}{\text{Total number of cases of the faults}} \quad (31) \]

The classification accuracy of SVM1 represents the detection accuracy of the system. On average, 98% of the test samples were correctly classified. As far as SVM2 is concerned, SCF and MCF categories were classified with a success rate of 94.5%. Similarly 99.51% of the samples belonging to DCF and TCF groups were classified correctly. The misclassifications were observed when the effects of fault severity levels of
SCFs and DCFs or DCFs and TCFs are equivalent. Likewise, Each SCF was classified successfully with a 100% accuracy while an average classification accuracy of 99.98% was achieved from DCF classifications.

Table 4: Classification accuracy of the SVM based classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Used to classify</th>
<th>No. of input samples</th>
<th>No. of correctly classified samples</th>
<th>OCA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM1</td>
<td>F/NF</td>
<td>4743</td>
<td>4609</td>
<td>98.5</td>
</tr>
<tr>
<td>SVM2</td>
<td>SCF/MCF</td>
<td>4284</td>
<td>4090</td>
<td>94.5</td>
</tr>
<tr>
<td>SVM3</td>
<td>C1/(C2+C3)</td>
<td>1836</td>
<td>1836</td>
<td>100</td>
</tr>
<tr>
<td>SVM4</td>
<td>C2/(C1+C3)</td>
<td>1836</td>
<td>1836</td>
<td>100</td>
</tr>
<tr>
<td>SVM5</td>
<td>C3/(C1+C2)</td>
<td>1836</td>
<td>1836</td>
<td>100</td>
</tr>
<tr>
<td>SVM6</td>
<td>DCF/TCF</td>
<td>2448</td>
<td>2436</td>
<td>99.51</td>
</tr>
<tr>
<td>SVM7</td>
<td>C4/(C5+C6)</td>
<td>1836</td>
<td>1836</td>
<td>100</td>
</tr>
<tr>
<td>SVM8</td>
<td>C5/(C4+C6)</td>
<td>1836</td>
<td>1836</td>
<td>100</td>
</tr>
<tr>
<td>SVM9</td>
<td>C6/(C4+C5)</td>
<td>1836</td>
<td>1833</td>
<td>99.94</td>
</tr>
</tbody>
</table>

4.2.1 Effect of Number of Measurements

It is understandable that a diagnostic algorithm requiring few numbers of sensors and delivering accurate diagnostic predictions is preferable. However, lack of sufficient information may affect faults’ distinguishability, particularly when two or more simultaneous faults are considered. This portion of the experimentation was assigned to assess the fault classification capability of our proposed method using three randomly selected sets of measurements and compare with the results obtained from 8 sensors.

- Set 1: P3, T3, N\textsubscript{GG}, W\textsubscript{f}, and T4
- Set 2: P3, T3, N_{GG}, W_f, P4, and T4
- Set 3: P3, T3, N_{GG}, W_f, P4, T4, and T5

Table 5 presents the classification results obtained. Generally, the accuracies achieved in all the cases were good enough to make a fault classification decision although about 2.3% performance loss was observed between the 5 and 8 sensors. This may indicate the capability of SVMs for gas path component fault detection and isolation with limited information. As expected, SVM1, SVM2, and SVM6 provided lesser success rates than the other SVM classifier models due to the number and type of faults taken into account (as illustrated in Table 1). A similar observation to the cases of SVM2 and SVM6 was also reported so far for ANNs (41).

Table 5: Classification performance of SVM classifiers using different numbers of measurements

<table>
<thead>
<tr>
<th>Classifier</th>
<th>5 sensors</th>
<th>6 sensors</th>
<th>7 sensors</th>
<th>8 sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM1</td>
<td>97.5</td>
<td>97.8</td>
<td>98.0</td>
<td>98.5</td>
</tr>
<tr>
<td>SVM2</td>
<td>90.1</td>
<td>92.7</td>
<td>93.9</td>
<td>94.5</td>
</tr>
<tr>
<td>SVM3</td>
<td>99.6</td>
<td>99.8</td>
<td>99.8</td>
<td>100</td>
</tr>
<tr>
<td>SVM4</td>
<td>99.5</td>
<td>99.6</td>
<td>99.8</td>
<td>100</td>
</tr>
<tr>
<td>SVM5</td>
<td>99.4</td>
<td>99.6</td>
<td>99.9</td>
<td>100</td>
</tr>
<tr>
<td>SVM6</td>
<td>91.5</td>
<td>92.5</td>
<td>95.1</td>
<td>99.51</td>
</tr>
<tr>
<td>SVM7</td>
<td>99.4</td>
<td>99.8</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SVM8</td>
<td>99.3</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SVM9</td>
<td>99.2</td>
<td>99.82</td>
<td>99.84</td>
<td>99.94</td>
</tr>
</tbody>
</table>
4.2.2 Comparison of SVM vs. MLP

In order to evaluate the advantage of the hybrid method over the general single-ANN-based technique, the classification part of the hybrid framework is changed by nested MLP modules. For each component fault scenario, an individual MLP model is used. The classification is then performed based on a binary decision logic, i.e., the input patterns are considered as a signal which is 1 for fault pattern that the network trained to identify, and 0 otherwise. The percentage accuracy obtained from both SVM and MLP modules is given in Table 6. From this table, it can be seen that the SVM provided better classification accuracy in all the fault scenarios than the MLP method, especially with high-level measurement noise. The degree of influence of measurement noise on the classification effectiveness of an MLP is also investigated in (36). In general, on average, the classification performance of the hybrid method showed over 12% improvement than the general MLP based scheme. Without the noise filtering algorithm, the classification accuracy depreciates from the average 87% to 78% at the maximum noise level of ± 2σ.

Table 6 Gas turbine gas path fault classification performance of SVM vs MLP

<table>
<thead>
<tr>
<th>Fault type</th>
<th>Classification Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM (combined with AANN)</td>
</tr>
<tr>
<td>CF</td>
<td>100</td>
</tr>
<tr>
<td>GGTE</td>
<td>100</td>
</tr>
<tr>
<td>PTE</td>
<td>100</td>
</tr>
<tr>
<td>CF+GGTE</td>
<td>99.51</td>
</tr>
<tr>
<td>CF+PTE</td>
<td>100</td>
</tr>
<tr>
<td>GGTE+PTE</td>
<td>100</td>
</tr>
</tbody>
</table>
4.3 Fault Identification

The fault identification model was trained by using the training samples derived from the seven component fault scenarios. In the hidden layer of the network, 5 to 50 neurons were considered. Different configurations for the MLP neural network were evaluated by trials and errors and finally the configuration of 8:35:6 was selected. Typically around 1000 iterations were required for the training to achieve an MSE value closer to 0.0003. Randomly selected test samples were then used for testing and the results are given in Table 7. An important observation from this table is that for each of the approximation model, in all the cases, the mean of the estimation errors approaches to zero.

Figure 11 shows the estimation error distribution of the fault identification network on the 1176 test samples. The decision whether the estimation results of flow capacity and efficiency parameters are good enough to suggest this technique for practical use or not should be made based on the confidence interval they provide. With reference to the confidence level of the fault estimation, as presented in Figure 12, about 80% of the samples estimation error lied within ±1σ; over 95.2% within ±2σ; and over 99% within ±3σ of the mean. On the other hand, according to Eq. (22), say for example, for a given compressor deterioration value of -3% decrease in flow capacity and -1% decrease in isentropic efficiency due to fouling, the fault estimation network is over 95% confident to provide prediction values within the range of -3 ± 0.0185 and -1 ± 0.0383, respectively. This prediction accuracy is adequately sufficient to make a maintenance decision.

Similarly, as shown in Table 7, ρ values for all performance parameters are very close to 1. This indicates a
very strong correlation between the predicted and target fault values. Moreover, the flow capacity $\rho$ values were a bit higher than that of the isentropic efficiency. This kind of correlation difference between these parameters is often expected due to their associated fault levels considered (41). Table 8 demonstrates the fault estimation results for some randomly selected fault cases. As shown in this table, the estimation accuracies are generally very good. Out of the 12 test cases considered, the maximum error is about 7% in a TCF scenario and the contribution of the individual prediction outliers to the overall accuracy was insignificant. Increasing the training and test samples reduces their corresponding MSE values. Moreover, the accuracy may also be improve using individual networks for each fault case.

![Graph (a)](image-a.png)

![Graph (b)](image-b.png)
Fig. 11. (a-f) Actual estimation error distribution of each health parameter
Table 7: Mean, standard deviation and correlation coefficient values of the fault estimation

<table>
<thead>
<tr>
<th></th>
<th>$\Delta \Gamma_C$</th>
<th>$\Delta \eta_C$</th>
<th>$\Delta \Gamma_{GGT}$</th>
<th>$\Delta \eta_{GGT}$</th>
<th>$\Delta \Gamma_{PT}$</th>
<th>$\Delta \eta_{PT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>-0.011</td>
<td>-0.005</td>
<td>-0.004</td>
<td>0.002</td>
<td>-0.003</td>
<td>0.001</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.264</td>
<td>0.134</td>
<td>0.066</td>
<td>0.033</td>
<td>0.067</td>
<td>0.035</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.9920</td>
<td>0.9768</td>
<td>0.9987</td>
<td>0.9895</td>
<td>0.9981</td>
<td>0.9811</td>
</tr>
</tbody>
</table>

Table 8: Sample test results of randomly selected fault cases

<table>
<thead>
<tr>
<th>Fault</th>
<th>Implanted fault (%)</th>
<th>Predicted fault (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CF</td>
<td>GGTE</td>
</tr>
<tr>
<td></td>
<td>$\Delta \Gamma$</td>
<td>$\Delta \eta$</td>
</tr>
<tr>
<td>C1</td>
<td>-1.5</td>
<td>-1.2</td>
</tr>
<tr>
<td></td>
<td>-4</td>
<td>-3.2</td>
</tr>
</tbody>
</table>
CONCLUSIONS

A hybrid ANN and SVM method for a two-shaft industrial GT engine gas path diagnosis has been presented. It consists of hierarchically arranged several modules trained to handle specific activities. The first module uses an AANN to minimize noise and extract important Principle Component features and integrated with nested SVM classifiers where abnormal operating conditions are detected and isolated, followed by an MLP approximator where the magnitudes of the faults are estimated. The test results showed that the proposed method, in general, is capable of diagnosing major gas path component faults with high accuracies. Moreover, the level of accuracy obtained confirms that combined methods have derivable advantages over the individual methods, particularly over those designed to perform single and multiple component faults together. Specifically, 3/3 SCF and 2/3 DCF classes have been classified successfully with a 100% accuracy, while a 5.5% of the TCFs were misclassified. In regard to the fault
identification performance, the MLP network is over 95% confident to yield predictions within the maximum range of actual value ± 0.0766 for flow capacity and actual value ± 0.0383 for isentropic efficiency. Finally, the effect of the number of sensors on the diagnostic accuracy has been studied. The comparative result indicated that the fault classification part of the system provided 96.8% average accuracy with 5 sensors, which is about 2.3% lower than the result owned by 8 sensors. Eventually, the proposed method can be implemented as a gas path diagnostic system for a two-shaft GT engine under steady-state operating conditions, even with a limited number of gas path measurements.
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