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Abstract

Decision-making support (DMS) methods are widelgdufor technical, economic, social and
environmental assessments within different eneegyoss, including upstream oil and gas,
refining and distribution, petrochemical, power g@etion, nuclear power, solar, biofuels,
and wind. The main aim of this paper is to presebmprehensive literature review and
classification framework for the latest scholaigearch on the application of DMS methods
in the upstream oil and gas industry. To achieigdlm, a systematic review is conducted on
the current state-of-the-art and future perspestigé various DMS methods applied to
different upstream operations (such as exploratienglopment and production) which take
place prior to shipping of crude oil and naturat ga the refineries for processing. Journal
and conference proceeding sources that contamatlitee on the subject are identified, and
based on a set of inclusion criteria the relatgoepmare selected and reviewed carefully. A
framework is then proposed to classify the litemataccording to the year and source of
publications, type of fossil fuel sources, stagksiband gas field lifecycle, data collection
techniques, decision-making methods, and geograbhlistribution and location of case
studies. The proposed literature classification ematent analysis can help upstream oil and
gas industry stakeholders such as field ownerst assnagers, service providers, policy
makers, environmentalist, financial analyst, angulatory agencies to gain better insight
about their business activities with well-informggkcision-making processes.
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Decision-making; Asset risk management; Decisioppsu system (DSS); Upstream Oil
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1. Introduction

Despite the unprecedented increase in the usaeivables — including wind, solar, biofuels,
hydro, waste, geothermal and tidal energy - to stupplectricity generation in the last
decade, many countries still produce significanbant of energy from burning fossil fuels
(mainly crude oil, coal, and natural gas). Accogdio a recent report published by the World
Energy Council (2017), oil remains the world’s leapfuel accounting for about one-third of
global energy consumption, followed by coal anduratgas with around %29 and %24
respectively. The oil and gas industry is dividedoithree major sectors of upstream,
midstream, and downstream. The upstream sectbeimbst capital-intensive and important
segment of the three in the oil and gas businastiisiis where crude oil and natural gas are
produced. The upstream oil and gas includes aiViaes related to the exploration and
extraction of crude oil and natural gas which tak&ce prior to shipping products to the
refineries for processing.

Over the past four decades, the upstream oil asdirgiustries have applied various
ways of well-informed business decision-making maréase production volume, reduce
costs, improve safety, enhance operational perfocamaand protect the environment. Many
of the decision-making problems in upstream oil @ja$ sector are complex in nature,
involve uncertainties and risks, and require sigaift input from practitioners and policy-
makers. The concept of decision analysis was djpglied in the 1960s to solve oil and gas
‘exploration’ problems in the upstream sector (Hyahal, 1995). Since then this concept
has been used in decision-making for a number bérotmportant areas such as field
development, production, maintenance of wells aratilifies, life extension and
decommissioning, et¢Animah and Shafiee, 2018).

In recent years, a spectrum of qualitative and tjadive decision-making support
(DMS) methods has been proposed in the literatugessist stakeholders in the upstream oil
and gas sector to better understand reservoir desistics, simulate field operations,
develop low carbon production technologies, and engkstifiable business decisions
regarding exploration and development of both gea®hbrown fields. As stated in Bratvold
et al. (2009), DMS methods can help practitioners noty anl performing technical and
diagnostic tests of equipment but also in complyvith regulatory and risk management
requirements. Typical DMS methods used within tpstream sector include: operational
research methods such as linear programming, infFrggramming, and goal programming;
economic analysis methods such as cost-benefiysadCBA), real options analysis (ROA),
and life cycle costing (LCC); statistical methodsls as probabilistic approaches, simulation-
based methods, and decision tree analysis (DTAJ; earvironmental assessment methods
such as environmental life cycle assessment (ELCA).

Strantzali and Aravossis (2016) indicated that #irgle-criterion approaches have
historically dominated decision-making in the upam oil and gas sector. However, given
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the complexity and conflicting interests of invalvactors in the decision making process, the
use of multi-criteria evaluation techniques is gagnrmomentum. Such techniques are able to
consider simultaneously multiple attributes invalvi@ a decision-making problem such as
selecting the best drilling techniques and vesséispsing the most appropriate maintenance
strategies for different systems and componentgiband gas platforms, determining the
most environmentally friendly end-of-life strategiior wells, identifying the most viable
decommissioning processes for facilities, etc.h@ tipstream sector. Moreover, in order to
account for uncertainties associated with practérs’ subjective perception and experience
in decision-making, soft computing methods suchfuezy set theory, rough set theory,
artificial intelligence (Al), and neural networkid{l) are increasingly becoming popular.

Despite the growing use of decision analytics apghes in upstream, midstream, and
downstream oil and gas sectors in recent yearditénature on classification of the methods
employed in these sectors to support the decisiakifng processes has been very limited
(Deore, 2012). This paper aims to conduct a sydiemeview on the current state-of-the-art
and future perspectives of the application of usi®MS methods in the upstream oil and
gas industry. The review is based on an exhausthsessment of the studies identified in
relation to the topiancluding scholarly articles in refereed acaderoiaripals and conference
proceedings between the years 1977 and 2016. Aifatasion framework is also proposed to
categorise the literature according to the year smdce of publications, type of fossil fuel
sources, oil and gas field development stages, dataction techniques, decision-making
methods, and geographical location of the casdestudhe findings of this review can be
very useful to upstream oil and gas industry staldgrs, including field owners, asset
managers, service providers, policy makers, enwmenmtalist, financial analyst, and
regulatory agencies to gain current state-of-thédaowledge about well-informed decision-
making, find out how to determine the most effextdMS method for each problem, and
identify related real-life applications and caselgts.

The structure of the paper is organized as folldwS&ection 2, the most commonly used
decision-making support methods in the oil and igdsistry, particularly in the upstream
sector, are introduced. The review methodology el &s the classification framework are
presented in Section 3, and the observation ardinfys of the classification process are
reported in details in Section 4. Finally, the dading remarks and future research directions
are given in Section 5.

2. Decison-making support (DM S) methods

The most commonly used decision-making support (PM8&thods in the oil and gas sector
include operational research (OR), cost-benefity@ma(CBA), real options analysis (ROA),
life cycle costing (LCC), environmental life cyclassessment (ELCA), Monte-Carlo
simulation (MCS), decision tree analysis (DTA), tratliteria decision analysis (MCDA),



fuzzy logic analysis (FLA) and artificial intelligee (Al). In what follows, a brief description
of these methods and their application to the epstrsector are presented.

2.1 Operational research (OR)

OR models include a model representing the logiodl mathematical relationships between
variables, an objective function with which altegima solutions are evaluated, and
constraints that restrict solutions to feasibleueal This mathematical model can be either a
linear programming (LP) or a non-linear programm{Ng.P) problem. In LP, all objectives
and constraints are linear functions, however, itPNat least one of constraints or the
objective function is a non-linear function. Thecdeon variables of an OR model can be
continuous, or integer, or a mixture of both. Iteger programming (IP), all the decision
variables are constrained to take integer valuexeddinteger programming (MIP) is a
generalization of IP models wherein only some degivariables are constrained to take
integer values.

Goal programming (GP) is a relatively new OR mopedposed for the analysis of
problems involving multiple conflicting objectivesn this model, the decision maker is
required to specify an aspiration level for eachhef objectives and then seek a solution that
minimizes the weighted sum of deviations of thesaive functions from their respective
goals. Depending on the type of their mathematicatiel, GP problems can be solved by
either LP, NLP, IP or MILP methods.

2.2 Cost-benefit analysis (CBA)

CBA concept offers decision-makers the opportutityevaluate the economic viability of
different technologies, projects and policies. Ay k&rength of this approach is that it
provides results that are compatible to market rmeisims. CBA evaluation process involves
summing up the equivalent money value of presesiiscof a project or policy and compare
the result with the present value of benefits ideorto ascertain if the project or policy is
worthwhile. A project or policy is considered beng if the sum of its benefits becomes
greater than the sum of its costs or when the idnafost ratio is greater than one.

2.3 Real options analysis (ROA)

One of the limitations of the CBA approach is that all costs or benefits (e.g. cost of
human injury/death) of a project or policy can beressed in monetary equivalents
(Hammond, 1966). For this reason, those decisiokimgaoutcomes that cannot be easily
assigned a monetary value may introduce a levelurafertainty into cost or benefit

calculations, hence restricting the applicabilitylee CBA method. ROA, also termed as real
options valuation (ROV), is an extension of CBA eqgeh that can be used for evaluating
the value of options associated with a decisiorder uncertainty. The tool can help
stakeholders decide on investments that might blayee, expanded, abandoned, or
repositioned. ROA is useful for the analysis ofastment projects in the upstream sector,
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such as the development of oil fieldgfarizadeh and Bratvold, 2009; Silitonga, 2015). O
field development projects are an example of medtryinvestment that is subject to many
uncertainties during the whole lifetime of the maj The ROA approach involves the
following steps: (1) create the structure for tihelpem, (2) develop a model of the decisions,
uncertainties, and outcomes over time, (3) gathéa tbr estimating outcome values in each
scenario, and (4) perform analysis comparing adtittras and identifying action plans.

2.4 Life cycle costing (LCC)

The LCC analysis concept was originally introdudsdthe U.S. Department of Defence
(DoD) in the 1970s (Ghoskt al, 2018) to assist stakeholders and decision maikers
conducting systematic assessment of costs of a&qiror policy. Since then, it has been
applied to a wide variety of projects in differantustries including oil and gas energy
(Fuller and Peterson, 1996). This approach haseteypstream oil and gas stakeholders
improve systems/components design, prioritize ehpitensive exploration activities,
support comparative assessment of two or more timezg projects, optimize operation and
maintenance (O&M) strategies, determine whether-ditension is a viable consideration
when production equipment reach end of their liets,

In contrast to CBA, the LCC method calculates aka costs associated with a project
or a policy without taking indirect costs (or betsfinto account. The evaluation process
involves the summation of discounted cash flows élcarue cost elements over the life cycle
of a project/asset/policy with an appropriate distaate. Over the past few years, the LCC
method has evolved with life cycle cost-benefit Q&) and activity-based life cycle costing
(AB-LCC) analysis approaches (for more see Thoftisténsen, 2012; Shafies al, 2016;
Animah et al, 2018). The disadvantage of the LCC approachnmslai to those associated
with the CBA method. Thoft-christensen (2008) irdéx the high discount rate set by
different countries may render this approach ineateu

2.5 Environmental life cycle assessment (ELCA)

ELCA is a holistic and integrated approach for allemssessment of environmental
compatibility of a project, policy, an activity @& product over its whole life cycle. The
ELCA of a product comprises a “cradle-to-grave” eassnent by considering the
environmental consequences of various phases optbauct life cycle, including: raw
material acquisition phase, design/development eghaganufacturing phase, distribution
phase, O&M phase, and end-of-life phase (Jacquetrah 2012).

Conducting an ELCA study in the upstream oil and galustry can help field owners
better evaluate the material usage as well as @mmiental releases (such as emission of
greenhouse gases including £@H,, N,O, H,S, etc.) associated with various exploration
and production operations. For more details on Elapflications in the upstream oil and



gas sector, readers can refer to the followingresiges: Aycagueet al. (2001); Goodwiret
al. (2012); Garget al. (2013).

2.6 Monte-Carlo simulation (MCS)

MCS is a computerized mathematical method thatsedn repeated random sampling and
statistical analysis to obtain numerical resultsthis method, the likelihood of occurrence of
events are sampled at random from a probabilitlyildigion which is chosen based upon the
type of problem under investigation. Each disceat@ple set is referred to as an iteration and
the resulting outcome from the calculations fort semple is recorded. This process will be
repeated hundreds or thousands of times to obtairestimate of mean probability of
occurrence of the event. The accuracy of the estingm dependent on the number of
iterations performed. MCS has been vastly usedanynapplications within the upstream oll
and gas, including risk assessment, reservoir atiahy hydraulic fracturing of wells, and
enhanced oil recovery (EOR) processes (Macmill@gpp

2.7 Decision Tree analysis (DTA)

DTA uses a graphical model to represent the segu@ficdecisions, events and their
anticipated outcomes (Dey, 2002). The analysigrisctired in a form of a tree with branches
representing the possible action-event combinatibhs conditional payoffs are obtained for
each decision by considering various action-evemhlinations. The DTA method is
appropriate when decision-making procedures aréi#stalge, e.g. when an event takes place
over a sequence of stages. This makes the DTA mhétigically structured and suitable for
decision-making problems (Dey, 2012). Accordin@tweldiet al. (1997), DTA is used in the
oil and gas industry mainly for quantitative riskgsassment. One important feature of the
DTA method is the calculation of expected monetatye (EMV), which is used as the basis
to compare different decision alternatives and skdbe best one.

2.8 Multi-criteria decision analysis (MCDA)

MCDA method is one of the popular and commonly uS&S methods in the oil and gas
energy industry. This method is increasingly becgmpopular for decision-making in the
upstream sector because the conventional singkrion decision-making approaches cannot
deliver appropriate results considering the compfesf field exploration and development
activities. The MCDA method provides a flexible apgch to solve complex problems with
multiple attributes (e.g. technical, economic, afclegal and environmental) by helping
stakeholders to make clear and consistence desision

Up to date, several MCDA methods have been devadlégesolving complex decision-
making problems in the oil and gas industry. Thestwadely used MCDA methods include:
Weighted Sum Model (WSM), Analytic Hierarchy Prae€¢8HP), Analytic Network Process
(ANP), Multi-Attribute Utility Theory (MAUT), Techique for Order of Preference by
Similarity to Ideal Solution (TOPSIS), PreferenceanRing Organization Method Of
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Enrichment Evaluation (PROMETHEE), Elimination ar@hoice Expressing Reality
(ELECTRE), Vlsekriterijumska Optimizacija | KOmprasno Resenje (VIKOR). A brief
discussion of each of these methods with an atteimgtighlight their advantages and
disadvantages is given below:

2.8.1 Weighted sum model (WSM)

This is the best known and simplest MCDA methodaftele, 2015a). WSM is also referred
to as the simple addictive weighting (SAW) in thterkture as it is suitable for handling
single dimensional problems. The fundamental pplecbehind this method is to determine
weighted sum of rating for each alternative correiden decision analysis. According to
Kabir et al. (2014), all criteria must have the same dimensamt units when applying the
WSM method. For this reason, Caterigioal. (2009) suggested that WSM could not be an
efficient method for solving complex decision-makiproblems involving different types of
criteria and decision variables.

2.8.2 Analytic hierarchy process (AHP)

The analytical hierarchy process (AHP) was firstadeped and explained by Tomas L. Saaty
in the 1970s (Saaty, 1980). Since then, this methasl been applied to solve different
decision making problems in various sectors inelgdbil and gas. The method helps
decision makers to break down a complex problem higrarchical structure with the goal at

the top, followed by criteria, sub-criteria andeaftatives (Zio, 1996). In AHP, to select the
best alternative, decision-maker performs pairvdsenparison of evaluation criteria and

alternatives. The consistency of pairwise compagsse tested by computing an index called
consistency ratio (CR). The weight for pairwise pamson is obtained using Saaty’'s

fundamental scale of 1-9, where 1 indicates eguortance, 3 moderate importance, 5
strong importance, 7 very strong importance, antizates extreme importance. The values
of 2, 4, 6, and 8 are assigned to indicate commemalues of importance.

2.8.3 Analytic network process (ANP)

The AHP method has been criticized for structurthg decision-making problems in

hierarchical manner (Meade and Presley, 2002; &naf015b). The analytical network
process (ANP) is a generalized form of the AHP méthowever in contact to AHP the

basic structure of ANP is an influence network bfsters and nodes contained within the
clusters (Saaty, 1996). ANP method is very effectoar solving the problems in which there
is dependence between criteria.

2.8.4 Multi-Attribute Utility Theory (MAUT)

This MCDA method takes into account the decisiokensi preferences as a utility function
for a set of possible attributes associated wikriadtives. The best alternative is the one that
maximizes the decision-makers’ expected utilityclion. With respect to single attribute
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utility, the utility function can either be sepadtadditively or multiplicatively (Pohekar and
Ramachandran, 2004).

2.8.5 Technique for Order of Preference by Sintjaio Ideal Solution (TOPSIS)

TOPSIS is a useful MCDA method for ranking and cted@ of alternatives based on distance
measures. The basic concept of this method isthigaselected alternative should have the
shortest geometric distance from the positive idealution and the longest geometric
distance from the negative ideal solution. The T{@P#&ethod ranks alternatives in

ascending or descending order of preference, whmekes it easier to identify the best

solution. Thus, decision makers’ preference orderalbernatives is obtained through

comparison of Euclidean distances (Pohekar and Blzemdran, 2004).

2.8.6 Preference Ranking Organization Method Ofi&ment Evaluation (PROMETHEE)

PROMETHEE was developed by Brans and Vincke (19®5)putrank a set of finite
alternatives with respect to conflicting criteriadathen select the best alternative. The
PROMETHEE method uses positive and negative pne¢erélows for different alternatives
in order to produce ranking in relation to decisiwaights (Kabiret al, 2014). There are
different methods of PROMETHEE as described inlitezature: PROMETHEE | (partial
ranking), PROMETHEE Il (complete ranking), PROMETHHII (ranking based on
intervals), PROMETHEE IV (continuous case), PROMEB{V (PROMETHEE Il and
integer linear programming), PROMETHEE VI (weight$ criteria are intervals) and
PROMETHEE GAIA (graphical representation of PROMHEH) (Silvaet al, 2010). The
most popular and commonly used techniques amondathgdy of PROMETHEE methods
include PROMETHEE | and PROMETHEE Il & 1l (Emovaat al, 2018). According to
Vinodh and Jeya Girubha (2012) PROMETHEE Il is &ggpto rank alternatives because it
establishes a complete ranking or pre-order ofradteves.

2.8.7 Elimination and Choice Expressing Reality EEITRE)

ELECTRE uses an indirect method to rank alternativyg means of pair comparison under
each criteria (Chengt al, 2002). Several versions of the ELECTRE methodehbgen
developed since its conception in the mid-1960sb{Ket al, 2014), with ELECTRE TRI
and ELECTRE Il being the most popular and commardgd methods among the family of
ELECTRE methods. One of the key strength of ELECTIRES applicability even when
there is missing information.

2.8.8 Vlsekriterijumska Optimizacija | KOmpromidResenje (VIKOR)

VIKOR is a compromising MCDA method that determinesmpromise ranking of

alternatives (Zeleny and Cochrane, 1982). The no@jective of using this method is to
select a suitable alternative that is possiblyeltusthe ideal solution. It introduces a multi-
criteria ranking index based on the particular mea®f ‘closeness’ to the ‘ideal’ solution
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(Sayadiet al, 2009). The distance measure used in the VIKOFhatkts a family ofLp-
metrics that is used as an aggregation functi@maampromise programming.

2.9 Fuzzy logic analysis (FLA)

FLA is a powerful methodology which was introdudedthe world by Professor Lotfi A.
Zadeh to deal with uncertainties in human judgmenting decision-making (Zadeh, 1965).
In FLA, fuzzy sets as a kind of generalization oisg sets are used to determine the
membership of a variable. Fuzzy sets are oftenepted by linguistic terms such as ‘low
temperature’, ‘high pressure’, etc. In general,dhgut of a FLA is a fuzzy set expressed as
a distribution of possibilities. FLA has been swssfally applied in many different areas of
upstream oil and gas sector, including reservoaratterization, drilling, permeability and
rock type estimation, petroleum separation, anddwld fracturing (see Zoveidavianpogtr
al., 2012).

2.10 Artificial intelligence (Al)

Al is defined as the theory and development of astepsystems able to support decision-
making processes that normally require human igegice. In other words, Al is the use of
computer algorithms to attempt to replicate the &onability to learn, reason and make
decisions. Al includes a wide range of techniqueshsas artificial neural networks (ANN),
generic algorithm (GA), support vector machine (SyMtc. Applications of Al tools in
various operations of the upstream oil and gasosexdn be found in the literature (see
Mohaghegh and Khazaeni, 2011). For instance, fiimdr decision-making the readers can
refer to Belloet al. (2016), and for further details about oil prodantiorecasting the readers
are recommended to refer to Sheremetioal. (2013).

2.11 Hybrid decision analysis methods

Hybrid decision analysis methods such as hybrid MQbDethods, combined MCDA and

fuzzy logic methods, etc. are a powerful group M®methods which can assist decision-
makers in handling miscellaneous information, dyesice in stakeholders’ preferences,
interconnected or contradicting criteria, and utaerenvironments (Dinmohammadi and
Shafiee, 2017).

2.11.1 Hybrid MCDA methods

Majority of the classical MCDA methods have praatiemitations. In order to improve their
strengths and eliminate their weaknesses, somedhnyiCDA models have been developed
in the literature, e.g. WSM-AHP, ANP-TOPSIS. A higopMCDA method is an effective

decision-making method which involves the integmnatof two or more appropriate MCDA
methods for solving complex multi-attribute probkerBy this integration, limitations of one
method can be offset by strengths of the other oakth

2.11.2 Combined MCDA and fuzzy logic method
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MCDA methods can be categorized into two types oispc and fuzzy models
(Dinmohammadi and Shafiee, 2013). The crisp MCDAdei® express the importance
weights of criteria using crisp numbers. Howevers sometimes difficult to provide precise
numerical values for the evaluation criteria dueutwertainty and vagueness in real-life
decision-making processes. The fuzzy MCDA modelgress the preferences of relative
importance between criteria by linguistic terms #meh set them into fuzzy numbers such as
triangular or trapezoidal fuzzy numbers. A triarsguuzzy number is a fuzzy number whose
membership function is defined by three real numbexpressed ag, (m, u), where the
function is first linearly increasing form point D] to [m, 1] and then linearly decreasing to
[u, 0]. m is called the modal value, arldand u denote the right and left boundary
respectively.

3. Review methodology and classification framework

In order to identify the available literaturegarding the application of different DMS
methods in the upstream oil and gas industry, desyic review was conducted. The
literature review covered all the studies publishgdscholars and practitioners throughout
the world in relevant journals and conference pedogys in English language between the
years 1977 and 2016.

The literature was identified from different databs such as Scopus, Web of Science,
Onepetrol, Knovel, IEEE Xplore, American SocietyMéchanical Engineers (ASME) digital
collection and Google scholar, and the relatedcladi were selected based on a set of
inclusion criteria. The above indexing databaseewelected due to their broad coverage of
scientific peer-reviewed journal articles as weallanference papers. Several keywords and
phrases such as “decision-making”, “upstream petiral’, “oil and gas”, “decision analysis”,
“methods”, “techniques” in different combinationsen® used to identify the existing
literature. The keyword search resulted in a totdl29 papers. The title and abstract of each
paper were then reviewed to assess their relevanbe topic. After reviewing the titles and
abstracts, 19 papers were discarded due to thelewvance to the subject area and eventually,
110 papers were selected for inclusion in this \stddhese papers are: Koat al. (1978);
Sprowsoet al. (1979); Jentsch Jr and Marrs (1988); Badtral. (1988); Methven (1993);
Roosmaleret al. (1993); Songhurst and Kingsley (1993); Dearal. (1995); Heinzeet al.
(1995); Smith and Celant (1995); Lassen and Syer{d996); Harding (1996); Winkel
(1996); Cheldiet al. (1997); Smithet al. (1997); lyeret al. (1998); Joshiet al. (1998);
Poremski (1998); Denney (1999); Gatta (1999); Mudlf{@000); Tague and Hollman (2000);
Aycagueret al.(2001); Erdogaret al. (2001); Gerbacia and Al-Shammari (2001); Goldsmith
et al. (2001); Paulaet al. (2001); Suslick and Furtado (2001); Suslatkal. (2001); Begget
al. (2002); Castroet al. (2002); Denney (2002); Fincét al. (2002); Balchet al. (2003);
Cullick et al. (2003); EI-Reedy (2003); Joshi (2003); Chitwaetdal. (2004); Ferreiraet al.
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(2004); Voraratet al. (2004); Hegstacet al. (2005); Islam and Powell (2005); Brainard
(2006); Cullicket al. (2007); Lev and Murphy (2007); Moan (2007); Bahman{008);
Ghaziet al. (2008); Kayrbekova and Markeset (2008); Liu anddF#008); Orimoet al.
(2008); Virine (2008); Zhu and Arcos (2008); Abmé&n (2009); Bybee (2009); Gomet
al. (2009); Jafarizadeh and Bratvold (2009)ekial. (2009); Verreet al. (2009); Kayrbekova
and Markeset (2010); Ratnayaka and Markeset (20iBjurieret al. (2010); Angertet al.
(2011); Cheret al. (2011); Gonget al. (2011); Kayrbekovat al. (2011); Namet al. (2011);
Ortiz-Volcan and Iskandar (2011); Stephenstral. (2011); Streeter and Moody (2011);
Burnhamet al. (2012); Goodwiret al. (2012); Grosse-Sommet al. (2012); Schulzet al.
(2012); Shrivastvat al. (2012); Weber and Clavin (2012); Zoveidavianpebmal. (2012);
Burlini and Araruna (2013); Hernandetal. (2013); Lopes and Almeida (2013); Pettersen
al. (2013); Pierce and Wills (2013); Sheremetetv al. (2013); Trujillo et al. (2013);
Fergestackt al. (2014); Fowleret al. (2014); Jeonget al. (2014); Kullawanet al. (2014);
Lilien et al. (2014); Maddatet al. (2014); Marten and Gatzen (2014); Sandéteal. (2014);
Siveteret al. (2014); Wrightet al. (2014); Chilukuriet al. (2015); Chunret al. (2015); de
Wardt and Peterson (2015); Ghaatial. (2015); Orugantet al. (2015); Silitonga (2015);
Zavala-Araizeet al. (2015); Adam and Ghosh (2016); Bedibal.(2016); Guedes and Santos
(2016); Johannkneclat al. (2016a); Johannknecht al. (2016b); Ortiz-Volcaret al. (2016);
Seoet al. (2016); Shafieet al. (2016); Steuten and Onna (2016).

The full text of each paper was reviewed carefaltygl a classification framework was
presented to categorize the existing literaturesswn in Figure 1, the state-of-the-art of
methods used to support decision-making in there@st oil and gas industry can be
classified according to the following attributes:

**Figure 1**

Figure 1. Classification framework for decision-making sugpoethods applied to the upstream oll
and gas sector.

* Year of publication (1977-1986, 1987-1996, 1997-62Q007-2016);

» Distribution of publications (type of publicatiosgQurce of publication);

» Types of fossil fuel sources (conventional, nonyvastional);

» Stages of oil and gas field lifecycle (exploratiaevelopment, production, life
extension, abandonment/decommission);

» Data collection techniques (survey, direct measergnor observation, monitoring
and data acquisition systems, others);

* Decision support methods (OR, CBA, ROA, LCC, ELBACS, DTA, MCDA, FLA,
Al, and Hybrid methods);

» Geographical distribution of case studies and tlmiations (Asia, South America,
North America, Europe, Africa).
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4. Review findings and classification results

In this section, the observation and findings @& taview classification process are reported
in details.

4.1 Distribution of studies based on year of pudiimn

We divided the period of study into foequal decades of ten years each—1977 to 1986,
1987 to 1996, 1997 to 2006, and 2007 to 2016. Eigudepicts a bar chart representing the
number of papers published about the applicatioDM& methods to upstream oil and gas
operations during the past four decades.

** Figure 2**

Figure 2. The number of publications during the past foeratles.

As can be seen, there is a significant increasieemumber of papers over the period of
study. However, more than 60 percent of the stutke® been published in the past ten years
(2007-2016), which implies the increasing importaaad usefulness of DMS methods in the
upstream oil and gas sector.

4.2 Distribution of studies based on type of sowfcpublications

Out of the 110 identified papers, there were thiwg journal articles (~ 29%) (Jentsch Jr
and Marrs (1988); Deast al. (1995); lyeret al. (1998); Denney (1999); Aycaguet al.
(2001); Suslick and Furtado (2001); Denney (20@2nch et al. (2002); Ferreiraet al.
(2004); Moan (2007); Bybee (2009); kt al. (2009); Ratnayaka and Markeset (2010);
Kayrbekovaet al. (2011); Namet al. (2011); Stephensoert al. (2011); Burnhamet al.
(2012); Goodwinet al. (2012); Weber and Clavin (2012); Zoveidavianpebral. (2012);
Lopes and Almeida (2013); Sheremettval. (2013); Fowleret al. (2014); Maddalet al.
(2014); Marten and Gatzen (2014); Sandderal. (2014); Ghaniet al. (2015); Silitonga
(2015); Zavala-Araizat al. (2015); Guedes and Santos (2016); Johannkregciit (2016b);
Shafieeet al. (2016)) and seventy-eight conference papers (~)716rn et al. (1978);
Sprowsoet al. (1979); Balenet al. (1988); Methven (1993); Roosmalet al. (1993);
Songhurst and Kingsley (1993); Heingeal. (1995); Smith and Celant (1995); Lassen and
Syvertsen (1996); Harding (1996); Winkel (1996);eChet al. (1997); Smithet al. (1997);
Joshiet al. (1998); Poremski (1998); Gatta (1999); Mudford Q@ Tague and Hollman
(2000); Erdogaret al. (2001); Gerbacia and Al-Shammari (2001); Goldsretttal. (2001);
Paulaet al.(2001); Suslicket al.(2001); Begeet al. (2002); Castraet al.(2002); Balchet al.
(2003); Cullicket al. (2003); El-Reedy (2003); Joshi (2003); Chitwaeidal. (2004); Vorarat
et al. (2004); Hegstaet al. (2005); Islam and Powell (2005); Brainard (2006)jlick et al.
(2007); Lev and Murphy (2007); Bahmannia (2008)a@tet al. (2008); Kayrbekova and
Markeset (2008); Liu and Ford (2008); Orimabal. (2008); Virine (2008); Zhu and Arcos
(2008); Abhulimen (2009); Gomet al. (2009); Jafarizadeh and Bratvold (2009); Veste
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al. (2009); Kayrbekova and Markeset (2010); Pintugeal. (2010); Angertet al. (2011);
Chenet al. (2011); Gonget al. (2011); Ortiz-Volcan and Iskandar (2011); Streeded
Moody (2011); Grosse-Sommet al. (2012);; Schulzet al. (2012); Shrivastvat al. (2012);
Burlini and Araruna (2013); Hernandetal. (2013); Petterseet al. (2013); Pierce and Wills
(2013); Trujillo et al. (2013); Fergestadt al. (2014); Jeonget al. (2014); Kullawanet al.
(2014); Lilienet al.(2014); Siveteet al. (2014); Wrightet al. (2014); Chilukuriet al. (2015);
Chunet al. (2015); de Wardt and Peterson (2015); Orugeinél. (2015); Adam and Ghosh
(2016); Belloet al.(2016); Johannkneclet al. (2016a); Ortiz-Volcaret al. (2016); Secet al.
(2016); Steuten and Onna (2016)).

We also identified the sources of journals and ewarfce proceedings in which the
papers were published. It was found that the liteeahas been scattered among twenty-seven
academic journals and thirty-eight conference pedoeys. Among the journals, the “Journal
of Petroleum Technology” — which is published bg Bociety of Petroleum Engineers (SPE)
— contained the largest number of papers on the t@ppapers). Furthermore, about 60
percent of the conference papers have been puthlishgroceedings of the SPE oil and gas
energy conferences, amongst which the SPE Annuatnieal Conference and Exhibition
with 8 papers has been the most dominant event.

4.3 Distribution of studies based on fossil fuelrses

The upstream oil and gas sector involves the eaptor and development of conventional
fossil fuel reserves as well as unconventionalifdgesl deposits such as shale oil and gas.
The U.S. Energy Information Administration (EIA)tiibs://www.eia.gov/) projected that
shale gas production will reach 90 billion cubietf@er day (Bcf/d) in 2040, which is more
than twice current levels. However, the geologarad technical approaches employed in the
exploration and development of shale gas diffemftbose used for conventional oil and gas.
Some of the important issues in the shale oil axlsgctor that may require the use of DMS
methods include the evaluation of cost of explorgtidevelopment and production,
estimation of revenues, and the examination oktheronmental impact of shale oil and gas
production over the life span of a field.

Those studies that have discussed or applied éiffeDMS methods to support the
development of both conventional and unconventidosdil fuel sources in the upstream oil
and gas sector were identified and reviewed. Outlof studies included in this review, only
five papers (representing around 4.5 percent obtallies) addressed the decision-making
processes regarding shale gas production and GH&siem effects, while the rest of the
studies focused on decision-making aspects ofdheentional fossil fuel sources. These five
studies about the shale gas production and GHG®@rfiobassessment are highlighted below:

Gong et al. (2011) presented a decline-curve-based reservoatemwith a decision
model to determine optimal development strategreshale reservoirs by incorporating
uncertainty in production forecasts. Stephensbral. (2011) modelled the relative GHG
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emissions from both shale gas and conventionalralaggas production. One of the key

findings of the study was that the well-to-wire )t emissions from conventional natural

gas production were estimated to be approximat&$o12.4% less than that of shale gas.
Burnhamet al. (2012) synthesized the current scientific knowkeag methane emissions

from shale gas, conventional oil and gas as weltaa to estimate GHG emissions from
different fossil fuel sources. The study furthedigated that the combustion of natural gas
produces significantly less GHG as compared to entiwnal coal and oil sources. In Weber
and Clavin (2012), the upstream carbon footpriomfrboth shale and conventional natural
gas production was assessed and compared. Thesrglsalved that there was no significant
difference in the upstream carbon footprint frorast two types of natural gas production.
Zavala-Araizeet al. (2015) used a life-cycle allocation methodagsign methane emissions
to natural gas and oil production from shale foioret

4.4 Distribution of studies based on oil and gas fisltifecycle stages

In this Section, the reviewed papers are classd@mbrding to the stages of oil and gas field
lifecycle. The lifecycle, as shown in Figure 3,dwided into five stages of exploration,

development, production, life extension, and abantmt/decommission. These lifecycle
stages are briefly explained in the followings:

** Figure 3**

Figure 3. The lifecycle stages of an oil and gas field.

- Exploration stage: This stage involves the seaocte€onomic and recoverable oil and
natural gas deposits (either onshore or offshonedl &cludes detailed surface
exploration, drilling and well testing.

- Development stage: The development stage occlesedploration. The main activities
during this phase include construction of producti@cilities, water injection and
abandonment wells, FPSO, subsea structures, etwelass laying of flow lines and
umbilicals, and installation of subsea systemssfdrsequent commencement of oil and
gas production.

- Production stage: This stage employs various skiéldvanced technologies and
professionals to extract oil and gas products armbequently separate two- or three-
phase products into oil, gas, water and solid gagi The oil and natural gas products
are then transported to the agreed delivery peititer through the use of export lines or
shuttle tankers in the case of offshore productibims stage also involves workover
operations of production wells and maintenanceilaral gas production facilities which
is carried out to ensure effective and efficiemdurction.

- Life extension stage: This stage begins when all gas production facilities reach the
end of their original design lives and the procetéife extension is considered to be
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economically and technically viable. Also, in sogmuntries due to highly restrictive
regulations on construction of new fields, companise life extension as means to avoid
phasing out existing fields. Life extension of aihd gas facilities delivers several
benefits such as increased production, reducedat@pipenditures (CAPEX) associated
with constructing new facility, increased job creat reduced C® emissions, and
lowered financial risk compared to risk of investim greenfield project (Shafiee and
Animah, 2017).

- Abandonment/Decommission stage: This stage repesiea final stage of oil and gas
field’s lifecycle which takes place when productiacilities are no longer safe or cannot
produce economic quantities of oil and gas produ@iisand gas field abandonment is a
critical and complex decision-making process whiololves the use of DMS methods
in terms of risk analysis, cost estimation, headthd safety, and environmental
assessment (Kaiser and Pulsipher, 2004). Typicabrdmissioning activities include
well plugging, full removal of platforms, partiadmoval platforms, trenching and burial
of pipelines, etc. (Koromat al, 2018).

Table 1 shows a detailed distribution of the putdd papers on the application of DMS
methods in upstream oil and gas industry accorttirte stages of oil and gas field lifecycle
taken into consideration. Those publications whidithnot report the stage of lifecycle in the
decision-making process were excluded from thectab$ can be seen, the DMS methods
have received the most attention during the devedsp stage, followed by the production
and exploration stages.

**Table 1**

Table 1. Distribution of studies according to the stagesib&nd gas field lifecycle.

4.5 Distribution of studies based on data collettiechniques

Decision-making in relation to the upstream oil agak activities should be reliant on
accurate data for the analysis. This means thatutmmes of a decision are dependent upon
the quality of input data, hence making data ctitbecan essential step of decision-making
process in the upstream oil and gas sector. Applsine DMS methods to make effective
decisions usually requires a database of costrirdtion (e.g. cost of design, operation and
maintenance (O&M), decommissioning, etc.), equipinfi@iure mechanisms and root causes,
degradation rates, environmental data (e.cLe&&3 a results of production and operation of
equipment) as well as experts’ opinions about theduating criteria. Without using high
quality data, the results of decision-making maadl¢éo inaccurate conclusions. In a study,
Voraratet al. (2004) discussed the data requirements for LCCyaisabf oil and gas field
projects.

15



Generally, the use of survey methods (includingstjaenaires, face-to-face or telephone
interviews, or a combination of these) to obtaiperks’ judgement and knowledge is one of
common data collection techniques in the oil anglggctor (Virine, 2008). Many researchers
often consider survey techniques more subjectie @rus, less accurate than experimentally
acquired data. Nevertheless, it still remains ohéhe popular ways of data collection for
decision-making in the upstream oil and gas sed@anther means of obtaining data for
decision-making is through direct measurement oseplation (such as close visual
inspection (CVI)). The data stored in monitoringadeses or data acquisition systems is also
another source for decision makers in the upstrednand gas industry. Additionally,
information from other primary/original sources kBuas published literature, company’s
reports, legislations of regulators, suppliers’atbaises, etc. is also used for decision analysis
in the upstream sector.

Among the reviewed papers, Aycagualr al. (2001) used data generat&éom the
continuous monitoring of a process safety systempeidorm ELCA, in order to assess the
benefits obtained from storing G@ active reservoirs and its corresponding envirental
impact over the process lifetime. Eight studiesjuding Gatta (1999), Bahmannia (2008),
Abhulimen (2009), Pinturiegt al. (2010), Namet al. (2011), Kullawaret al. (2014), Sandler
et al. (2014) and Ghanet al. (2015) have utilized data from published literatuned
handbooks.

In Jentsch Jr and Marrs (1988), Dedral. (1995), Smith and Celant (1995), Gerbacia
and Al-Shammari (2001), Islam and Powell (2005)0®min et al. (2012), Wrightet al.
(2014) and Shafieet al. (2016), the information from industry was usedrgmit to support
ELCA and CBA analyses. Studies conducted by Johasuik et al. (2016a) and
Johannknechet al. (2016b) collected data from previously commerggdi products to
develop a LCC toolkit. Ghazt al. (2008) and Ratnayaka and Markeset (2010) combined
different data collection techniques in their redpe studies. Eight studies of Jog#ial.
(1998), Suslick and Furtado (2001), Susktlal. (2001), Liet al. (2009), Verreet al. (2009),
Ortiz-Volcan and Iskandar (2011), Streeter and Mo¢2D11) and Sandleet al. (2014)
applied data acquired from other projects/fieldsupport decision-making in the upstream
oil and gas sector.

The rest of the publications failed to indicate tizge of techniques used for collecting
the data and hence were excluded from our analysis.

4.6 Distribution of studies based on DMS methods

In terms of the decision-making methods employethéupstream oil and gas sector, all the
one-hundred and ten identified publications weralymed and classified into various
categories as follows:

* Operational research (OR)

» Cost-benefit analysis (CBA)
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* Real options analysis (ROA)

» Life cycle costing (LCC)

* Environmental life cycle assessment (ELCA)

* Monte-Carlo simulation (MCS)

* Decision tree analysis (DTA)

« MCDA (WSM, AHP/ANP, MAUT, TOPSIS, PROMETHEE, ECLERE, VIKOR)

* Hybrid MCDA (when a study combines two or more MCBb¥ethods);

* Fuzzy logic analysis (FLA)

* Others (when a decision-making method differentnfrthose mentioned above is
used).

The distribution of the publications based on thethrad used to support decision-
making in the upstream oil and gas is shown in @&blAs can be seen, LCC method with 39
papers has received the most attention in theatiteg, followed by ELCA with 18 papers,
CBA with 14 papers, DTA with 10 papers and MCDA huets with 10 papers. Another
interesting observation from Table 2 is that thessical MAUT and AHP/ANP methods are
the most popular MCDA methods to support decisi@kimg in the upstream sector,
whereas other MCDA methods such as WSM, TOPSIS, MWRIHEE, ELECTRE and
VIKOR have not been extensively utilized. Moreoveur search revealed that only one
study in the literature has used the fuzzy setrthapproach.

**Table2**

Table 2. Classification of studies based on decision-makmeghods.
Figure 4 shows a detailed distribution of varioud® methods applied to the upstream
oil and gas sector during the past four decades.
**Figure 4**
Figure 4. Distribution of DMS methods applied to the upstnesector during the past four decades.

4.7 Distribution of studies based on geographicabtion of case studies

The results of our content analysis indicate tt&p8t of 110 publications (i.e. about 34.5
percent of the total number of publications) hasgorted a case example of the application
of DMS methods to the upstream oil and gas se@at.of these 38 published works, 27
studies have mentioned the geographical locaticdhetase study. Table 3 presents the aim
and the geographical location and of the identifiase studies around the world.

**Table 3**

Table 3. Distribution of studies based on geographicaltioceof case studies.
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As can be seen, the continents of North and Soutterca have reported the largest
number of case studies, accounting for 41 percetiitectotal number of publications. This is
followed by the Middle East region and Asia with @€&cent of the publications. The North
Sea which comprises the UK Continental Shelf (UK@83J Norwegian Continental Shelf
(NCS) account for 15 percent of the publicationgditrranean Sea and West Africa regions
also have been studied each in 7% of the caseestudi

5. Concluding remarks and futureresear ch directions

Over the past four decades, a wide range of qtiaétand quantitative decision-making
support (DMS) methods have been developed in teeature to assist upstream oil and gas
industry stakeholders to better understand resechairacteristics, simulate field operations,
develop low carbon production technologies, and engkstifiable business decisions
regarding field exploration, development and prancactivities. In this paper, we reviewed
one hundred and ten studies (including 32 journ@&tles and 78 conference papers) about
the use of different DMS methods in the upstreahand gas industry. These studies were
published by many scholars and practitioners thmougthe world in twenty-seven academic
journals and thirty-eight conference proceedingBnglish language between the years 1977
and 2016. The key issues of the subject area,dmguhe type of DMS methods applied to
support the decision-makers, the phases of oil gaslfield’s lifecycle considered in the
analysis, data collection techniques, case studime that have utilised DMS methods to
solve the problem, etc. were highlighted and diseds

As this study revealed, the number of publicatiogisted to the application of DMS
methods in the upstream oil and gas industry hawery significantly over the past four
decades. The analysis of the studies based oniateamking methods indicated that the
operational research (OR) methods such as mixegj@ntprogramming (MIP), economic
analysis methods such as cost-benefit analysis JCBAl options analysis (ROA) and life
cycle costing (LCC), statistical methods such astddCarlo simulation (MCS) and decision
tree analysis (DTA); and environmental assessmethads such as environmental life cycle
assessment (ELCA) have received the most attemtighe literature. However, the use of
multi-criteria decision analysis (MCDA) methods Bues analytic hierarchy process (AHP)
and analytic network process (ANP) have been ggimmmentum in recent years. Such
methods are able to consider simultaneously maltipthnical, economic, social, legal and
environmental attributes of decision-making proldeim the upstream sector. Moreover, in
order to account for uncertainties associated pitictitioners’ subjective perception and
experience in decision-making, soft computing medshsuch as fuzzy set theory, rough set
theory, artificial intelligence (Al), and neuralta®rks (NN) have become popular.

The findings of this literature review and the fdeswof the proposed classification
scheme offer interesting conclusions that couldubeful to field owners, asset managers,
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service providers, policy makers, environmentafisgncial analyst, and regulatory agencies
to gain better insight about their business aatisitwith well-informed decision-making
processes, find out how to determine the most &fe®MS method for each problem, and
to identify real-life applications and case studie®wever, there is still large scope of
research on the use of decision analytics modellmghe upstream, midstream and
downstream oil and gas sectors. Some of the patatfitections for future research are listed
below:

1. When comparing the number of studies that have D848 methods to support decision
analysis of exploration, development and productamtivities of conventional and
unconventional fossil fuel sources, it was realiged unconventional fossil fuel (such as
shale oil and gas) has received very little attemtin the literature. Hence, further
research works can be conducted on various aspdcidecision-making for the
exploration, development and production of shalamd gas.

2. It was found from this review that all the studieselation to unconventional fossil fuel
sources utilized ELCA method to estimate GHG footpof shale gas production.
Nevertheless, the development and production ofespgas present huge economic
opportunities and it will be of great interestutire research work can use other decision
analytics methods to estimate the economic polesftehale gas projects.

3. The majority of the DMS methods identified in tistsidy were data-driven and required
good quality data so that decisions could be madk high degree of confidence.
However, the paucity of good quality data is stiinsidered as a challenge in the
upstream oil and gas sector. In order to overcdmee dhallenge, there is an essential
need for the stakeholders to define measures, guoeg, and data collection platforms
capable of providing decision makers with apprdpriemformation to make suitable
decisions.

4. Our findings indicated that decision-making toolgls as LCC, ELCA, CBA, DTA,
MCS and ROA have received good attention in indaistase studies. However, MCDA
methods and also hybrid decision analysis meth@® lvarely been reported to be
applied to real-case projects in the upstreamrallgas sector.

5. Despite the wide application of AHP/ANP methodsstidve decision-making problems
in the upstream oil and gas industry, the litematom the use of other MCDA methods
such as TOPSIS, PROMETHEE, ELECTRE, VIKOR and fuk#gDA techniques is
very limited.

6. Life extension and field abandonment/decommissi@nthe current challenges facing
the upstream oil and gas sector. This is becaugeifisant number of facilities
supporting operations in the upstream oil and gatos are approaching or have already
exceeded their original design lifetimes and assahagers have to make a decision
between life extension and decommissioning. Howewery few research studies have
used DMS methods to address the challenges oédifiension and/or decommissioning
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decision-making in the oil and gas industry (Shefand Animah, 2017). Therefore,
future work must direct efforts at applying DMS daddress the challenges during life
extension and decommission phase of asset life agydhe upstream oil and gas sector.

7. This review revealed that the West Africa regidrgugh produces a sizeable amount of
the crude oil and natural gas, has reported thet leamber of case studies about the
application of DMS method to provide robust solasidor exploration, development and
production activities. Therefore, further reseascban be conducted about this region in
the future.
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Table 1. Distribution of studies according to the stages of oil and gas field lifecycle.

developmental phase

# of papers

References

Exploration

Devel opment

Production

Life extension

Abandonment /
Decomission

13

19

17

Sprowso et al. (1979); Erdogan et al. (2001); Suslick and Furtado (2001);
Abhulimen (2009); Gomez et al. (2009); Jafarizadeh and Bratvold (2009);
Verre et al. (2009); Shrivastva et al. (2012); Zoveidavianpoor et al. (2012);
Burlini and Araruna (2013); Lopes and Almeida (2013); Bello et al. (2016);
Guedes and Santos (2016);

Methven (1993); Dear et al. (1995); lyer et al. (1998); Denney (1999);
Mudford (2000); Gerbacia and Al-Shammari (2001); Goldsmith et al.
(2001); Begg et al. (2002); Denney (2002); Finch et al. (2002); Ferreiraet al.
(2004); Brainard (2006); Cullick et al. (2007); Ghazi et al. (2008); Zhu and
Arcos (2008); Angert et al. (2011); Gong et al. (2011); Streeter and Moody
(2011); Adam and Ghosh (2016);

Jentsch Jr and Marrs (1988); Cheldi et al. (1997); Aycaguer et al. (2001);
Castro et al. (2002); Cullick et al. (2003); Hegstad et al. (2005); Islam and
Powell (2005); Kayrbekova and Markeset (2008); Abhulimen (2009); Li et
al. (2009); Verre et al. (2009); Kayrbekova and Markeset (2010); Chen et al.
(2011); Nam et al. (2011); Ortiz-Volcan and Iskandar (2011); Hernandez et
al. (2013); Ghani et al. (2015);

Chitwood et al. (2004); Shafiee et al. (2016)
Poremski (1998); Fowler et al. (2014).




Table 2. Classification of studies based on decision-making methods.

Reference

OR

CBA

ROA

LCC

ELCA

MCS

DTA

WSM

AHP
/ANP

MAUT

TOPSIS

PROMETHEE

ECLECTRE

VIKOR

Hybrid

FLA

Others

Korn et al. (1978)

Sprowso et al. (1979)
Jentsch Jr and Marrs (1988)
Balen et al. (1988)
Methven (1993)

Roosmalen et al. (1993)
Songhurst and Kingsley (1993)
Dear et al. (1995)

Heinze et al. (1995)

Smith and Celant (1995)
Lassen and Syvertsen (1996)
Harding (1996)

Winkel (1996)

Cheldi et al. (1997)

Smith et al. (1997)

lyer et al. (1998)

Joshi et al. (1998)

Poremski (1998)

Gatta (1999)

Denney (1999)

Mudford (2000)

Tague and Hollman (2000)
Aycaguer et al. (2001)

Erdogan et al. (2001)

Gerbaciaand Al-Shammari
(2001)

Goldsmith et al. (2001)
Paulaet al. (2001)

Suslick and Furtado (2001)
Suslick et al. (2001)

Begg et al. (2002)

< L <

<L L <



Castro et al. (2002)
Denney (2002)

Finch et al. (2002)
Balch et al. (2003)
Cullick et al. (2003)
El-Reedy (2003)

Joshi (2003)
Chitwood et al. (2004)
Ferreiraet al. (2004)
Vorarat et al. (2004)
Hegstad et al. (2005)
Islam and Powell (2005)
Brainard (2006)

Reference

OR

CBA

ROA

LCC

ELCA

MCS

DTA

WSM

AHP
/ANP

MAUT

TOPSIS

PROMETHEE

ECLECTRE

VIKOR

Hybrid

FLA

Others

Cullick et al. (2007)
Lev and Murphy (2007)
Moan (2007)
Bahmannia (2008)

Ghazi et al. (2008)

Kayrbekova and Markeset
(2008)

Liu and Ford (2008)
Orimo et al. (2008)
Virine (2008)

Zhu and Arcos (2008)
Abhulimen (2009)
Bybee (2009)

Gomez et al. (2009)
Jafarizadeh and Bratvold
(2009)

Li et al. (2009)

Verreet al. (2009)

Kayrbekova and Markeset
(2010)

Ratnayaka and Markese (2010)



Pinturier et al. (2010)
Angert et al. (2011)
Chen et al. (2011)

Gong et al. (2011)
Kayrbekova et al. (2011)

Nam et al. (2011)

Ortiz-Volcan and Iskandar
(2011)

Stephenson et al. (2011)
Streeter and Moody (2011)
Burnham et al. (2012)
Goodwin et al. (2012)
Grosse-Sommer et al. (2012)
Schulze et al. (2012)
Shrivastva et al. (2012)
Weber and Clavin (2012)
Zoveidavianpoor et al. (2012)
Burlini and Araruna (2013)
Hernandez et al. (2013)
Lopes and Almeida (2013)
Pettersen et al. (2013)
Pierce and Wills (2013)
Sheremetov et al. (2013)
Trujillo et al. (2013)
Fergestad et al. (2014)

Reference

OR

CBA

ROA

LCC

ELCA

MCS

DTA

WSM

AHP
JANP

MAUT

TOPSIS

PROMETHEE

ECLECTRE

VIKOR

Hybrid

FLA

Others

Fowler et al. (2014)
Jeong et al. (2014)
Kullawan et al. (2014)
Lilien et al. (2014)
Maddah et al. (2014)
Marten and Gatzen (2014)
Sandler et al. (2014)
Siveter et al. (2014)



Wright et al. (2014) v
Chilukuri et al. (2015)

Chun et al. (2015)

de Wardt and Peterson (2015)
Ghani et al. (2015)

Oruganti et al. (2015)
Silitonga (2015)
Zavala-Araiza et al. (2015)
Adam and Ghosh (2016)
Bello et al. (2016)

Guedes and Santos (2016)
Johannknecht et al. (2016a)
Johannknecht et al. (2016b)
Ortiz-Volcan et al. (2016)
Seo et al. (2016)

Shafiee et al. (2016)

Steuten and Onna (2016)

v

Total number of papers 3 14

4

39

18

4

10

Percentage of papers (%) 27 12.7

3.6

355

16.4

3.6

9.1

0.9

3.6

4.5

0.9

0.9

55




Table 3. Distribution of studies based on geographical location of case studies.

Reference

Aim of study

Case study location

Songhurst and Kingsley (1993)
Dear et al. (1995)

Lassen and Syvertsen (1996)
Winkel (1996)

Cheldi et al. (1997)

Tague and Hollman (2000)
Aycaguer et al. (2001)
Gerbacia and Al-Shammari (2001)
Suslick and Furtado (2001)
Chitwood et al. (2004)

Islam and Powell (2005)

Lev and Murphy (2007)

Orimo et al. (2008)
Bahmannia (2008)

Li et al. (2009)

Ortiz-Volcan and I skandar (2011)

Streeter and Moody (2011)

Grosse-Sommer et al. (2012)
Shrivastva et al. (2012)
Hernandez et al. (2013)
Lopes and Almeida (2013)
Pierce and Wills (2013)

Maddah et al. (2014);

Chun et al. (2015)

Adam and Ghosh (2016)
Ortiz-Volcan et al. (2016)
Shafiee et al. (2016)

L CC reduction through design for maintenance

Mud system selection

Fatigue reliability and LCC anaysis of mooring chains
Material selection

Material selection

CBA of downhole video

EOR with injection of CO, feasibility analysis
Selection of strategic reservoir planning option
Decision models for offshore oil exploration
Evaluations of deepwater marginal field developments
CBA of flowline replacement

Project portfolio selection

CBA to determine the design of FLNG storage size
ELCA of gastreatment plant

Minimize expected LCC for ice-resistance platforms

LCC analysis for production technologies in heavy oil well

construction

Maximizing NPV of uneconomical fields using shallow

water subsea systems

Evaluating the sustainability of completion fluid
Optimizing borehole imaging for tight gas exploration
LCC analysis for anitrogen over hydraulic pumping unit
Selecting a portfolio of oil and gas exploration projects
Assessing risk for Permian Basin tank battery

An optimization model to define a production sharing

contract between the government and oil companies
Reservoir management through ELCA

Material selection

Cost optimization of athermal recovery project
CBA of water deluge system for life extension

North Sea
Nigeria
North Sea
North Sea
Mediterranean Sea
USA

USA
Kuwait
Brazil

GOM
Middle East
Canada
Indonesia
Iran

China

Venezuela

GOM

North Sea
Oman
Colombia
Brazil
USA

Mediterranean Sea

Peru
Brunei
Kuwait
WI/A

Note: The abbreviation W/A means West Africa, GoM means Gulf of Mexico, and FLNG means Floating Liquefied Natural

Gas, EOR means Enhanced Oil Recovery, and NPV means Net Present Value.



Classification of studies

Year of publication

Distribution of publication

Fossil fuel source

Field lifecycle phase

Data collection technique

Decision support method

*  1977-1986
e 1987-1996
*  1997-2006
* 2007-2016

*  Type of publication
- Journal article
- Conference paper

*  Source of publication

- Journal

- Conference
proceedings

» Conventional (oil and
gas

* Non-conventional
(shale oil and gas)

»  Exploration

*  Development
*  Production

» Life extension

» Abandonment/
decommission

*  Survey

*  Direct measurement
or observation

*  Monitoring and data
acquisition systems

*  others

+ OR
- CBA

+ ROA

. LCC

« ELCA

< MCS

- DIA

«  MCDA

- WSM

- AHP/ANP

- MAUT

- TOPSIS

- PROMETHEE
- ECLECTRE
- VIKOR

- FLA

. Al

«  Hybrid

Geographical location of
case studies

¢ Asia
¢ South America

*  North America
(GOM)

*  Europe (North Sea)

e Africa (West Africa)

Figure 1. Classification framework for decision-making support methods applied to the upstream oil and gas sector.
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Figure 3. Thelifecycle stages of an oil and gasfield.
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RESEARCH HIGHLIGHTS

Systematic review on the current state-of the-art and future perspectives of various
decision-making support methods applied to the upstream oil and gas sector;

To identify publication sources that contain literature on the topic;

To propose a framework to classify the literature according to a set of assessment
criteria;

To identify the most commonly used decision anaytics methods for upstream oil
and gas operations (exploration, development and production);

To gain better insight about upstream oil and gas business activities with well-

informed decision-making.



