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Abstract

Engineering methods that couple multi-objective optimisation (MOO) techniques with high fidelity computational tools are expected to minimise the environmental impact of aviation while increasing the growth, with the potential to reveal innovative solutions. In order to mitigate the compromise between computational efficiency and fidelity, these methods can be accelerated by harnessing the computational efficiency of Graphic Processor Units (GPUs).

The aim of the research is to develop a family of engineering methods to support research in aviation with respect to the environmental and economic aspects. In order to reveal the non-dominated trade-off, also known as Pareto Front (PF), among conflicting objectives, a MOO algorithm, called Multi-Objective Tabu Search 2 (MOTS2), is developed, benchmarked relative to state-of-the-art methods and accelerated by using GPUs. A prototype fluid solver based on GPU is also developed, so as to simulate the mixing capability of a microreactor that could potentially be used in fuel-saving technologies in aviation. By using the aforementioned methods, optimal aircraft trajectories in terms of flight time, fuel consumption and emissions are generated, and alternative designs of a microreactor are suggested, so as to assess the trade-offs between pressure losses and the micro-mixing capability.

As a key contribution to knowledge, with reference to competitive optimisers and previous cases, the capabilities of the proposed methodology are illustrated in prototype applications of aircraft trajectory optimisation (ATO) and micro-mixing optimisation with 2 and 3 objectives, under operational and geometrical constraints, respectively. In the short-term, ATO ought to be applied to existing aircraft. In the long-term, improving the micro-mixing capability of a microreactor is expected to enable the use of hydrogen-based fuel. This methodology is also benchmarked and assessed relative to state-of-the-art techniques in ATO and micro-mixing optimisation with known and unknown trade-offs, whereas the former could only optimise 2 objectives and the latter could not exploit the computational efficiency of GPUs. The impact of deploying on GPUs a micro-mixing flow solver, which accelerates the generation of trade-off against a reference study, and MOTS2, which illustrates the scalability potential, is assessed.

With regard to standard analytical function test cases and verification cases in MOO, MOTS2 can handle the multi-modality of the trade-off of ZDT4, which is a MOO benchmark function with many local optima that presents a challenge for a state-of-the-art genetic algorithm for ATO, called NSGAMO, based on case studies in the public domain. However, MOTS2 demonstrated worse performance on ZDT3, which is a MOO benchmark function with a discontinuous trade-off, for which NSGAMO successfully captured the target PF. Comparing their overall performance, if the shape of the PF is known, MOTS2 should be preferred in problems with multi-modal trade-offs, whereas NSGAMO should be employed in
discontinuous PFs. The shape of the trade-off between the objectives in airfoil shape optimisation, ATO and micro-mixing optimisation was continuous. The weakness of MOTS2 to sufficiently capture the discontinuous PF of ZDT3 was not critical in the studied examples.

First, the climb phase of a medium-haul aircraft was optimised by employing MOTS2 and NSGAMO, where both optimisers revealed comparable results, and the genetic algorithm was assessed more appropriate because of the span of solutions and the value of hypervolume quality indicator. When optimising the climb phase, the MOTS2’ trade-off was narrower than NSGAMO. In terms of fuel-efficiency in the PF, NSGAMO’s extreme trajectory outperforms MOTS2 by approximately 80 kg (6.38% fuel saving). Similarly, the fastest trajectory discovered by NSGAMO is 35 seconds shorter (4.07% time efficiency) against the most fuel efficient trajectory. Also, the flight path trends revealed by NSGAMO are closer to the theoretical optimal cruise-climb trajectories.

Second, by using MOTS2, a 3-phase trajectory was optimised to simultaneously minimise the fuel burn, flight time and NOx emissions. When comparing the extreme designs from the discovered PF, the optimal solutions reveal an improvement of up to 1.13 minutes (2.4% shorter travel time), 171.44 kg of consumed fuel (8.87% fuel savings) and 2.15 kg of NOx (4.37% emissions savings). In both ATO applications, specifying the altitude of the first segment of the flight is the most significant factor with respect to the optimum behaviour.

Third, the internal design of a micro-reactor was optimised by altering the geometrical layout of the device and the flow characteristics. When compared to a reference study, the simulation time in the design process was improved by approximately 20 times and the quality of the generated trade-off increased by 5% in terms of hypervolume. The generated trade-off suggested designs that maximised the micro-mixing capability up to a factor of 227% in terms of normalised vorticity magnitude, whereas the normalised difference in total pressure was as low as 1.8%. A selected compromise design achieved more than 30% improvement in both objectives. The performance of the discovered designs in micro-mixing optimisation is very similar with respect to the area of low difference of total pressure, even after the considerable speed up. However, the vorticity magnitude (i.e., the mixing capability) improved by approximately 20%. The suggested compromise design geometrically is very similar to the minimum pressure losses design, but relatively distant in terms of performance (mainly because of the flow speed), which is consistent with experimental observations, where minor changes can bring dramatic changes in performance.

Future directions suggest linking the optimisation methodology to decision support systems and integrate multiple principles, and improve the levels of automation and scope of the research in transport and other fields.
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Chapter 1

Introduction

1.1 Background

The high demand to transfer more passengers and goods along with expanding global economies have been driving the transport trends [1]. Among others, air transport, as a sector, has been growing very fast over the last 40 years [2]. Despite numerous incidents (e.g., market crash), the volume of passengers and goods to be transferred by air has increased tenfold and fourteenfold, respectively, which has a direct impact on the environment and energy use [3]. Economically, in terms of return on investment, airlines have the lowest rate among many other industries [4]. Environmentally, a four-pillar strategy was set to achieve the emission reduction goals, where the first and second items of the list are related to aircraft technology (i.e., airframe, engines and sustainable biofuels) and flight operations [5]. The faster any solutions become available, the greater the benefit for all the stakeholders and the quicker the recovery for the planet will be [6]. Hence, dedicated efforts to save fuel and costs are required in every phase of an aircraft’s life cycle and operations. The main challenges for air transport [7], which highly conflict with each other, are aviation growth, climate change, air quality, aircraft noise, and sustainable development. These problems could be addressed by using technical methods and computational tools [8, 9].

There are various procedures so as to accommodate the aforementioned challenging goals [10]: a) decrease the overall number of operations, b) change aircraft type/technology, c) alter aircraft trajectories. As discussed in [11–15] and by considering the statistics in [12], the first option is unlikely to happen, as traffic tends to continuously increase [16–18]. Therefore, a combination of the last two options seems a viable approach with respect to the initial problem.

The tools and methods developed in this research are expected to assist aviation (and similarly related industries) at the operational and research level. A
multitude of stakeholders could find interest in the products of this research. Airlines could use their existing resources in an optimal way while accomplishing both internal and/or external objectives and/or other criteria. Manufacturing industry and academia will possess an alternative way to perform further research studies and analyses, which will increase their potential and knowledge span at the research level. Individuals and researchers could carry out their own projects, which will enable them to be more productive and will give them additional capability and flexibility to effectively tackle their problems. Ultimately, in the long term, following years of technological improvement, research bodies that focus on the legislation and protection of the environment (e.g., Air Traffic Management (ATM)) could experiment new strategies and design for a better society.

1.1.1 Improving Operations by Optimising Aircraft Trajectories

Aircraft Trajectory Optimisation (ATO) could be readily performed as a more promising short-term solution and is expected to reshape the next generation of ATM [19]. As a concept, ATO includes all the means and processes, so as to improve the flight path of an aircraft. ATO is strongly related to ATM because it can enhance the mechanisms to coordinate a range of actions from issues related to the flight of a single aircraft to issues concerning international airspace [6]. Operational improvements include a variety of methods of flying, maintaining and loading the aircraft as well as ATM procedures and systems. Frequently, these solutions attempt to maximise fuel efficiency by minimising flight distance, optimising cruise altitude and speed [20]. This is a straightforward technique that could considerably reduce the effect of aircraft operations on the environment with most minimal change(s) to the stakeholders of the aviation industry (aircraft, airport, human resources, other equipment, etc.). By applying optimisation methods, a range of solutions for real-world problems of ATO can be obtained [21]. Performance-based navigation, a wider concept that uses area navigation as discussed in [22, 23], is expected to be an on-going issue until 2020 [24], towards optimising the airspace in order to meet high demand requirements and future needs, even in pilot trials [25].

1.1.2 Evolving Aircraft Technology by Optimising Micro-Mixing

Changing the type of the aircraft is a massive task that requires huge amounts of time, resources and encompasses potential risk; so it seems to be an alternative long-term solution, because of the high economic and temporal cost [20]. Although the current technology is considerably advanced, relative to the beginning of avi-
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It has not reached the level of maturity that would allow any scaling in terms of the number of operations. Technological improvements involve changes in the engine and airframe in terms of design and performance [26], the development and use of alternative fuels [27]. As a single cost item, the fuel is responsible for 30% to 40% of total costs [24], where technologies that aim to reduce fuel consumption should also be cost-efficient either in terms of initial investment or maintenance costs. In terms of using alternative fuels, where liquid hydrogen has the largest span for new types of aircraft before 2020, 10% of the fuel used by aircraft is expected to be an alternative fuel by 2017 [24, 28]; there is a great uncertainty behind this technology, which ought to be de-risked by carrying out further research. A significant drive in the evolution of aviation is the advance of Computational Fluid Dynamics (CFD) as discussed in [29].

In investigating alternative energy technology for aircraft has been an on-going topic since the beginning of aviation. Several advanced technological alternatives are predicted to improve the environmental performance of commercial aviation between the years 2030 and 2040 [30, 31]. As expected, fairly soon after the commercial launch of aircraft for civil flight, several studies have discussed alternative ways of addressing environmental and other concerns, mainly with respect to technology [32]. Similarly, environmental concerns and political pressure concerning the future of aviation have been expressed in [33]. Since then, investigating alternative types of fuel, better combustor design, better materials, better tools and methods, and reduction of noise and emissions have been important topics.

Using hydrogen is a viable solution in the long run in order to address environmental concerns along with energy dependency [34, 35]. One of the suggestions in [15] was to use hydrogen-powered aircraft, where hydrogen will be used as a fuel by the combustor of the aircraft engine. In general, combining hydrogen with diesel or using lean mixtures of hydrogen in experimental testings have reduced the emissions, but in extreme cases emissions slightly increased [36, 37]. Compared to kerosene, hydrogen weighs less [38]. However, a larger volume is required to store enough fuel for operational purposes, and it is very expensive to produce and the efficiency is reduced [39, 40]. More importantly, hydrogen aircraft configurations have a minimal environmental footprint [34, 35, 39–41]. This concept is further explained in [34], where new designs are presented with very promising results for the future of aviation.

However, in order to use hydrogen on conventional engines, modifications are required to achieve a better performance with respect to the environmental impact [34]. For instance, implementing cryogenic storage on hydrogen tanks will reduce the size of tanks and could enable existing aircraft to use hydrogen. In general, this technology has improved over the years and seems a viable solution for achieving environmentally-friendly combustion [34, 42]. Nevertheless, using hydro-
gen effectively depends on the geometry of the combustor as shown in [34, 39, 40]. The shape of the combustor can affect the mixing of fuel and air [39, 41]. High turbulence makes sure that the fuel is well mixed with air giving a high flame speed, which is of major importance when minimising emissions [43]. Hence, environmentally-friendlier combustion depends on micro-mixing, which obviously requires small-scale devices [44].

Fundamentally, in order to enable hydrogen-powered aircraft, small devices that perform mixing at small scale are required, such as microreactors. A microreactor, also known as a miniaturised reactor, is a small-scale device that can mix reacting agents by molecular diffusion with applications in energy generation, medical diagnostics, drug discovery, etc. It is a promising solution, whose mixing capability has been investigated experimentally, where it is clearly stated that the geometry of the reactor needs to be optimised to improve the mixing capability [45] and a number of concepts have been explored via simulation [46]. Bringing together computational and experimental methods will be very beneficial for the development process of environmentally-friendly devices [47]. However, specialised tools and methods are needed to design such devices and to study their performance, because of the complexity of natural phenomena that take place at such a small scale [46, 48, 49]. When designing the shape of the microreactor, two important factors to consider are the mixing capability and the pressure losses, which both ought to be optimised at the same time.

In order to reduce gaseous emissions, moving away from stoichiometric combustion (i.e., the ideal combustion that combines the correct amount of air and fuel), which is related to high flame temperature, could be an alternative approach [50, 51]. The challenge in combustor design is to reduce the high flame temperature oxidation of nitrogen [50], which is mainly responsible for Nitrous Oxides (NOx) emissions. By providing a more homogeneous fuel/air mixture while operating at a lean fuel/air ratio, NOx emissions decrease dramatically because of the low temperature of the flame and the complete removal of hot spots in the combustion area [52]. So, lean or rich combustion is required to reduce the high flame temperature. The air has to be redistributed to minimise the liner cooling flow and up to 70% of the combustor air flow has to be premixed with the fuel. By using premixing, an increasingly homogeneous mixture is formed that prevents high-temperature concentration. Consequently, better mixing requires a combustor design with a high swirl. In addition, in premixing, auto-ignition and flashback might occur when the combustor pressure is high. Different types of combustors have been invented, among which lean premixed prevaporised has the potential to reduce NOx, up to 70% on take-off, compared to a standard reference. In lean premixed prevaporised combustor, flows are separated for fuel atomisation and fuel mixing and evaporation, which achieves high mixture uniformity, but at
the risk of auto-ignition and flashback. Micro-mixing is the technology that can achieve mixing without the aforementioned risks. Hydrogen has wider stability limits and can burn lean without approaching the lean blowout limits, in which case it reduces flame temperature and consequently reduces NO\textsubscript{x} emissions. Additionally, hydrogen-based combustion has no Carbon Dioxide (CO\textsubscript{2}) emissions at aircraft mission level \(^1\). In such conditions, this may increase NO\textsubscript{x} emissions. All this demonstrates that achieving the right balance is very challenging, because of underlying physics. In general, large pressure losses may provide better mixing (for combustor mixture and also affect the size of the combustor). However, any pressure loss is a parasitic loss and will compromise the thermal efficiency and consequently the specific fuel consumption. Clearly, investigating the trade-off by using optimisation techniques is required in order to achieve the best possible mixing and low pressure losses at the same time.

1.1.3 The Role of Simulation and Optimisation

Several computational tools are used in aviation in order to make decisions to drive the costs down and minimise environmental impact [8, 9]. Until recently, the aviation industry was focused on safety, time efficiency and low costs. At the moment, noise, emissions and fuel reduction are gaining more ground in research, so as to generate sustainable solutions that cover both short-term and long-term environmental and economic targets [3, 8]. Computational methods are now contributing to the environmental impacts such as CO\textsubscript{2} and NO\textsubscript{x} emissions and aircraft trajectories. State-of-the art methods and the needs of aviation should be bridged [53], as the scientific progress in the multi-disciplinary analysis of aircraft flight is slow. Many processes or procedures could be potentially optimised via simulation, so as to assist in a decision making process (or phase) of a problem [54]. In fact, many challenging problems in science and industry could be expressed as optimisation problems [55] and could be tackled by combining them with optimisation following the principles of systems modelling [54, 56]. Unfortunately, the concept of optimisation does not receive the industry’s full attention, and, consequently, future extensions are not appreciated [6, 57]. In general, optimisation can lead to innovative solutions [58], followed by a return on investment, which is aligned with the concept of innovization [59] and the need to employ revolutionary solutions to meet demand in order to improve environmental compatibility, safety, affordability and reliability [6, 60]. Revolutionary technologies are anticipated to contribute in approaching aviation zero-emissions in the future [24]. This research is expected to contribute to the establishment and improvement of tools and methods in the field of optimisation via simulation, by suggesting solutions to address the identified

\(^1\)However, the CO\textsubscript{2} footprint of the hydrogen production process has to be evaluated, too.
limitations that are described in the next chapter.

In the field of computer modelling and operational research, optimisation or optimisation search or optimisation process (the terms are used interchangeably throughout the text) denotes the search process that discovers alternative solution(s) subject to certain constraints. Frequently, in real-world applications, the optimisation process means to minimise time, cost, risk or to maximise profit, quality and efficiency. The optimisation problem consists of independent (decision) variables, also called parameters, which represent the degrees of freedom, and one or more objective functions, which represent the goals. The decision point or decision vector is the combination of decision variables, with reference to the optimisation process. The collection of the decision variables and objectives defines the decision space and objective space of the problem, respectively. In some cases, there are restrictions that define acceptable values of variables, objectives or other relations. These are called constraints and should be carefully handled, as they could dramatically increase the complexity of the problem. In the context of optimisation, solution or optimisation solution denotes the combination of decision variables along with the corresponding objectives/fitness/performance (via an objective function evaluation). In the context of design optimisation, the decision space is also called the design space.

1.2 Aims and Objectives

The aim of this research is to devise a family of engineering methods and benchmark them relative to state-of-the-art methods, so as to be applied to Multi-Objective Optimisation (MOO) studies in aviation with respect to the environmental and economic aspects. The products of this research (i.e., methods and tools) are developed to be freely used in a variety of ways by any number of stakeholders and could link to either research or commercial tools and methods.

Objectives:

1. Devise a methodology with the potential to be used in applications of ATO and micro-mixing optimisation.

2. Develop a prototype method to model the mixing capability of a microreactor that could potentially be used in fuel-saving technologies in aviation.

3. Benchmark and assess the aforementioned developments against state-of-the-art methods of ATO and design optimisation.

4. Demonstrate the optimisation methodology by generating optimal aircraft trajectories in terms of flight time, fuel consumption and emissions.
5. Demonstrate the optimisation methodology by generating alternative designs of a microreactor to improve the micro-mixing capability and environmental impact.

1.3 Overall Project Methodology

Principles of Optimal Design [61], Systems Engineering and Systems Modelling [56] are employed in the proposed methodology, as outlined in Fig. 1.1. More specifically, the methodology is an optimisation methodology, where the aim is to search for improvements in the performance of aircraft trajectories and micro-mixing by altering characteristic parameters. This includes a number of methods and tools, where a combination of them is employed in an instance/application, as required. Any method or the whole methodology can be repeated as many times as necessary, so to achieve a certain level of confidence. A few of the methods can also be employed during the optimisation process, so as to keep the user as much informed as possible.

The novelty of the methodology lies in the ability to interface with other systems, scalability and use of Graphic Processor Units (GPUs) to accelerate computationally intensive algorithms. The technology readiness level [62] of the methodology is assessed to be between 1 and 2, and it is possible to reach level 3, where feasibility can be proven by tackling numerous applications.

With reference to the objectives above, the following methods are suggested:

1. Multi-Objective Tabu Search 2 (MOTS2) and related tools and methods will be developed, so as to support the aforementioned optimisation methodology with the potential to be applied to applications at scale. As a metaheuristic optimiser, MOTS2 is expected to be able to deal with the requirements of real-world applications [55, 63]. For scalability purposes, the optimiser will be ported on GPU, so as to be able to handle a large number of decision variables in the future.

2. A flow solver based on the Lattice Boltzmann Method (LBM) will be developed and will be ported on GPU, so as to accelerate the execution.

3. The optimiser will be benchmarked against test function and reference problems. Furthermore, it will also be compared against a competitive optimiser of the same class and another, so as to identify cases for which it would be suitable.

4. The methodology will be integrated into representative models to study the performance of the optimiser under 2 and 3 objectives.
5. The methodology will be linked to the aforementioned fluids solver and will be applied to a reference study, where tools of the same class of optimisation and simulation were used, so as to compare and evidence any performance gains.

---

**Figure 1.1: Abstract Optimisation Methodology**

A description of the modules and methods follows, as depicted in Fig. 1.1:

**Optimisation Configuration Settings**: A collection of settings to specify the optimisation problem and to instruct the behaviour of the optimiser. These are specified to balance between exploration and exploitation of decision space, depending on the complexity of the optimisation problem.

**Optimisation Probabilistic Analysis**: A method to run multiple instances of an optimisation problem and acquire the generated trade-off, so as to visualise and assess the quality of the trade-off over all the runs.

**Optimisation Post-Processing Suite**: A collection of methods to analyse and interpret the optimisation results following the end of the optimisation, where:
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**Trade-off Visualisation:** A plotting method to visualise the trade-off, as generated by the optimiser during the execution of the optimisation process.

**Trade-off Quality Indicator:** A method to numerically represent the quality of the trade-off by processing all the points of the trade-off. It is mainly used for automation (i.e., within the optimiser) and comparison purposes.

**Sensitivity Analysis:** A method to numerically represent the importance of decision variables.

**Decision Variables/Objectives Analysis:** A collection of methods to process and visualise the decision variables, and/or the interplay among the objectives, so as to identify relationships, which would be hard to detect otherwise.

**Optimisation Activity Monitoring:** A method to visualise the search progress of the optimiser.

**Core Optimisation Loop:** The main optimisation loop. Depending on the complexity, the computationally intensive parts of the simulation ought to be further restructured, so as to run on a platform that could speed up the simulation, such as GPUs.

**Optimisation Suite:** A collection of optimisers.

**Objective Function Evaluation Handler:** A collection of handlers, interfaces and models (where the decision variables are mapped via simulation of the underlying physics and/or business logic to objectives) for the optimisation problem, where:

**Constraints Handler:** An interfacing method between the optimiser and the Model Suites to detect the operating status of an instance of Model Suite and provide failed values for the objective function(s) in the case of a failure (e.g., when the Model Suite does not return the values of an objective function for a certain combination of decision variables). This is a fail-safe mechanism to protect any unexpected cease of operation of the optimiser.

**Benchmark Model Suite:** A method to verify the behaviour of an optimiser to compare the ability to generate a trade-off. The difference between the Test Functions and the Low Fidelity Physics is that the former have a well-known trade-off, whereas the latter's trade-off might not be known in advance. The Parameterisation Tool is a module that is required by the Low Fidelity Physics method, as explained in 3.1.7.1.
Aircraft Operations Model Suite: A collection of methods to carry out ATO.

Physics Model Suite: A collection of methods to carry out an instance of design optimisation.

Solution Post-Processing: A collection of methods to visualise, process and evidence aspects of an optimisation solution. Normally, this is employed to further analyse a number of solution(s) by using human insight and domain expertise, so as to identify special features that are responsible for the change in objectives and/or assess the quality of the optimisation solutions.

Solution Post-Processing Suite For Aircraft Operations: A collection of methods to visualise aspects of the target flight, where:

Flight Path Visualisation: A snapshot of the flight path, frequently represented as a 2D plot of range vs altitude.

Flight Speed Profile Visualisation: A snapshot of the speed profile of the flight path, frequently represented as a 2D plot of range vs speed.

Solution Post-Processing Suite For Physics: A collection of methods to visualise aspects of the target design by visualising a target geometry and flow features and/or post-analysis the former so as to gain a better insight.

1.4 Outline of Thesis

The remainder of this document is structured as follows:

Chapter 2 identifies limitations of existing methods by reviewing current state-of-the-art tools and methods in optimisation techniques, ATO and micro-mixing studies.

Chapter 3 describes in detail the development and benchmarking of a MOO algorithm and a prototype fluid solver for the purposes of the research. The architecture of the developed systems, implementation details and design decisions are discussed, too.

Chapter 4 presents three optimisation applications to demonstrate the developed tools and methods. First, an ATO application at the climb phase is performed, so as to minimise fuel consumption and flight time. The same methodology is then applied to a 3-phase ATO, so as to minimise fuel consumption, flight time and gaseous emissions. Third, while investigating for new aircraft technology, the shape of a microreactor is optimised, so as to study its flow mixing and other flow properties that reduce gaseous emissions.
Chapter 5 summarises the main findings of the research and recommends future research directions at various levels.

1.5 Contribution to Knowledge

By achieving the aforementioned objectives and identifying current limitations in state-of-the-art methods, the contribution to knowledge follows:

- A flexible optimisation methodology is devised that can be linked and applied to problems related to ATO and micro-mixing optimisation with 2 and 3 objectives. This is also benchmarked and assessed relative to state-of-the-art techniques in optimisation with known and unknown trade-offs. The ability of the methodology to reveal non-dominated trade-offs, also with reference to competitive optimisers, in 2 and 3 objectives is additionally demonstrated.

- The impact of deploying an optimiser on GPUs and carrying out a micro-mixing optimisation study where the flow solver is deployed on GPUs is assessed in terms of computational efficiency and speed up. In the latter case, the quality of the generated trade-off is also compared against a reference study [64].

During this research, software packages (see chapter 3, [65]), and the following technical report and articles were produced:
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Chapter 2

Literature Review

2.1 Initial Contributions

The concept of ATO had been discussed in [66–69], where the trajectory is modelled by using optimal control theory. Significant work in terms of theory, methodology, processes and techniques is presented in [68,70–78]. All these approaches transform the optimisation problem into another type of problem and employ respective methods, usually called direct and indirect methods. However, a prior and deep insight of the nature of mathematics and physics is required so as to obtain a sensible solution by employing the optimal control theory, which cannot be taken for granted when dealing with real-world cases [69], especially in diverse environments. Obviously, the first action to reduce emissions is to cut down fuel consumption, as was also mentioned in [79], which, as expected, has reduced the negative impact of greenhouse gases.

Optimisation was employed very early to address real-world problems when critical decision(s) had to be made. The nature of real-world cases is such that very frequently multiple and conflicting criteria are involved, which leads to using specialised tools and methods. One of the earliest references in MOO can be found in [80], where cost, sensitivity, stability, risk, and irreversibility and other metrics were considered as separate objectives. Following MOO, the concept of Multi-Objective Decision Making was also discussed in [81], where a decision maker is called to attain more than one goal or objective in selecting the path of action, subject to a variety of constraints forced by the environment, resources and processes.
2.2 Computational Methods for Aircraft Technology for Mixing by using CFD

Over the years CFD has been proven as a tool of paramount importance in aviation [82]. It has enabled users to design, to analyse and to support high-performing and cost-efficient commercial transports. The ability to model (both aerodynamic and reactive) flows by using CFD has progressed considerably and changed the aerospace design process, while reducing testing requirements and physical designs at lower cost and risk. Moreover, it is foreseen that using CFD will contribute critically to performing more environmentally-friendly studies in the next few years [29].

Although there are numerous approaches to improving the technology of existing gas turbine engines [83], there are studies that investigate alternative ways to generate energy such as [27, 35, 41, 84–91], which depend on specialised software. The studied devices consist of many different components with very complicated geometrical arrangements that challenge conventional tools from the fields of CFD. Apart from new conceptual devices, conventional CFD tools are invaluable [92, 93], but new tools will be required to make considerable progress [60, 93]. These tools are required to perform studies within acceptable time frames, as the current mechanisms are very time and resource consuming. When a new technology of energy generation in aviation is researched, usually standard tools and methods from the fields of CFD are employed. However, these tend to take considerable wall-clock time. In addition, setting up the case to handle complicated boundary conditions, multi-phase or multi-component flows is usually a very time-consuming task, which requires further processing time to finish the simulation.

When engineering applications require resolving fluid interactions in high accuracy, the LBM offers an alternative method for CFD instead of using the Navier-Stokes (NS) equations [94–96]. More specifically, it is a class of cellular automata that can approximate the NS equations to second order with an explicit collision-streaming scheme [97]. It is particularly suitable for problem instances that involve low Mach number flow, mesoscopic flows, complex geometrical arrangements and particular boundary conditions. Further studies considerably improve LBM’s potential and capabilities making it a practical tool for engineering applications [98–103]. However, when it comes to LBM, the majority of the implemented solutions attempt to simulate a few of the benchmark problems, such as lid-driven cavity flow and others, for instance [104]. LBM is expected to be the next evolution in computational sciences [105]. It is not going to replace traditional CFD methods based on NS, but it can be considered as a competitive alternative that can occasionally (e.g., [106]) influence the generation of new approaches and needs to be further matured.
2.3 Accelerating Computational Methods of Computational Fluid Dynamics

Multi-disciplinary approaches that involved CFD did not change as rapidly as they could, while High Performance Computing (HPC) has rapidly evolved [29]. Physical modelling could not accurately predict the important flow features, as the geometries became more complex and the software became even more sophisticated, which gave rise to multi-disciplinary simulations. Furthermore, conducting high-precision studies is of paramount importance when researching on combustors that use hydrogen, but they are also computationally intensive [107]. Consequently, the time required to run a CFD simulation will impede to scale up the problem to simulate a more detailed aircraft model as the computational workload would increase and more complicated geometrical arrangements should be handled.

In general, adopting alternative software and hardware is still at an early stage before it becomes well established and is an ongoing topic widely discussed in many scientific conferences [108, 109]. Big vendors and institutions from the fields of computer modelling either have focused their efforts to develop tools that make use of that technology or they have already acquired them [110, 111]. Others have integrated them with their processes or have adopted them accordingly, such as [112].

The advance of recent GPUs in terms of higher processing throughput, larger memory bandwidth and their faster in-between inter-communication capabilities greatly contributes to the evolution of new tools and methods. The hardware includes highly parallel, many-core and multi-threaded processors and many hierarchical memories. In addition, Compute Unified Device Architecture (CUDA) is a programming language that has the ability to access GPUs’ hardware and has reached a level of maturity, where programming is more flexible and robust than ever before. Hence, computationally intensive applications can run more efficiently even on very large scale problems [113]. Simply, it provides flexibility to directly and easily manipulate various levels and types of fine computational resources on GPUs. Due to the low overall cost and high computational efficiency, they suggest a decent alternative computational architecture that can sufficiently cope with the requirements of scientific applications, which increasingly require even more computational power [29, 114, 115]. Computationally, GPUs also have great cost-benefit: Their low energy consumption for the attained computational speed inspired the creation of the performance metric proposed in [116], where the computational power is combined with the energy required for performing a simulation.

The LBM is one of the alternatives with great potential for the future of aviation and a great fit for computational platforms based on GPUs, because it is
an algorithm whose logic is very well aligned with hardware operation of GPUs, as explained below and in greater detail in subsection 3.3.1. By definition, the concept of LBM is a memory-bound algorithm, which provides a good fit for the GPU architectures. Given a computational environment with many processors, GPU-enabled LBM codes could potentially run considerably faster without compromising accuracy [104,117–129]. The execution of the LBM algorithm can be significantly accelerated when running on GPUs, for instance [123]. In general, the GPU-enabled LBM is a competitive counterpart in terms of both accuracy and execution speed. So far, significant execution speed-up and faster convergence rate have been achieved. Furthermore, for a relatively small computational domain it has the potential to perform a real-time simulation.

Available computational power and low cost will be a considerable factor in the evolution of aviation [93]. Employing alternative computational architecture on CFD-based applications can be an intermediate step towards the next generation of HPC and computational methods [29]. As already mentioned, there are several applications where GPUs have been proven useful in accelerating the execution of sub-system(s) for the purposes of aviation and many more are expected in the future. However, only a few of them are compared against real-world data and even fewer are coupled with other systems (e.g., [130]).

As usual, when implementing an HPC application, the most challenging issues are instruction-level-parallelism, memory management, power management, algorithmic dependencies, hardware dependences, data dependences, and other dependencies. Therefore, it is critical to design and develop the application following the principles of object-orientation to minimise any complications and allow for future extensions. However, as pointed out in [131], porting and upgrading every possible application to CUDA does not pay off for the attained speed-up. Another challenge lies in the field of intercommunication with other systems, which depends on legacy software and impedes coupling.

The performance of GPUs on many applications has inspired the creation of supporting tools and projects for even greater achievements. Other projects attempted to simplify and unify the implementation of applications for sustainable development [132]. Two applications in the fields of structural mechanics [131] and fluid mechanics [133] not only demonstrated increased computational performance, but they also introduced novelty in memory management (for instance, memory-fetching) and mixed-precision arithmetic, respectively. Similar projects are required so as to establish the use of GPUs on engineering applications.

For the purposes of advancing applications of aviation technology by using CFD methods, high-fidelity simulation technologies ought to evolve, which could potentially contribute to the achievement of future environmental goals [29]. More specifically, CFD methods should evolve along with HPC and should take advantage
of modern HPC infrastructure, where GPUs are very strong candidates. Several studies attempt to adapt applications of CFD with finite volumes to run on GPUs, such as \([130,134]\), but compared to LBM, the obtained speed-up is not very satisfactory. Successful work in this direction has been presented in \([117,119]\), where significantly high performance was achieved. Even in more advanced applications, such as \([135]\), LBM can be computationally faster. From a theoretical point of view, when studying devices at micro-scale Knudsen number \((K_n)\) rises and the NS equations cannot be used \([136,137]\):

\[
K_n = \frac{\lambda}{L}
\]

where \(\lambda\) denotes the mean free path of a molecule, and \(L\) is the characteristic length. Moreover, the effect of \(K_n\) will be very important when the application will be capable of resolving the phenomena of heat transfer, as discussed in \([138,139]\). Simply, accurately predicting the characteristics of any micro-device that depend on temperature is a very challenging task. Hence, using the NS equations is not the best approach.

### 2.4 Optimisation Applications by using CFD

When it comes to designing technology for the future of aviation, there are several studies that carry out optimisation by using tools from the field of traditional CFD. Nevertheless, using LBM was first introduced in \([64,137]\) and these studies extend this work. However, the elapsed wall-clock time and resources required to complete such an application are not satisfactory for engineering applications. Specialised and expensive infrastructure is required, which is accessible to very specific organisations and users. Hence, the utilisation of resources, the cost of delay (with respect to the time required to complete one case) and the accessibility ought to be improved so as to scale up and be more practical. To the best of the author's knowledge, this is the first time such operational constraints are considered and these should be combined with a flexible software architecture so as to link with other applications, too.

An instance of computational intelligence in optimisation methodology can be found in \([133]\), where a two-layer hierarchical optimisation code operates with variable precision. The lower level handles computations in single precision while exploring design space. Following a finite threshold, the optimisation algorithm switches to the double precision mode for the most promising regions, where significant accuracy is required. This strategy follows the fundamental principles of CUDA, where single precision operations are executed faster, so as to effectively utilise the computational efficiency of GPUs. As a compromise, mixed precision
could be used: On each equation, the left-hand-side and right-hand-side parts are calculated with a single and double precision, respectively. The latter presented the highest ratio of precision for computations, a very reasonable metric for engineering applications. The optimisation algorithm can also operate in both precision modes. It is important to mention that a few scientific references were found that combine design optimisation along with GPUs-enabled CFD tools and methods (e.g., [133]). However, none was found to be applicable to micro-mixing optimisation studies.

2.5 Accelerating Optimisation Methods

Based on the author’s experience, multi-objective optimisers might degrade in performance because of the number of decision variables, the number of objective functions, the number and type of constraints. Also, in terms of process life cycle, the elapsed time to evaluate an objective function is also important, as computationally intensive objectives might need to be modelled [140], so as to speed up the optimisation. As pointed out in [93], the large number of variables (more than 4000) involved in a single CFD simulation while employing multi-disciplinary objectives dramatically increases the problem size. In addition, it is clearly mentioned in [141] that alternative parallelisation techniques (e.g., using GPUs) should be employed in the future. Hence, employing GPUs to accelerate the execution of the algorithm is a viable approach and further developed in subsection 3.2.

The potential of GPUs has also been demonstrated in optimisation applications. First, an instance of single-objective tabu search in Mixed Integer Programming was presented in [142]. Specifically, the quadratic assignment problem for more than 30 items was optimised, achieving higher throughput. The greatest gain was noticed for the pair-wise exchange and initial cost calculation routines, which are the most computationally intensive parts. Comparative to Central Processor Unit (CPU) implementation, 20 to 45 times faster results derived by porting the same code in CUDA, while the same results were obtained as if the code ran on a computational cluster. Algorithmic-wise, neighbourhood exploration and concurrent regions searching are mainly favoured. Still, minimising communication between CPU and GPU is a critical factor, which is alleviated in most recent generations. Secondary problems concerning the parallel tabu search are: unique search space allocation, threads operational overlapping, promising regions exploration and memory control. A variant of native multi-objective tabu search that operates on GPUs has been designed and has been implemented with the intention to be used on real-world applications with increased problem size. Many cost functions for different combinations of decision variables can be evaluated at the same time because of the fast throughput of GPUs. This capability will enable
users to run cases with thousands of variables within a reasonable time frame.

2.6 Optimising Aircraft Trajectories

The environmental impact can be minimised considerably by revising the ATM procedures such as lower cruise speed, arrival management and departure management, the continuous descent approach, noise preferential routes, noise abatement procedures and others described in [143]. A similar concept to ATO was presented in [144,145]. The objective was to design an aircraft to fly on pre-specified routes. This is the opposite of this research, where the aircraft specification is given and the optimum route is to be discovered.

The exact sequencing and spacing required for maximum take-off and landing rates in peak hours cannot be manually maintained by Air Traffic Control (ATC) [10]. Introducing automatic procedures comprises a two-fold advantage: a) the noise impact and the performance of aircraft can be predicted, b) the controller can determine and maintain adequate sequencing and spacing. In this direction, the work carried out in [146] is helpful as the following methodology could be used for various aircraft. In this case, simulation data from a Boeing 737-200 were used in order to build a noise pollution model for ATO cases. Given a specific combination of aircraft orientation, thrust setting and altitude, the model delivers the footprint on the ground, which is exposed to noise levels at or above 70 dB. This work could be coupled with optimisation methods, so as to generate more environmentally-friendly plans to operate the airspace, which is heavily congested close to the airport.

The Ames Research Center of National Aeronautics and Space Administration developed the En route Descent Advisor, which is described in [147–149]. This is a decision support computer application that manages complex en route traffic subject to metering restrictions. Ultimately, the En route Descent Advisor will control procedures based on trajectory management, whereas this is currently based on sector management. According to the authors, both horizontal and vertical arrival trajectory optimisation can be performed, which results in more fuel-efficient arrivals. In general, a variety of concepts are supported, as described in [150], such as top of descent optimisation, user preferred routing and relaxed static metering fix restrictions 1. The first improves the vertical descent of the flight profile by shifting the top of descent location further downstream, which tends to eliminate the endurance of less efficient (i.e., lower) altitudes. The second, independent of the path, facilitates a flow-rate conformance. The last introduces the horizontal and vertical anchor point. As a high-level tool, it could be combined with optim-

---

1During arrival, current conservative, static, restrictions can be relaxed so as to improve the vertical descent profile or horizontal arrival trajectory.
isation methods, so as to further improve the automation, which could also have a positive effect on the environment by minimising the flight time.

Several approaches were reviewed to performing ATO at the ATM level, where the objectives were to keep aircraft separated and to avoid dangerous weather conditions [151]. In the comparisons, 2D trajectories (i.e., vertical flight profile) were used and the ideas examined were part of the free flight concept. Again, the principles of control theory are employed. As expected, different methods would be used if airspace was continuous or discrete for resolving the objective, where one or more aircraft were considered. It was also shown whether the problem could be resolved by a centralised authority, usually ATC, or cooperatively by distributing this task among the aircraft flying in airspace (i.e., in multiple aircraft cases). Using a 4D description of the trajectory would be beneficial and it is highlighted that new optimisation approaches are required.

As already described above, ATO problems are governed by multiple disciplines [58, 152]: overhead, various types of costs, multiple performance metrics, further desired properties, etc. Besides academia and research centres, industrial sectors show high interest in trajectory optimisation as stated in [153]. Several studies focus on flight efficiency factors such as advanced noise and fuel consumption, advanced trajectory technologies such as prediction and management, and other aero-transport economics. Ultimately, all these technologies aim at mitigating environmental impact by relieving overcrowded airspace and airports [11, 143]. In terms of computational modelling, the system consists of many different components with complex interactions among them.

When it comes to trajectory optimisation, the majority of research work takes for granted that the equations of motion, which describe the motion of an aircraft, would be available and a range of techniques from control theory is employed [68, 70], and more recently [154]. Simply, the analytic expression is given, which is very cheap to compute. Although this had a number of advantages, it cannot cope well with the modern needs of aviation projects, where multiple principles and stakeholders are involved, modularity is highly desirable, and the number of important factors/dimensions is very large.

Because this is expected to be challenging [155], coupling the systems as an assembly of black boxes is the suggested approach for a more flexible and extensible architecture. The development of such a system would allow one to experiment with a variety of other systems, occasionally provided by third parties, and will advance towards a more modular design, where several modules could be combined in a mix-and-match fashion, without requiring any previous knowledge of the existing system(s). This is expected to considerably advance multi-disciplinary studies very rapidly to a new level, where many different models could be coupled together without knowing anything about the architecture of the host system.
2.6. OPTIMISING AIRCRAFT TRAJECTORIES

To the best of the author’s knowledge, there is not any efficient way to generate at the tactical (and possibly operational) level the trajectory of an aircraft, given a number of constraints from ATM in a black box manner, ideally with up-to-date information from aeronautical information services. Usually, a number of trajectories are pre-planned and ranked, which are provided to the operator to select. Of course, there are many factors that could influence the trajectory, but these are not considered, as there is not any system to generate optimal trajectories within an acceptable time frame before the flight [156]. So, a unified and flexible system is required that would encompass a range of subsystems related to aircraft and ATM procedures. In that system, a number of variables could be fixed (such as the fuel load), and others could be set according to additional specifications that could be provided a few minutes ahead of the flight (such as payload weight, which contributes to the overall weight). Furthermore, industrial stakeholders are very reluctant to employ optimisation methods, mainly because the former have a limited understanding [57].

Selecting an optimal trajectory to satisfy a number of criteria for each of the millions of commercial flights that take place every year just in the EU [157] is a very challenging task. Obviously, the complexity, the frequency and the size of the problem are greatly augmented when considering a common worldwide airspace. Again, in the future, there will be a greater need to optimise trajectories in the heavily congested international airspace. Ideally, this should be performed, before the take-off with the most up-to-date information from aeronautical information services. Moreover, trajectories should be recalculated in the middle of the flight as an update for the most optimal route(s) because of the occasional changes in the airspace. This is for the benefit of all the stakeholders and for better coordination, which will lead to a more optimal management of the entire international air traffic. In addition, more information should be exchanged among the stakeholders, which will be used to precisely formulate the optimisation problem. This technology could also be part of the Flight Management System (FMS) and could even run in the background, while continuously providing the user optimal solutions. The modularity could have an extra effect: when the trajectory deviates, the remaining part of flight could be optimised as a sub-problem, similar to the recalculation of the route when a driver fails to follow satellite navigation instructions from a dedicated system. Of course, the problem size is more complicated, but the same idea applies. From the side of ATM, this will allow more effective air traffic flow management while achieving separation of aircraft and hitting environmental and operational targets. Eventually, more tailored trajectories could be generated.

Although many studies have used optimisation algorithms for ATO purposes, most of the approaches are intended for a research level and cannot be used in an industrial environment and rarely consider operational constraints. Regarding the
nature of optimisation problems, most of the times, single-objective optimisation (where very often a weighted composition of multiple objectives is used) problems are studied and the objective functions are expressed in an analytical form, e.g., [158, 159], which is far from real conditions. Among other studies, the work presented in [160] meets the aforementioned requirements, where aircraft trajectories are optimised by using genetic algorithms. However, it only considers two objectives. In an industrial environment, black-box models are provided, which cannot be expressed analytically, as will be further described in chapter 4. To the best of the author’s knowledge, metaheuristic optimisers, as an alternative to genetic algorithms, have never been used on ATO applications with more than two objectives, which will allow their use to optimise for many principles.

Nondominated Searching Genetic Algorithm Multi-Objective (NSGAMO) was originally developed in [161] and is considered as a state-of-the-art genetic algorithm for MOO problems, appropriate for trajectory optimisation, as demonstrated in [160, 162, 163]. It is designed for lower computational complexity during non-dominated sorting using the concept of Elitism, which improves the ability to retain satisfactory solutions. Compared to the popular Nondominated Sorting Genetic Algorithm II (NSGA-II) [164], NSGAMO uses [161]:

- A different selection process, so as to form the mating pool,
- An entirely different sequence of genetic operators for mutation (i.e., dynamic vector mutate method and creep mutate with decay) and crossover (i.e., tri-linear crossover and Simulated Binary Crossover (SBX) [165]).

The main flow of the algorithm consists of the following stages:

1. The algorithm begins with an initial population of N individuals and multiplies it with an initialisation ratio for the 1st generation.
2. This population is sorted based on the principle of constrained non-dominated sorting to form the initial generation $P_t$.
3. If after sorting, individuals exceed N, then N individuals are selected based on crowding distance from the final front.
4. Using constrained crowded tournament selection, a mating pool is created from $P_t$.
5. The genetic operators (mutation and crossover) are then used to form an offspring population $Q_t$.
6. On the merged set $R_t = (Q_t + P_t)$, steps 2 to 3 are performed to form the next generation.
Despite its suitability for ATO, fully understanding the meaning of the configuration parameter(s) of the optimiser (e.g., see Table 4.2 for demonstration and comparison purposes) is not a trivial task and requires familiarity with complex concepts, such as SBX. More importantly, based on the author’s experience, selecting which (combination of) configuration parameter(s) to alter when facing a new challenge or just adjusting the settings of a previous application, so as to achieve/explore any better performance, is not a straightforward task. For instance, when the mutation operators are set to a high value, the optimiser mainly performs exploration and the information of strong individuals is lost, which could decrease the performance of the optimisation search. This steep learning curve could discourage new users from using the tool/method and could consume a lot of time to master, without any obvious benefit. Furthermore, carrying out any software development extensions can be even more challenging.

A brief description of the configuration settings of NSGAMO follows:

- **% for creep mutate with decay** percentage of the genes range to apply creep mutation with decay, which shrinks the window of mutation as the optimisation progresses (the larger the value, the more aggressive the search)
- **% for dynamic vector mutate** percentage of the genes range to apply dynamic vector mutation (the larger the value, the more aggressive the search)
- **% covered dynamic vector mutate** bias to force the optimiser to apply dynamic vector mutation
- **% covered for vector mutate** bias to force the optimiser to apply vector mutation
- **% covered for element mutate** bias to force the optimiser to apply element mutation
- **Convergence fitness tolerance** threshold for convergence criterion, if the difference between two consecutive generations is less than this value, then the optimisation search terminates
- **Initialisation factor** is the number of random samples when starting the optimisation search
- **Maximum generations** represents the number of iterations and the optimiser will stop if the aforementioned convergence is not achieved
- **Population size** denotes the number of individuals within an iteration, which is related to the number of objective function evaluations
Element mutation probability  probability to mutate a single gene

Creep mutate probability  probability to apply creep mutation to a single gene

SBX distribution coefficient  controls the spread of SBX crossover operator, it is suggested to be 1.0 from the original version of NSGA-II

Selection pressure  preserves the genetic algorithm within the failure boundaries

In a collaboration between Cranfield University and the University of Malta, a framework called Green Aircraft Trajectory under ATM Constraints (GATA) has been developed under CLEANSKY [166, 167], where the author contributed in providing the optimisation algorithm, described in section 3.1. This is a framework for ATO that includes a variety of models related to aircraft performance, engine-gaseous emissions, noise emission, optimisation algorithm, end-user front-end and supporting tools for addressing the goals of management of trajectory and mission. It has also the potential to be used in multidisciplinary design optimisation applications and its top-level structure is depicted in Fig. 2.1 The main goal was to produce a standard and easy-to-use tool to resolve ATO problems on simplistic computational infrastructure, such as commodity computers. This initiative, which started from CLEANSKY, brings together several monolithic applications in a black box interfaced fashion, where the user needs to specify and to link inputs and outputs. GATA was developed under the System for Green Operations and will be used in this work, too. The development was initially discussed in [166] and related work was demonstrated in [160, 162, 163]. This is an ongoing project and gradually more models will be integrated into the future versions. By the moment of writing of this document, the features (as described in [168]) related to information management and architectural design were not available.

\[\text{2 also referred to as stand-alone}\]
The integration of trajectory simulations along with optimisation algorithms under GATAC has been presented in [160,162,163]. At the time of the research, the framework provides a variety of trajectory simulation models but only one optimiser. This work expands the portfolio of optimisation algorithms available to users by adding a new optimiser. This is common practice and more flexibility is provided to the end-user to choose between the two optimisers for different cases, because no optimiser is equally good for every possible scenario [169].

At the time of writing this work, NSGAMO was already part of GATAC [167]. In order to improve the portfolio of optimisers GATAC, the author contributed by providing a new optimiser (presented in section 3.1), from the class of metaheuristic optimisers, which are known for their performance in real-world cases.

An optimisation framework was developed in [170,171], to resolve aircraft performance and engine performance, and pollutants formation. Robust and feasible flight paths are generated by running full-scale simulations. The multi-objective case optimised time, fuel consumption, and pollutants emissions. Eco-friendly trajectories and engine cycles were finally obtained. The results were cross-checked against competitive optimisers and demonstrated minimal variations. Two more studies are available in [172,173], where genetic algorithms optimise the flight segments.
The optimisation of noise abatement trajectories for departures and arrivals was studied in [174-178]. Both generic indices (e.g., noise footprints) and site-specific criteria, which consider the population distribution around the airports, were included in the studies. First, noise models and a geographic information system were integrated into a dynamic trajectory optimisation code [176]. Given any airport, the tool delivers the analysis and design of noise abatement procedures. Two objectives were considered (i.e., noise and fuel consumption) for the departure of a Boeing 737-300 from Schiphol (i.e., Amsterdam Airport). In the optimal trajectories, the noise affected about 35% fewer people compared to the reference fuel optimal trajectory, while requiring only 1% additional fuel. Following the previous case studies, the same tools and scenarios were also employed for the arrival of the aircraft in [177]. The aim was to produce noise optimal arrival trajectories. As a consequence, about 50% fewer people were disturbed compared to the reference, fuel optimal trajectory at the expense of about 15% more fuel and 10% longer endurance. In general, the shape of the descent profiles is very similar. However, an operational limitation in both of the aforementioned cases forced modifications as described in [178]: by slightly modifying the flight path, similar results were obtained. Similarly, it would be useful to combine noise indices with other principles. In [174], the previous tool was extended by including other noise performance criteria. Two extra parameters were added: population and area. By considering the arrival trajectories, the author performed parametric analysis of a single composite noise objective. Consequently, the single goal optimisation case illustrates unsatisfactory performance, because it is not possible to demonstrate a trade-off. This indicates one must use individual (conflicting) objective functions, so as to demonstrate a trade-off, which could be used by the decision makers. However, these studies focused on noise, whereas more objectives should be considered so as to acquire a trade-off.

So far, the previous studies expressed population awakening as a function of sound exposure level. This is expanded in the studies carried out in [179], where it is revealed that the objectives of the number of disturbed people against the maximum noise levels vary in harmony. Besides including the energy equivalent noise level, which is commonly used in such cases, the number of aircraft events is equally severe regarding nocturnal annoyance. It is noteworthy that the noise exposure qualitatively changed over the last two decades. Although the traffic in airspace increased, the emission levels per aircraft were reduced. This justifies people’s complaints about an increase in noise throughout the same period of time, which is also cross-stated in [180]. Again, a multi-objective approach would provide a deeper insight.

A method to plan an environmentally-friendly trajectory for commercial aircraft by using ATO was presented in [154], where the considered objectives were
noise against emissions of \( \text{CO}_2 \). By following the original ATO style, the problem is transformed to an optimal control problem, where direct methods are applied. A differential algorithm was developed for the purposes of that project so as to generate fast non-dominated solutions between conflicting objectives. Many trajectories were produced that minimise environmental costs, which provides several options to the decision maker to make informed decisions. Two practical extensions would be to increase the complexity of the model, so as to improve the accuracy, and to increase the number of objectives, which would require changing the methodology so as to cope with the increased computational workload.

A methodology that includes the time dimension and generates 4D trajectories with multiple time restrictions was presented in [181]. Similar to other studies, the original problem is transformed to an optimal control problem and by using dynamic programming the operating cost of the flight as a single compound objective is minimised for the cruise phase of a flight. The authors suggest that manipulating precisely the length of the endurance of aircraft will significantly increase the capacity of airspace while preserving the current safety levels. In addition, neural networks are employed to decrease computing time by eliminating the number of cost calculations related to each decision step throughout the optimisation process. The direct operating cost is a combination of fuel and endurance objectives used for the optimisation. The results reveal a solution to the 4D cruise optimisation problem that significantly prevents high fuel consumption. This approach could also be used for on-line 4D trajectory optimisation as part of the capabilities of the aircraft’s FMS and could potentially include window type constraints. In any case, increased computational power is required so as to carry out more complicated scenarios and allow higher precision tools to model the environmental impact.

2.7 Optimisation and Multi-Objective Optimisation

Optimisation problems are classified in a number of ways. The most frequent cases will be considered, as they are sufficient for the ATO cases. More details can be found in [182, 183]. As a suggestion, several computationally based design optimisation methods and techniques are outlined in reference [184]. Firstly, one can find problems in which the nature of input variables is partially or fully non-numeric. These problems fall into the category of optimal selection problems and can be resolved by applying a systematic computational mix-and-match procedure also called combinatorial optimisation. Hence, they are part of an entirely distinct set of methods which will not be discussed further because different types
of algorithms and strategies are required to tackle these problems.

The choice of the most appropriate optimisation algorithm depends on the nature of the optimisation problem, and often human experience and deep understanding are required. Therefore, it is obvious that there is not a single algorithm which could tackle every case equally well. This indicates hybrid algorithms that will have to be composed combining features from various classes [185], such as [186]. In addition, quick algorithms are always required and desired at the earliest possible stage of a design process. This affects the optimisation process directly. In order to obtain a satisfactory solution quality or even just a solution, an appropriate optimisation algorithm should be selected. Certain types of problems should be tackled by employing specific types of optimisers [169].

Metaheuristics have been effectively adapted to a variety of problems with continuous variables, nonlinear and noisy objectives, and highly complicated interactions between decision variables and objectives. These have demonstrated satisfactory performance on a variety of engineering problems and can yield satisfactory solutions within acceptable time frames. They are a special class of optimisers that among others include tabu search, evolutionary algorithms and particle swarm optimisation. The first is a local-search-based optimiser and belongs to single-solution-based metaheuristics, whereas the latter are global-search-based optimisers and belong to population-solution-based metaheuristics. Nevertheless, metaheuristics could rapidly resolve problems of high complexity, and this is a critical factor in their overall performance [55, 187, 188].

In contrast to the optimisation algorithms and iterative methods, metaheuristics could not necessarily find a globally optimal solution to certain classes of problems [55, 187, 189], for instance, where the parameters need to change and the number of permitted evaluations is limited [190]. Several metaheuristics implement a form of stochastic optimisation so that the discovered solution depends on the set of random variables generated [191]. Although combinatorial optimisation problems are not considered here, the stochastic nature of metaheuristics allows them to easily expand to this class of problems [190]. Hence, they can be considered for large-scale optimisation problems, and they are selected for this research.

By the definition of the MOO problem, selecting the final solution(s) among the ones that lie on the Pareto-Front (PF) is not an easy task and requires human intuition, and this belongs to the decision-making process. Depending on the problem’s specification either a single or a set of solutions must be resolved. For example, in the gas turbines industry, a single high-performance engine needs to be manufactured for several types of aircraft, whereas in the automotive industry a variety of car models from the same firm needs to be produced. Telling the difference among the best solutions cannot be automated and needs a good
understanding of the problem; this is true because the PF represents the boundary beyond which any improvement of the overall performance can be achieved only by degrading one or more of the objective functions. Because the shape of the trade-off does not always reveal the optimum practical solution(s), a decision maker is required in order to find them among the discovered Pareto-equivalent ones. Therefore, the MOO process necessitates both an optimisation algorithm and a man-in-the-loop in order to resolve the ultimate solution.

Alternatively, constructing the optimal set by using genuine MOO algorithms is an advisable and viable way [183]. These algorithms manipulate either single solutions or populations of solutions and discover multiple compromise solutions within a single run, irrespective of the features of the objective functions such as modality and convexity. Usually, the sets of solutions are processed in parallel and evolve towards the final PF. During algorithmic iterations, the currently discovered solutions are compared to each other according to domination criteria [192]. Newly discovered solutions with better fitness form the current optimal set and the process continues until stopping criteria are met.

Unearthing the concepts of multi-objective optimisation, there are several features to be discussed. Throughout the iterations, the best solutions are selected and copied into the next population. This is called elitism and usually yields satisfactory results [193]. Some algorithms auto-adjust the population size they investigate at the end of every iteration so as to explore only the area(s) of objective space with the most promising solutions. Moreover, systematically managing available resources is important; this leads to higher throughput (i.e., delivering the same results within shorter time intervals) or higher efficiency (i.e., exploring a larger fraction of the search space within a certain time). Incorporating a user’s preference during the search is an upcoming feature, which could be particularly useful in certain applications; after a number of iterations, monitoring the entire solution set becomes difficult so the user focuses on certain regions of interest\(^3\) and evolves the local population. This has been proven very useful for real-world applications [194]. Frequently, the quality of optimisation algorithm is assessed by the performance of the PF for the total number of objective function evaluations. Obviously, the evaluation of an objective function is the most computationally intensive part of the optimisation process and the maximum benefit for the least computational cost is sought. Thus, algorithms that capture the target PF with as few evaluations as possible are considered better. When various well-known MOO algorithms were compared to each other, it was shown that none of them was capable of dealing with any class of problems sufficiently [195].

When assessing the quality of multi-objective optimisers, two important factors are the number of solutions and their diversity [196, 197]. Ideally, the final PF

\(^3\)e.g., where the best solutions reside or the most innovative solutions appear
should demonstrate richness and span features. In other words, it contains as many points as possible closer to the target, which are as evenly spaced as possible. In fact, the method should discover and present to the end user the solution(s) they are interested in, and this partly depends on the tools used along with their settings. Then, several solutions should be available, but they should be different to each other. Of course, the number of required solutions at the end should be predefined as well; this will help the user to select a few solutions from the final presented trade-off, which was generated by the optimisation process. For example, on the one hand, the automotive industry wants a number of models for different market segments without competing with each other. On the other hand, for aerospace applications, manufacturers produce a single aircraft engine for target classes of aircraft. Hence, different needs dictate the respective settings for the problem set-up which will affect the whole process.

2.8 Summary and Linking with next Chapter

Based on the literature, the following limitations were identified:

- Computational methods for aircraft technology for mixing by using CFD tend to take considerable wall-clock time. Setting up the case to handle complicated boundary conditions, multi-phase or multi-component flows is usually a very time-consuming task, which requires further processing time to finish the simulation.

- A few computational methods of CFD, which are accelerated by GPUs, are compared against real-world data and even fewer are coupled with other systems (e.g., [130]).

- Porting and upgrading every possible application to CUDA does not pay off for the attained speed-up [131]. Frequently, linking with other systems and methods is very challenging [29] because of the discontinued support, which depends on legacy software and impedes coupling.

- Regarding the software design and implementation of optimisation applications by using CFD, to the best of the author’s knowledge, this is the first time operational constraints are considered and these should be combined with a flexible software architecture, so as to link with other applications, too.

- A few scientific references were found that combine design optimisation along with GPUs-enabled CFD tools and methods (e.g., [133]). However, none was found to be applicable to micro-mixing optimisation studies.
When accelerating optimisation methods, alternative parallelisation techniques (e.g., using GPUs) should be employed in the future [141].

More specifically:

- **Gaps in methods:**
  - Local-search-based metaheuristic optimisers could be employed in ATO.
  - The key to enabling hydrogen-based fuels lies on micro-mixing, but specialised methods are required to capture the complexity of a device at micro-scale.
  - The ability of LBM to manage complicated geometries could be used to study micro-mixing.
  - CFD methods could be accelerated by employing LBM that is deployed on GPU.
  - There are a few applications that combine optimisation techniques and CFD, so as to study micro-mixing.
  - In optimisation studies, it is not clear how optimum solutions are compared and selected.

- **Gaps in tools:**
  - CFD simulations are computationally intensive and require considerable resources.
  - GPU-enabled tools are expected to be an alternative approach to accelerated CFD and other computational methods, if the latter are restructured accordingly.
  - A new experimental feature could be added to the optimisation algorithm, so as to explore an alternative strategy that could potentially increase its effectiveness.
  - A few of the tools presented some interfacing capability with other tools (only via specific frameworks, such as GATAC).

- **Gaps in applications:**
  - It was demonstrated that acceptable solutions in ATO can be suggested by using optimisation techniques.
  - At the time of this research, most of the ATO studies are limited to general mission tasks and limited to two objectives optimisation.
– Mainly implementations of genetic algorithms are used in ATO.

– Combining GPU-enabled applications with optimisation techniques can accelerate the computational design optimisation cycle for real-world applications.

– Most of the LBM applications have been applied to benchmark studies, but they could be used to research micro-mixing.

– Tools ported on GPUs have achieved a high computational power at a reasonable cost.

– None had investigated the scalability of the presented tools and methods.
Chapter 3

Technical Description of Computational and Optimisation Tools

3.1 Multi-Objective Optimisation Algorithm

3.1.1 Introduction

As a single contribution, a new multi-objective optimisation algorithm for direct search problems with continuous decision variables, called MOTS2, has been developed and the source code can be found in [65]. Direct search is the class of optimisers that considers the evaluation of objective function(s) as a black box procedure. This is a multi-objective variant of the original tabu search [63], which had been deployed on a range of aerodynamic optimisations [198–201]. It can be considered as a hybrid that combines approaches from the fields of numerical analysis and artificial intelligence optimisation methods and techniques [202]. This variant contains several of the advanced features of tabu search, such as multiple strategies and various types of memories, as described in [203] by its creator, which is closer to the concept of adaptive memory programming [204]. Here, the main purpose is to introduce and to describe MOTS2 without compromising understanding and technical detail. Throughout this document, the terminology from [55,182] is used.

As identified by its developers, tabu search [205] could be employed in several real-world applications such as: scheduling, design, location and allocation, logic and artificial intelligence, technology, telecommunications, production, inventory and investment, general combinatorial optimisation, etc. Tabu search constitutes a powerful direct search method, which could be applied to many problem instances and is particularly strong in problems where classical solution methods are
infeasible \(^1\).

Although MOTS2 is by nature a direct search optimiser, it can be used on a variety of other problems. As a local-search-based optimiser, its best performance can be obtained in cases where:

- the feasible decision space is too big to thoroughly investigate,
- the feasible decision space is highly complex to explore because of the constraints,
- there are multiple conflicting objectives,
- the evaluation procedure of a set of decision variables is considered as a black box.

In general, it was demonstrated that its performance is satisfactory on hard problems [190]. As a software package, it was developed by using best practices from the fields of software engineering, whereas many other software packages can be easily linked to other systems and it is hard to expand. More specifically, the object-oriented structure of MOTS2 allows to encapsulate its operation as part of a much larger system. Its modular structure allows it to scale up the portfolio of strategies. It also supports a number of interfacing mechanisms to be used either by human users or by other automated systems because of an embedded communication protocol, which is very similar to web-based applications. Finally, from the author’s experience, it is very intuitive (even for less experienced users) to interpret and understand the results from the optimiser compared to other famous optimisers such as (mutation rate of) genetic algorithms and (thermal jump of) simulated annealing.

The Software Requirements Specifications (SRS) were created by considering portability, easy access, integration flexibility, computational efficiency and continuous expansion. The practices described in [206, 207] have been followed. First and foremost, a number of strategic decisions were taken into account, so as to re-design and re-implement the structure of the optimiser, in order to be part of an Engineering Design Process, as described in [208]. Originally, it was efficiently designed to be used in examples of real-world and continuous optimisation problems with multiple objectives (i.e., more than two). The optimiser attempts to imitate a systematic and organised search process that resembles human intuition, and high-quality solution(s) are expected to be discovered. It was also carefully designed to use as little computational time as possible, as suggested in [55, 209], by optimally utilising the available computational resources. Given an appropriate distributed environment or a computationally parallel framework, it can operate in

\(^1\)for instance, no knowledge, such as derivatives, of the problem domain is available
parallel to save elapsed time because of its asynchronous \(^2\) evaluation of objective functions in certain strategies, otherwise it is in a sequential mode. During the conceptual phase and implementation, principles from scientific computing and software engineering were combined to expand the algorithm to monitor the progress of the search and to visualise the solution; this will keep the user as informed as possible throughout the overall process. Additionally, integrated memories are manipulated and designed as databases, which makes the implementation very flexible and sustainable. The structure is such that it allows it to be configured and to be linked to other processes by using external files. For the validation phase, practices described in \([182, 196]\) are considered.

The ultimate goal for the optimiser is to imitate an enhanced human cognition for a certain range of optimisation problems. The range is limited by the classes of problems. A number of integrated features are inspired by the fields of artificial intelligence, where knowledge-based methods usually perform more efficiently \([202]\). Of course, it is well known that the algorithm cannot be equally good in every class of problems \([169]\). However, the intention is to provide a flexible algorithm that adapts to the problem and can deliver very competitive results, even compared against specific algorithms. The comparative advantage is based on its artificial intelligence features: The algorithm on-the-fly analyses decision space, interrogates its current knowledge base and employs the most appropriate modules from a provided portfolio of strategies. As expected, proper integration of the tools into the portfolio in terms of interfacing is a separate issue, which is worth exploring. Ultimately, an ideal optimiser will be given a certain computational budget, will sufficiently cover decision space, will manage computational resources, will quickly identify the most promising regions with the best performance in as few iterations as possible and will focus the search and effort to discover a wide and rich range of solutions that capture the globally optimal performance of the target system.

The structure of this section follows. Firstly, the progress of the related developments of tabu search as a MOO algorithm is presented. Next, the algorithmic structure and strategic decisions during the development of the optimiser are described in terms of data structures, algorithmic logic and functionality. The behaviour of the optimiser in relation to the optimisation problem is explained, followed by special features and additions. Thereafter, the optimiser is verified against a family of benchmark tests and is validated against an instance of design optimisation in aerospace development.

\(^2\)In contrast, it is possible to implement an optimiser to evaluate one objective function after another in a certain order, which cannot be accelerated by any computationally parallel framework.
3.1.2 Trends in Multi-Objective Tabu Search

In the last 15 years, several studies have explored and investigated various instances of tabu search. Many variations have come to the surface, where different features of the optimiser are modified, introduced and expanded in the hope of improving the code. Great spread and depth of information about tabu search can be found in [55, 187, 188]. Performing a survey on tabu search is out of the scope of this subsection. Here, the intention is to present important contributions that inspired the development of the current optimiser.

Tabu search methods belong to the class of metaheuristic optimisers [55, 202]. They perform stochastic and local search or, alternatively, intensive local search. Originally, they were designed to manage the heuristics of hill climbing, but they were adopted to manage the heuristics of neighbourhood exploration (e.g., see Hooke and Jeeves Move in 3.1.3.3). In fact, they can be considered as a strategy that controls a collection of embedded heuristic techniques. The former family of optimisers first introduced the concept of memory in metaheuristics, where the reactive and parallel derivatives emerged [210–212]. This algorithm is based on the single-objective tabu search, introduced in [205, 213], and on its multi-objective variant (the first MOTS), as described in [63], where a detailed explanation can be found. Moreover, the current implementation of MOTS2, which is used in the next chapter, also includes the improvements (i.e., local search enhancements for the Diversification Move) discussed in [198] and extra features described in subsection 3.1.5.

An interesting approach that attempts to group several metaheuristics in a single category was demonstrated by introducing the concept of adaptive memory programming [204], as a unified problem-solving approach. It is thought of as a general scheme that assembles the essence of the good ideas from many metaheuristics. This class of optimisers has several advantages and it is suggested they be used on difficult problems. Tools based on adaptive memory programming could be easily adapted to operate in parallel with computationally distributed environments. They could be particularly efficient on dynamic problems, since their method could adapt to slightly modified data [214]. The program could demonstrate several different high-quality solutions, which will enable the decision maker to select an appropriate one to solve their problem. The latter can be particularly useful in real-world applications, where frequently a few features of the problem that could affect the final solution are disregarded or are not included so as to have the option to choose a solution with higher importance among several alternatives. Hence, it was highly advisable to adopt tools to metaheuristics with memory for future developments.
3.1.3 The Design and Implementation of MOTS2

Until the moment of writing up this document, there was not any available version of multi-objective tabu search. So, a new version was designed and developed from scratch based on the technical description of the original version in [63,198] and author's experience in developing software packages for industrial applications. This code is also intended to be released as an open source project and the top-level design is depicted in Fig. 3.1, whose individual features are described below. At the top, the different types of memories are listed, which are described in greater detail in the following subsubsection. At the bottom left side, the four modules related to the objective function provide interfacing mechanisms to evaluate the objective function(s) of the optimisation process either externally or internally of the optimiser. These can also delegate the evaluation on a GPU, as will be described in subsection 3.2.4. At the bottom right side, the settings modules were separated to allow it to carry out performance analysis by injecting various configuration settings in the optimisation algorithm, as will be demonstrated below. For more details, the pseudocode is illustrated in Listings 3.1. MOTS2 was implemented in two stages: Firstly, the memories were created as the core data structure of the algorithm. Then, the algorithmic structure was built around them. Since the concept of memories that manipulate problem-specific data is so important, it is sensible to employ object-oriented techniques and database design. Because of the diversity of cases, the optimiser will be called on to perform, the software is implemented in C++ programming language, which was selected for performance, structural, linking and interfacing purposes. The code is portable, cross-platform and can be deployed on any computational architecture. This subsection can be used as a design pattern for the development of a wider range of optimisers based on adaptive memory programming.
Figure 3.1: MOTS2 Architecture

Listing 3.1: MOTS2 Top Level Pseudocode

```c
double TabuSearch() {
    int current_loop;
    int previous_current_loop;
    int iLocal;
    int previous_evaluations;
    int trade_off_consequentive_improvements;
    int maximum_improvements;
    int iLocal = 0;
    int success = 0;
    Point2 newPoint(nVar, 0.0);

    int stoppingCriteriaTrigger = stoppingCriteriaNotMet(
        current_loop - previous_current_loop,
        HISTORY.count_evaluations(TS_ObjFunc.
            get_penalty_objectives())
        - previous_evaluations,
        trade_off_consequentive_improvements);
    while (stoppingCriteriaTrigger) {
        // Pseudocode continues...
    }
}
```
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```c
if (nextMoveHookeJeeves)
    HookeJeevesMove_parallel(current_loop);
else {
    success = PatternMove();
    if (success)
        nextMoveHookeJeeves = 1;
    else {
        HookeJeevesMove_parallel(current_loop);
    }
}

line 18:
UpdateMemories();

int kickTrigger = (MIM.activate_kick("./memories/MTMfrequencies.txt",
    maximum_duplicates,
    TS_ObjFunc.failedObjectiveFunctionVector) &&
    trade_off_consequentive_improvements >
    maximum_improvements * 0.1)
    || trade_off_consequentive_improvements >
    maximum_improvements;
if (iLocal==diversify) {
    newPoint=DiversifyMove2();
    Push_Base_Point(newPoint, "DiversificationMove");
goto line 18;
} else if (iLocal==intensify) {
    newPoint=IntensifyMove2();
    Push_Base_Point(newPoint, "IntensificationMove");
goto line 18;
} else if (iLocal==reduce) {
    newPoint=ReduceMove2();
    Push_Base_Point(newPoint, "ReduceMove");
goto line 18;
} else if (kickTrigger){
    newPoint=ReduceMove2();
    Push_Base_Point(newPoint, "kickMove");
    trade_off_consequentive_improvements = 1;
goto line 18;
}

update_trade_off_progress();
++current_loop;
```
3.1.3.1 Describing the Different Types of Memories

Memories have first been explicitly used in tabu search and this section describes the concept of hierarchical memories, which are believed to have a considerable impact on the ability of the optimiser to solve problems [203]. In total, there are 5 types of memories within the optimiser (but totally 3 types of memory in terms of software architecture), each with a slightly different purpose. These are the Short Term Memory (Tabu) (STM), Medium Term Memory (full Pareto Front) (MTM), Long Term Memory (LTM), Intensification Memory (IM), and History Memory (HISTORY) containers, or, alternatively, memory banks. All memories share a common feature: Their attributes are user-defined and remain constant throughout the optimisation search. Moreover, in MTM, IM and HISTORY duplicate decision vectors are not allowed, but identical objective function values (if any) might exist. The different types of memories and their relations among themselves with regard to an example 2D objective space are depicted in Fig. 3.2. There is another simplistic type of memory, called Memory of Base Points that registers the order of the selected Base Points (BPs), explained later. This will not be covered here and exists for monitoring purposes and future development. All these memories are used to assist critical decisions during the optimisation process. The pseudocodes of the signature of the three different classes are illustrated in Listings 3.2–3.4. The actual implementation of the individual methods of the class is identical to the original version of MOTS [63]. All the other methods of the class are just helper methods that perform sanity checks and utility operations (etc., storing a snapshot of the memory) for analysis purposes.

The first, STM, is the collection of Tabu points and is the simplest structure, as shown in Listing 3.2. These are black-listed points that the optimiser is not allowed to select during the search, when searching for a new decision vector as long as they remain in the memory. The size of STM is selected before the optimisation starts and remains fixed until the end. In principle, it implements a stack data structure and contains information about the decision variables only. During every iteration, a new point is pushed to the top of the memory and, if the memory is full, the last point pops out. Therefore, the newly inserted points are located at the top, and the older ones are at the bottom of the memory.

Listing 3.2: STM Container Class Pseudocode

```cpp
class STM_Container : public std::list<Point>{
  public:
    unsigned int STM_size;
    unsigned int local_nVar;
    std::string container_name;
    std::string __save_path;

    STM_Container(const int &input_STM_size, int const n, std::
```
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In fact, MTM, IM and HISTORY are instances of the same class of memory and the corresponding pseudocode is shown in Listing 3.3. Following the principles of object-oriented design, a single class was implemented, called memory container, which is instantiated three times, one for each conceptual memory. The implemented memories are different in two ways: Firstly, the insertion policy is different for each memory, where combinations of decision variables and objective function values are inserted into the memory container under different occasions, as described below. Secondly, different functions are applied to memories at different stages, as explained in sub-subsection 3.1.3.2. This was done for ease of implementation and for a more sustainable design.

![Figure 3.2: Tabu Search Memories](image)

**Listing 3.3: Container Class Pseudocode**

```cpp
1 class Container : public std::map<Point, ObjFunction>
2 {
3     unsigned int local_nVar;
4     unsigned int local_nObj;
```
These three types of memories implement a dictionary (i.e., hash table) data structure, which holds a number of entries but are populated differently. Each entry is defined as an assembly of decision vectors and their corresponding objectives. Moreover, all the entries are listed in ascending order, based on the decision variables only. The collection of the optimal non-dominated points, which are usually called PF points, is stored in MTM. This memory holds the final output of the optimiser, which is a trade-off among the selected objectives and presents their interplay. All the points required for a tactical random selection (see the Intensification move in sub-subsection 3.1.3.4) reside in IM, which is used for the local-search features. Lastly, HISTORY logs all the evaluated points (i.e., both feasible and infeasible). This gives one the big picture of the optimisation search, which is frequently combined with data mining techniques, so as to extract information that will guide the search further, as suggested in [215]. In addition, HISTORY is used as a look-up table that holds the already evaluated decision vectors for post-processing and other purposes.

The last type of memory, LTM, is used for the global-search features and is the
most complicated memory to implement, as shown in Listing 3.4. This holds the visiting frequency of various regions of decision space for each decision variable. Each variable range is equally split into a number of regions, whose frequency is registered, monitored and used for certain occasions (see the Diversification Move in sub-subsection 3.1.3.4). The number of regions is the same for all the decision variables, is set beforehand and remains the same until the end. This simply informs the optimiser and the user which areas are the most and least frequently visited. It also forces the optimiser to explore the unknown regions in order to diverge the course of the search to sparsely explored areas. Whenever it is required, the memory calculates the frequency per decision variable per region of decision variable and finds out the least visited region per decision variable. Then, a new decision vector will be formed and each of its decision variables would belong to that region.

Listing 3.4: LTM Container Class Pseudocode

```cpp
class LTM_Container : public std::set<Point>{{
    unsigned int local_nVar;
    unsigned int local_nRegions;
    Point local_lower_bound, local_upper_bound;
    Point tempVector;
    T offset;
    Point range_points;
    std::vector<Point> variable_range_points;
    std::string container_name;
    std::string __save_path;
    LTM_Container & operator= (LTM_Container const &other);

class LTM_Container & operator=(LTM_Container const &other);
    std::deque<Point> Region;

    LTM_Container(const int &nVar, const int &nRegion, const Point &lower_bound, const Point &upper_bound,
                  std::string given_name, std::string filename);
    ~LTM_Container();
    T RandomNumber(T min, T max);
    Point generate_Random_Point_From_Least_Visited_Region2();
    int leastVisitedRegion();
    void showContents();
    int getSize();
    int getSizePerRegion();
    std::vector<int> getRespetiveRegion(const Point &P);
    void save_ltm_container(std::string case_qualifier, int evaluations_counter);
    void load_ltm_container(char const *save_path);
}};
```
3.1.3.2 Algorithmic Structure

The optimiser depends on memories and performs a search by combining a systematic local search along with stochastic elements so as to intelligently search the entire decision space. The flow of the aforementioned procedures is shown in Fig. 3.3. Following the categories of [55], MOTS2 implements single-solution-based metaheuristics, where a single solution is improved in every iteration and the search looks like a walk through a neighbourhood. The search starts from a BP and three memory containers (STM, MTM, HISTORY). All these are used in every iteration, whereas the other parts are called on when special conditions are met. It starts with blank memories, and as the optimisation search progresses, it gradually builds a knowledge base about discovered decision space and objective space. Then, the search is guided by the performance of the decision vectors in objective space, so as to discover even better performance.

The search is an iterative process, as demonstrated in Fig. 3.3. During an iteration one heuristic procedure takes place every time, another heuristic occurs every other time and a special one (from a group of specials, described in 3.1.3.4) is conditionally triggered at certain stages. In any case, all the stages are guided by the BP. Around the BP, a few adjacent candidate decision points are investigated and evaluated. Then, the corresponding fitness values are sorted according to domination criteria of multi-objective optimisation [192], the appropriate memories for the current iteration are updated and the next BP is resolved. The previous BP and all the recently generated points are inserted into the appropriate memory containers. Hence, MOTS2 progresses effectively through objective space, while not wasting precious computational time. This is one of the basic operations of single-solution-based optimisers. An analogy to population-based optimisers is to create many solutions at every iteration. The population is generated based on mechanisms such as genetic operations between different genes (in genetic algorithms) or looking for food (in particle swarm algorithms), where each of these mechanisms can be configured by altering certain parameters such as mutation rate (in genetic algorithms) or travelling speed (in particle swarm algorithms). An analogy to global-search optimisers is that it is possible to visit any point of the decision space, whereas local-search optimisers explore a fraction of the decision space within a relatively close distance.
Figure 3.3: MOTS2 Algorithm Flow Diagram

In general, decision space is explored in a stochastic way, while recently visited
points called Tabu points, are avoided, so as to guarantee more exploitation of the unknown decision space. More importantly, this type of optimiser explicitly uses memory (and history to some broader extent) throughout the optimisation search. Initially, this seems complicated and taking advantage of it is not very straightforward. However, this can be particularly beneficial in terms of computational budget when the number of iterations increases and/or when a direct search is the only possible way. In fact, the local search scheme, which implements Hooke and Jeeves [216] that is particularly efficient for continuous parameters, is combined with stochastic elements and other enhancements.

The optimiser also keeps track of statistics during the optimisation process, which direct the search according to the discovered landscape of decision space. At the top level, the optimiser employs a mechanism for local-search and global-search. Thus, it could be considered as a hybrid, since it expands the original definition [55, 188]. In practice, the local search part is performed more frequently than its global counterpart. However, the global part can be considered as an enhancement to cover more general cases and assists the optimiser to escape from local optima. The statistics determine the progress of the optimiser by activating and deactivating certain mechanisms that change the behaviour of the optimiser when special conditions are met; they are mostly used to detect decision points around the current BP within a relatively short distance, whereas the search mechanisms attempt to discover good decision points in the entire decision space. This implements a form of self-adaptation to the fitness landscape of the problem. Consequently, the functionality of MOTS2, as depicted in Fig. 3.3, results in better performance throughout the optimisation process.

At a glance, the search starts without any information or from a previous check point, and it gradually becomes more familiar with decision space, while applying various heuristic mechanisms to move through. Aggregated information will be used in future steps to guide the search when certain conditions are triggered. This procedure keeps repeating until the user-defined stopping criteria are met. Depending on the nature of the application, these are usually the elapsed time, the number of evaluations, the number of consecutive failures to find a better point and the number of iterations or a combination of them. In a production environment, time restrictions, computational costs and financial costs could be considered. The number of evaluations required to finish the optimisation mainly depends on the complexity of the problem, which is not frequently known a priori. However, a suggested approach is to consider the quality indicators, as discussed in [182], mentioned in subsection 3.1.5 and used in subsection 3.1.6. Because it is assumed that the process can stop at any given moment at the user’s discretion, there is no termination mechanism based on the actual time. During every iteration, a fraction of the flow of the algorithm is executed every time, and the rest runs when certain
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conditions are met. The core of the optimiser consists of the Update Memories, Hooke and Jeeves-Move, Intensify-Move and Reduce-Move; the remaining parts are algorithmic enhancements, which speed up the search.

In the simplest approach, the optimisation starts off from a datum decision point, which is a combination of parameters of well-known performance and must be a valid point. Unless this is true, then there is no point in trying to improve any solution. Following the operation of local-search optimisers, the selection of the datum decision is the most crucial part before actually launching the optimisation process, as this could potentially trap the algorithm at an early stage. Then, several new points are generated and evaluated. One of them will be selected as the BP, throughout the current iteration loop, and the rest are accordingly forwarded to the memories. The selection process of the BP depends on a mixture of strategies that combine the contents of STM and dominance criteria. Thereafter, the optimisation keeps iteratively going on. An example is illustrated in Fig. 3.4 with a very low diversification threshold (see Diversification Move in 3.1.3.4), where a special move is performed once to assist the algorithm to escape a local minima situation. This was specified for demonstration purposes only. In reality, diversification should happen after several evaluations that have not discovered a satisfactory solution, as will be explained later. The algorithm keeps checking the statistics to determine whether any special functionality is appropriate to be called on.

![Figure 3.4: An Instance of MOTS2 on a 2 Decision Variables and 2 Objective Optimisation](image)
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3.1.3.3 Frequently Performed Moves

The following parts take place on a regular basis:

**Hooke and Jeeves Move:** It was originally described in [216] and is the most important part of the local search scheme, as it occurs on every iteration and requires plenty of evaluations of the objective function(s), which can be expensive. This is the most time-consuming part of the optimisation process and a few options are provided in order to minimise spending long periods at a single part of an iteration. Starting from the BP, a couple of valid and non-tabu points are generated by combining the current BP and the current Search Step (SS), as illustrated in Fig. 3.5. In theory, the number of points that can be generated is up to twice the number of the decision variables, but since some of them could either belong to STM or be invalid, they are excluded from the following stages of Hooke and Jeeves Move. Then, a few of the recently created points are randomly selected and evaluated in order to save some computational budget and are added into the appropriate memory banks. These points are within the close vicinity of the BP. This is the local search phase of the optimiser. In order to save computational budget, a lesser value than the theoretical maximum should be selected, but not too low because the optimiser will compromise local exploration. Among the recently evaluated points, one of them will be selected as the BP and the search continues.

The steps for selecting the BP in Hooke and Jeeves Move are described below:

1. Remove all the tabu points from the procedure and create candidate points.
2. Split the remaining candidate points into sets, based on the number of samples per set. If there are not any candidate points and IM contains any points, one point from IM is randomly selected, otherwise the algorithm stops.
3. Apply the following steps in the first set of candidate points and repeat if it is impossible to discover at least one point that is not dominated by the current MTM:
   (a) Evaluate all the points of the current set in parallel, so as to map them against their corresponding objectives.
   (b) Compare the objectives of each point against the objectives of the currently optimal trade-off. If the point is not dominated by the points in the MTM, it is inserted in the set of dominant points, otherwise it is inserted into the set of dominated points.
(c) If the set of dominant points contains any elements, randomly select one of them as the next BP and exit the selection procedure, otherwise use the next set of candidate points and repeat.

4. If there are no points that are not dominated by the current MTM, then one of them is randomly selected as the next BP.

The pseudocode in this implementation is illustrated in Listing 3.5.

Listing 3.5: Hooke and Jeeves Move Pseudocode

```c
void HookeJeevesMove(unsigned int loop) {
    unsigned int i;
    Container::iterator it;
    int remaining_sample_sets;
    temp_Container bestCandidatePoints;
    Container temp_sampled(nVar, nObj, "HJ_P1", "temp_sampled.txt");
    Container temp_sampled_dominant(nVar, nObj, "HJ_P2", "temp_sampled_dominant.txt");
    Container temp_sampled_dominated(nVar, nObj, "HJ_P3", "temp_sampled_dominated.txt");
    Container C1(nVar, nObj, "HJ_P4", "C1.txt");
    Container buffer_container(nVar, nObj, "HJ_P5", "buffer_container.txt");
    Point newPoint(nVar, 0.0);
    Point tempPoint(nVar, 0.0);
    Point nextPoint(nVar, 0.0);
    Point currentPoint(_BasepointMemory, get_current_base_point());
    each designVariable
```
newPoint_incr = increase(currentPoint, i);

if (!SM.isTabu(newPoint_incr) & TS_ObjFunc.isValid(newPoint_incr))
    { isNotTabu(newPoint) and isNotInvalid(newPoint)
        bestCandidatePoints.insert(newPoint_decr);
    }

remaining_sample_sets = (int)(bestCandidatePoints.size() / n_sample);
if (bestCandidatePoints.size() % n_sample != 0)
    ++remaining_sample_sets;
if (bestCandidatePoints.size() == 0)
    if (IM.size() > 0)
        { Point tempPnt = IM.selectRandom();
            IM.erase(tempPnt);
            ++remaining_sample_sets;
            bestCandidatePoints.insert(tempPnt);
        } else {
            std::cout << "algorithm trapped, neither good candidate point was generated, nor IM has any candidate point"
                << std::endl;
            save_external_memories(" ", loop);
            exit(−3000);
        }
}
this contains the points to be sent for evaluation and then its entries are updated

evaluate Points
    tempPoint = bestCandidatePoints.selectRandom();
    bestCandidatePoints.erase(tempPoint);
    evaluation_buffer.insert(entry(tempPoint, TS_ObjFunc.penalise(tempPoint)));
}

evaluate_point_parallel(evaluation_buffer);
for (Container::iterator it = evaluation_buffer.begin(); it !=
    evaluation_buffer.end(); ++it)
    temp_sampled.insert(entry(it->first, it->second));

evaluation_buffer.clear();

for (Container::iterator it1 = temp_sampled.begin(); it1 !=
    temp_sampled.end(); ++it1)
    if (MM.addIfNotDominated(it1->first, it1->second) == 1)
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Pattern Move: This is just an enhancement of the Hooke and Jeeves Move, where the next BP will be quickly resolved via a single evaluation. Whenever the iteration number is even, the following BP is generated by combining information from the last two BPs. It takes place every other iteration (once in every two iterations). Thereby, the search may be accelerated along known downhill directions, because two BPs will have been resolved in a single iteration. In fact, it calculates the difference in terms of decision variables between the last and penultimate BP and applies the same change to generate a new point that will be evaluated. It seems like following the search direction of the recently executed Hooke and Jeeves Move. The pseudocode in this implementation is illustrated in Listing 3.6.

Listing 3.6: Pattern Move Pseudocode

```c
int PatternMove() {
    Point lastPoint, lastMove, newPoint;
    Point currentPoint;
    ObjFunction tempObjFunc;
    ObjFunction currentObjFunc;
    currentPoint = _BasepointMemory.get_current_base_point();
    currentObjFunc = HISTORY[currentPoint];
    lastPoint = _BasepointMemory.get_previous_base_point();
    lastMove = currentPoint - lastPoint;
    newPoint = currentPoint + lastMove;
    if (!TS_ObjFunc.isValid(newPoint)) {
        return 0;
    }
    tempObjFunc = evaluate_point(newPoint);
    temp_sampled_dominant.insert(entry(it1->first, it1->second));
    else
        temp_sampled_dominated.insert(entry(it1->first, it1->second));
}
switch (temp_sampled_dominant.size()) {
    case 0: end of case 0
    case 1: end of case 1
    default:
        nextPage = temp_sampled_dominant.selectRandom();
        keep_sampling = 0;
        break;
}
```
if (MTM.addIfNotDominated(newPoint, tempObjFunc) == 1) {
    IM.insert(entry(newPoint, tempObjFunc));
    iLocal += 1;
    Push_Base_Point(newPoint, "PatMove");
    return 1;
} else {
    return 0;
}
}

**Update Memories:** This is the only non-metaheuristic procedure and is employed for operational purposes. At the end of every iteration, the newly resolved BP (i.e., either the decision vector along with its corresponding fitness or just the decision vector) is inserted into the Memory of Base Points, STM, MTM, LTM, IM and HISTORY should it fulfil their corresponding conditions. Each memory is populated according to its type, as described above. New points are popped and pushed into STM following the principles of a data queue. All the points within IM are filtered based on Pareto dominance [192], whereas HISTORY keeps track of all the records. The dominated points from MTM are also discarded.

As the algorithm runs, the memory containers accumulate information that will be exploited at later stages. Therefore, a zero-knowledge search starts and as the optimiser runs, it learns about the intrinsic features of decision space from the containers iteration-by-iteration. This results in a knowledge base and according to the principles of artificial intelligence, this is the best method for a heuristic search to be performed [202–204]. As the optimisation process progresses a more informed selection takes place, whenever required.

### 3.1.3.4 Conditionally Performed Moves

Besides the moves mentioned above, a number of complementary moves is carried out when certain conditions are met, one at a time. These moves can escape MOTS2 from local minima by performing local search, by performing global search and by performing step refinement, respectively. Although the calling frequency is defined by the user in order to be consistent with the original definition of tabu search, the numerical value of frequency should increase in the order of appearance, otherwise unexpected behaviour may occur.

**Intensify Move:** By definition, contrary to a single-objective optimisation, during a multi-objective optimisation several points form the PF. However, during every iteration, only one of them might be the BP. Therefore, the
remaining points that dominate the current trade-off, but have not been selected as BPs, are inserted into IM. Whenever the search can neither discover any new nor non-tabu points for a number of iterations, another point from that back-up container is selected randomly as the following BP. Therefore, the search returns back to the vicinity of the most promising points discovered so far and picks up the search thereafter from that location of decision space. This should be the most frequently performed move to assist the optimiser in discovering any improvement(s). In a similar fashion, if more than one new points improve the fitness, they will be stored for future use, should they not be discarded at some later stage. The pseudocode in this implementation is illustrated in Listing 3.7.

Listing 3.7: Intensify Move Pseudocode

```java
1 Point IntensifyMove() {
2   Point newPoint(nVar, 0.0);
3   ObjFunction newObjFunc(nObj, 0.0);
4   do {
5     newPoint = IM.selectRandom();
6     IM.erase(newPoint);
7   } while (SIM.isTabu(newPoint) && IM.size() > 0);
8
9   ++iLocal;
10  ++intensification;
11  nextMoveHookeJeeves = 1;
12  IM.removeDominatedPoints();
13  return newPoint;
14 }
```

**Diversify Move:** Instead of finding a better point within a short range, a new non-Tabu point is randomly and globally generated from the least explored region of decision space. Here, the information stored in LTM is utilised in order to generate the new BP. Decision space is explored as uniformly as possible. This is the global-search phase of the optimiser, and its frequency depends on the problem. The pseudocode in this implementation is illustrated in Listing 3.8.

Listing 3.8: Diversify Move Pseudocode

```java
1 Point DiversifyMove() {
2   Point newPoint(nVar, 0.0);
3   ObjFunction newObjFunc(nObj, 0.0);
4   int patience = 20;
5   do {
6     newPoint = LTM.
7     generate_Random_Point_From_Least_Visited_Region();
8   } while (SIM.isTabu(newPoint) && IM.size() > 0);
9   ++iLocal;
10  ++intensification;
11  nextMoveHookeJeeves = 1;
12  IM.removeDominatedPoints();
13  return newPoint;
14 }
```
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---

```cpp
while ( (!TS_ObjFunc.isValid(newPoint)) && (patience != 0) );
```

```cpp
if (patience == 0)
    newPoint = TabuSearch::IntensifyMove2();
```

```cpp
evaluate_point(newPoint);
++iLocal;
++diversification;
nextMoveHookeJeeves = 1;
```

```cpp
return newPoint;
```

**Reduce Move**: Whenever the search fails to discover a new point with the current SS for a large number of iterations, the next BP is randomly selected from the MTM and must not be a tabu point. Then, the SS is refined accordingly. This should be the rarest performed move because SS is only reduced. By performing this move the optimiser gradually narrows down the exploration range and focuses on certain regions, where it is expected to find a better optimum. The pseudocode in this implementation is illustrated in Listing 3.9.

**Listing 3.9: Reduce Move Pseudocode**

```cpp
Point RestartMove()
{
    Point newPoint(nVar, 0.0);
    ObjFunction newObjFunc(nObj, 0.0);

    do{
        newPoint = IM.selectRandom();
    } while( STM.isTabu(newPoint) );

    for (unsigned int i=0; i<nVar; ++i)
        CurrentStep[i] = SSTRF;

    iLocal = 0;
    ++reduction;
nextMoveHookeJeeves = 1;
```

**3.1.4 Constraints and Objectives Handling**

Throughout this document, only minimisation of objectives will be considered, due to the duality between maximisation and minimisation. So, for maximisation
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problems, one simply needs to reformulate the original problem: the quantities to be maximised should be multiplied by (-1). Hence, minimising the negative of any objective equals maximising the same objective. In addition, any number of objectives (i.e., above two) can be minimised. It is worth mentioning that multi-objective optimisers can also perform single objective optimisation just by using the same numerical value for two objectives.

Furthermore, MOTS2 can deal with both soft and hard constraints. The former have to be programmed within the source code and the optimiser needs to be compiled again. Although the range of variability also belongs to the soft constraints, the range of each parameter can be set individually without the need for compiling. Whenever there is a violation of constraints, the optimiser should automatically assign a very large penalty value to the set of decision variables that triggered the constraint without evaluating the respective decision vector on the actual evaluation tool/method. If some small value is specified as a penalty value, this will trip and/or trap the optimiser, and it should be avoided at all costs. The hard constraints are related to the objective function evaluation tool/method, and they are set independently of the optimiser.

Since the optimiser performs minimisation of the objectives, it is highly advisable for the evaluation tool to assign a different penalty value at the same order of magnitude as for the soft constraints. This will prevent confusing the optimiser and will assist in the analysis of the results. Hence, the optimiser can deal with any type of optimisation problem that involves real parameters, both constrained and unconstrained.

3.1.5 Unique Features

This version of MOTS2 has a number of features that differentiate it from the original variation, presented in [63], so as to explore more efficiently decision space and to tackle a wider range of problems by providing extra handles and settings. A few of the suggestions in [203] were considered, too. As usual, the purpose is to extract additional information and to cover a larger fraction of the promising areas of decision space by being more intelligent. Hence, the optimiser stands greater chances to be used on diverse cases and becomes a very powerful and flexible engineering tool for ATO and design optimisation problems. Firstly, they all intend to make the structure of the optimiser more flexible in order to link with external and internal tools and software. Secondly, they serve as the basis for other tools to be developed on top of these. Thirdly, more configuration settings enable the optimiser to adjust to the project requirements.

At the data representation level, the object-oriented decision allows all the
parts of the optimiser to be developed in isolation, while the data are being manipu-
lated through mechanisms similar to databases for improved access, better
organisation and ease of applying functions (for instance, structured queries). The
latter will be particularly useful for large problems. By using this modular
approach, more future modular extensions have a great potential to be developed.
From the fields of data mining, the data can be interrogated and extra information
can be extracted [215]. Furthermore, there is an extra memory, the Memory
of Base Points, that has not been exploited yet, but it exists in the algorithmic
structure. It simply logs all the BPs and can be used to monitor the evolution of
the BP over the iterations. In addition, this information could be used so as to
predict new points without employing any of the other moves.

An extra move has been added to the portfolio of moves, following one of the
requirements in section 2.8. It is called kick and depends on the number of consec-
utive improvements and the number of duplicates in the MTM. In the background, kick
calls on Reduce Move, when a certain combination of less likely to happen
conditions are met. This addition was inspired by observing the progress of the
optimiser in a few cases (e.g., when investigating the reasons for discrepancies in
the performance assessment of the algorithm, shown in Fig. 3.12), where MOTS2
seemed to spend unexpected more computational budget than usual. Inspecting
this behaviour was possible because of the existence of memories and logged data,
which justify their purpose. Hence, a sensible way to help the optimiser to escape
from local optima was to count any of the improvements of the assessment of the
MTM, by comparing the change of a quality/assessment indicator such as hypervolume
\(^4\) [217]. Thereafter, the duplicates of the objective values for each entry
from the MTM are found and counted. Whenever the number of improvements
and the number of duplicates exceed certain levels, then the BP is kicked in the
hope to escape from a local minimum. Both of these threshold numbers are at the
user’s disposal and can be artificially disabled when they are set to a very high
value. Of course, this special functionality cannot solve any possible problem; it
only exists as an additional tool for cases where all the other mechanisms fail. It
was deliberately developed to be used even less frequently than Reduce Move, as
an experimental addition; it was an idea tried but there is not sufficient evidence
to judge its effectiveness.

Listing 3.10: Pseudocode of the Method to Activate Kick

```
1 int Container::activate_kick(char const *save_directory, int const kick_limit, ObjFunction failedObjectives)
```

\(^4\)Briefly, hypervolume is one of the most commonly used metrics to assess the quality of
the trade-off of MOO algorithms; given a reference point to a trade-off, the union of volumes
between the reference point and each point of the trade-off defines hypervolume. By definition,
wide trade-offs are favoured.
Another practical extension is the ability of the optimiser to resume the search. This feature is very important when running large scale problems for two reasons.
Firstly, as was shown in [199], restarting tabu search from an already shaped PF and based on previously acquired data can very quickly advance the discovery process of a better PF. Secondly, for operational purposes, the search can be interrupted and start again without any loss of precious data. The implementation is also very straightforward: all the memories and monitoring quantities are stored at a regular pace in external files. In addition, a file called checkpoint traces the current state of the search, which stores the current BP, problem description (for instance, the range of variability) and the current number of iteration. Whenever the optimisation process needs to restart, the optimiser picks up the most recent memory files and the additional checkpoint file and continues as usual. Restarting should be used when the problem specifications have not changed.

In order to be applicable in a production environment, the source code of optimiser should not be changed whenever a new case arrives. Hence, several parts can be configured externally from several human readable text files. This approach has the advantage that any user or system can create or edit these files and they can be automated, too. Currently, there is a main configuration file that affects the behaviour of the optimiser for the functionality described above. In addition, there are several other text files that allow the user to provide further information about the optimisation problem. By default, most of them are hard-coded in the application; otherwise, if any of the files are present, the respective settings are overridden.

### 3.1.6 Verifying MOTS2

Verifying MOO algorithms, like MOTS2, is challenging because they frequently employ stochastic mechanisms. Hence, it is not possible to predict the search path since this is expected to be random and different every time one performs the optimisation. The optimiser makes decisions based on the information contained in the memories and from the statistics it gathers. Therefore, the performance of the optimiser will be assessed by carrying out statistical analysis [218]. This is a standard and consistent way that can compare any optimiser on a common basis. The turnaround times are not considered as a performance metric. The specific instance of the methodology is depicted in Fig. 3.6.
3.1.6.1 Benchmarking the Family of ZDT Functions for Bi-objective Optimisation

The verification methodology described in [219] was followed. Also, as suggested in [193], each optimisation scenario with test functions was executed fifty times. For each test function, the configuration settings listed in Table 3.1 were used, based on the experience of the author with the test functions. The optimisation search starts from the middle (i.e., 0.5) of the range of each variable in decision space, a principle from design optimisation, where the process starts from a well-known design. The combinations of configuration settings used for the verification phase are based on [63]. Although these are neither unique nor optimal, they can satisfactorily achieve the target goals of delivering the target trade-off. It is common practice to test the family of ZDT [193] benchmark functions, as they can expose a number of challenges to the optimisers, listed in Table 3.2, that reflect possible features of the PF of real-world applications. Among them, the ZDT4 test function is the most difficult to resolve for extremely multi-dimensional landscapes, as stated in [193]. First, the collection of PFs for each case was used to produce the Empirical Attainment Function (EAF), applied to the data.
Table 3.1: Optimisation Configuration Settings for ZDT Benchmark Functions

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call diversification move after # non-improvements</td>
<td>20</td>
</tr>
<tr>
<td>Call intensification move after # non-improvements</td>
<td>10</td>
</tr>
<tr>
<td>Reduce the search step size after # non-improvements</td>
<td>50</td>
</tr>
<tr>
<td>Initial step sizes (as % of variable range)</td>
<td>0.1</td>
</tr>
<tr>
<td>Step sizes are multiplied by this factor at restart</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of points randomly sampled</td>
<td>6</td>
</tr>
<tr>
<td># of variables</td>
<td>30 (ZDT1, ZDT2, and ZDT3)</td>
</tr>
<tr>
<td></td>
<td>10 (ZDT4 and ZDT6)</td>
</tr>
<tr>
<td># of objectives</td>
<td>2</td>
</tr>
<tr>
<td># of objective function evaluations</td>
<td>20000</td>
</tr>
<tr>
<td>Divide search space into # regions</td>
<td>4</td>
</tr>
<tr>
<td>Size of Tabu Memory</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3.2: Features of ZDT Functions

<table>
<thead>
<tr>
<th>Test Function</th>
<th>Challenge for MOO Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDT1</td>
<td>convex PF</td>
</tr>
<tr>
<td>ZDT2</td>
<td>nonconvex PF</td>
</tr>
<tr>
<td>ZDT3</td>
<td>noncontiguous convex PF</td>
</tr>
<tr>
<td>ZDT4</td>
<td>large number of local optima PFs</td>
</tr>
<tr>
<td>ZDT6</td>
<td>nonuniformly distributed global PF and sparse solutions near PF</td>
</tr>
</tbody>
</table>

The EAFs are depicted from Fig. 3.7 to Fig. 3.11. For each of the separate test functions, all the discovered optimal trade-offs from the aforementioned fifty consecutive executions were combined by concatenating all the points of the PF. The respective figures were generated by using the external plotting tool described in [196]. In these figures the user can realise the effectiveness of the optimiser on certain well-known problems. Firstly, the user is informed about the quality of the trade-off; best curve denotes the combined set of the PFs with the best performance, whereas the worst curve combines the worst discovered performance.
All the other levels are between the extremes. If the best and worst trade-offs are very close to each other, it means there is not any noticeable difference between the best and worst cases. As this is the verification phase, the PFs are known and well defined in [193], but it is different for each test function. In Fig. 3.7, 3.8 and 3.10, the captured PF is very close to the ideal case for ZDT1, ZDT2, ZDT4, respectively. In Fig. 3.11, 75\% of the times the optimal trade-off was found, but there is a big gap until the worst case, which reflects the complexity of ZDT6. However, regarding ZDT3, MOTS2 managed to find the optimal trade-off, but it is consistent only 25\% of the times. Considering the worst case for ZDT3, it is very far from the true PF, which partly depends on the selected configuration settings. Overall, it seems that the optimiser demonstrated very good performance for ZDT1, ZDT2, ZDT4 and ZDT6, whereas the discontinuities of ZDT3 caused problems for the search.

An additional metric that involves the hypervolume indicator was created and depicted in Fig. 3.12 in the form of boxplots, for ease of comparisons. This is a more compact representation of the performance of the optimiser in the same test functions and is illustrated in Fig. 3.12, where the hypervolume indicator is applied to each of the PFs and the hypervolume values are normalised to the maximum value, for each test function separately. Simply, the aforementioned performance of the trade-off between two objectives is cumulated into a single value. Regarding the boxplots, the spread of the box and its associated whiskers represent the variation between the best case and the worst case. If the whiskers are close to each other, i.e., the boxplot is thin, then the variation is lower, which reflects the consistency of the optimiser. Therefore, as shown in Fig. 3.12, ZDT1, ZDT2, ZDT4 and ZDT6 demonstrate comparable performance, and they practically confirm that for these test functions the algorithm behaved decently. Although ZDT3 presents high variation, which is another way to illustrate the performance depicted in Fig. 3.9, this is still acceptable because the minimum PF was also captured, which demonstrates the ability of the optimiser to find out the true PF. Nevertheless, achieving the true PF with fewer evaluations is related to finding out a better combination of configuration settings. An immediate improvement would be to implement a feature that automatically adapts the configuration settings. Finally, as already mentioned above, the performance of the optimiser is satisfactory in ZDT1, ZDT2, ZDT4 and ZDT6, whereas the PF of ZDT3 was decently captured 25\% of the times.
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Figure 3.7: ZDT1 EAF

Figure 3.8: ZDT2 EAF

Figure 3.9: ZDT3 EAF

Figure 3.10: ZDT4 EAF

Figure 3.11: ZDT6 EAF

Figure 3.12: Normalised Hypervolume Boxplots for ZDT Test Functions
For comparison/reference purposes and linking with the following chapter, the ability of NSGAMO (in the plots referred to as NSGAMO3) to capture the target trade-off after 22000 objective function evaluations for three of the ZDT functions is demonstrated in Figs. 3.13-3.15. This is part of a comparison performance study of NSGAMO against state-of-the-art MOO algorithms, and was conducted in [220].

Figure 3.13: Demonstrating the Performance of NSGAMO (in the Plots Referred to as NSGAMO3) on ZDT1 Against State-of-the-art Optimisation Algorithms [220]
Figure 3.14: Demonstrating the Performance of NSGAMO (in the Plots Referred to as NSGAMO3) on ZDT3 Against State-of-the-art Optimisation Algorithms [220]
3.1.7 Validating MOTS2

The test functions used in the previous subsection can be used for verifying the functionality of the optimiser, but they do not reflect the needs of real-world applications. The former are simple and computationally cheap to evaluate, whereas the latter can be of arbitrary complexity and extremely costly to use. In addition, this high abstraction level can lead to a severe loss of information concerning the nature of the original problem. Therefore, it is important to validate MOTS2 by demonstrating that it can satisfactorily capture the behaviour of objectives that are conflicting by nature in a computational physics problem. The specific instance of methodology is depicted in Fig. 3.16.
3.1.7.1 Airfoil Shape Optimisation

A relatively simple scenario that proves the effectiveness of the optimiser in the shape/profile optimisation of an airfoil. This is an aerodynamic application, which was originally proposed in [221], which measures the performance of an airfoil by changing its shape (a combination of upper and lower surface). More specifically, the objectives are to maximise the lift and to minimise the drag of a 2D airfoil, which are conflicting in nature. In the open literature there are several techniques which can derive these two quantities, but the choice of the most appropriate one, in terms of accuracy, is out of the scope of this research. Herein, the goal is to validate MOTS2 and demonstrate its linking with external software, as a black box.

The physical representation of the airfoil surfaces is a very challenging task. The points should be distributed mostly along the leading and trailing edge because the velocity changes rapidly in these regions. By using exact 2D coordinates of the upper and lower airfoil surface, the velocity distribution is calculated. Imposing additional structural and shape constraints could help without mitigating completely the generation of irregular shapes. For instance, cusp-like configura-
tions that will alleviate drag due to formation of normal shock waves cannot be proposed. However, this should be investigated in the future. In order to minimise the complexity of the problem, a representation scheme, called Free Form Deformation [222], is used to parametrise the different geometrical airfoil profiles, which is a technique that manipulates any shape in a free-form manner. By specifying a few control points smooth curves are generated, which is to be used to represent the shape of the surfaces of the airfoil.

The two objectives are derived by using a software called XFOIL [223, 224]. It belongs to the category of panel methods for low-speed inviscid flow, where the body is discretised in terms of singularity distribution on the surface. Compared to conventional CFD methods, where the flow is calculated around the test object over a large surrounding field, panel computations around the surface are only required. So, the evaluation time is significantly low. This method has certain advantages for specific cases. The only prerequisite is to discretise the surface, while the computational cost is relatively low. The downside is that only subsonic flows of low Mach number can be studied. Consequently, inaccurate skin friction estimations, wave drag predictions and lift coefficient estimation will eventually lead to poor results in the optimisation process. In any case, the application is fit for the purpose of validating the optimiser and that is the focus here.

A top level description of the system to be optimised follows. Essentially, the system is a wrapper that couples Free Form Deformation and XFOIL together, which are combined with additional structural constraints on the shape of the airfoil. Initially, a decision vector of 8 real-valued decision variables is received as input, which is a set of control points for the Free Form Deformation model. A series of exact 2D coordinates are generated for the upper and lower surface of the airfoil, and these are fed into XFOIL. These coordinates are used to calculate the pressure distribution over the airfoil surfaces through XFOIL and will deliver the respective lift coefficient ($C_L$) and drag coefficient ($C_D$) for a target airfoil configuration. This airfoil is simulated on a series of different angles of attack, and the average $C_L$ and $C_D$ are obtained. These are the 2 objectives, as real numbers. This parametrisation intelligently suppresses the originally high dimensionality of the problem. A new geometrical arrangement is generated by adjusting the control points that manipulate the whole surface. Regarding the constraints, only hard ones are applied here, which are part of the wrapper. More specifically, two thickness limits of the airfoil are specified at 25% and 50% of its length. These are hard-integrated into the objective function evaluation model. If the constraints are violated, the calculated objectives will be set to a very large numerical value, as a penalty. Regarding the optimisation search, this is considered as a single evaluation of the fitness of a certain decision vector and, thus, will be repeated many times. This is the most computationally intensive part of the
whole optimisation search and can be considered as a modular black box. After all, this application can deliver good results for low-velocity cases and suggests to use MOTS2 in more demanding applications. Using less accurate but faster methods (such as XFOIL) in the early stages of the design process is preferred. Thereafter, more accurate simulation models should be considered and, ultimately, computationally expensive CFD tools could be employed. Clearly, optimising the behaviour of aerodynamic problems via a high fidelity CFD tool is of paramount importance in the whole engineering design process, as described in [92, 93].

The optimisation problem will use the aforementioned system as a black box. As a starting point for the optimisation process, the airfoil profile of NACA 0012 blade is used. This is a well known geometrical arrangement whose performance is known in advance. The shape of NACA 0012 has been constructed by using 8 control points via Free Form Deformation. When these control points are set to default values, that is 0.0 for decision variable, the profile of the aforementioned airfoil will be generated. Any change in the control points is a relative modification to the position of the original control points and the default value is zero. Therefore, a new airfoil shape is uniquely represented by using 8 decision variables, whose range lies between -0.4 and 0.3. Consequently, a number of different combinations of the 8 decision variables will be proposed by the optimiser so as to maximise the $C_L$ and minimise the $C_D$. In the figures below, the $C_L$ maximisation is equal to the minimisation of the negative $C_L$. It is to be reminded that the constraints are hard-coded to the black box system. So, the optimiser does not need to know anything about them. Moreover, the obtained objectives for each new design will be normalised against the objectives of the datum point. Hence, the results of the optimiser are expressed in terms of relative improvement. For minimisation purposes, the lower the objective value is below 1.0, the better the design is from the initial performance. This will be repeated for a fixed number of objective function evaluations, which is set to 3000.

The configuration settings of the optimiser are listed in Table 3.3 and follow the same logic as described in [63]. Based on the author’s experience with this particular application, the problem is not expected to be very complicated and the threshold of the kick is specified to a very large value, so it is never going to be activated. The first three values are related to the search strategy. The smaller the number is, the more frequently the respective move will be performed. The termination criteria for the optimisation process is the number of objective function evaluations, which is set to 3000, and the obtained PFs are depicted below. The initial step was resolved by previous studies, which carried out a sensitivity analysis on XFOIL. The Search Step Retain Factor (SSRF) and random sampling were set arbitrarily. According to the developer’s experience, halving the SS and acquiring

\footnote{US federal agency to undertake, to promote and to institutionalise aeronautical research}
about as many samples as the number of variables turns out to be a decent choice. In this specific case, the turnaround time of one objective function evaluation can take up to 1 minute. This number is not very large, but in more complex problems it could be of the order of magnitude of hours or days. So, a relatively low upper limit of evaluations was used. The ability of the optimiser to reveal a PF as close to the (unknown) true PF is the most important aspect for efficient and reliable multi-objective optimisation, when validating an optimiser. Whenever the true PF is not known, delivering an approximation set as close to the corner of interest (bottom left in the trade-off figures) is satisfactory. Again, the number of individual regions and STM size were chosen based on previous experience and following previous studies. Although this strategy seems to be satisfactory here, this is not always the case. In fact, deeper sensitivity analysis should be performed in order to resolve the most important variables or a combination of variables and the search space should be divided according to this information.

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call diversification move after # non-improvements</td>
<td>25</td>
</tr>
<tr>
<td>Call intensification move after # non-improvements</td>
<td>15</td>
</tr>
<tr>
<td>Reduce the search step size after # non-improvements</td>
<td>45</td>
</tr>
<tr>
<td>Initial step sizes (as % of variable range)</td>
<td>0.07</td>
</tr>
<tr>
<td>Step sizes are multiplied by this factor at restart</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of points randomly sampled</td>
<td>6</td>
</tr>
<tr>
<td># of variables</td>
<td>8</td>
</tr>
<tr>
<td># of objectives</td>
<td>2</td>
</tr>
<tr>
<td># of objective function evaluations</td>
<td>3000</td>
</tr>
<tr>
<td>Divide search space into # regions</td>
<td>4</td>
</tr>
<tr>
<td>Size of Tabu Memory</td>
<td>15</td>
</tr>
</tbody>
</table>

Similarly to the previous subsection, the same statistical testing (i.e., fifty instances) was applied again. The EAF plots were produced by using the tool described in [196] and the hypervolume boxplots are generated as before. Both

---

6As shown previously, in the verification, the optimal PF is always well known and is frequently easy to represent via mathematical expressions.
Fig. 3.18 and 3.17 were produced by following exactly the same process. Obviously, the discovered curves of the PF are very similar, and they demonstrate the conflicting nature of $C_L$ against $C_D$, where the corner of interest is at the bottom left. It is to be reminded that maximising $C_L$ is equivalent to minimising negative $C_L$ in terms of optimisation methodology. Furthermore, the normalised hypervolume seems extremely robust with very slight variation between the worst and the best case. Hence, in terms of software engineering/development, it was demonstrated that MOTS2 is successfully validated on a real-world problem, where it discovered the expected behaviour. It is now ready to be used on other problems, and its performance can be compared against other optimisers \(^7\), see section 4.1.1.

Fig. 3.18: Normalised HV Boxplots for XFOIL

3.2 Parallel Multi-Objective Optimisation Algorithm

So far, all the discussion in the previous section mainly described the standard operation of the algorithm, which is in a sequential mode. However, the ability to operate in parallel is a frequently required feature for any application in order to fully exploit the available computational power of modern computers and to enable users to carry out their studies in more reasonable time frames, also possibly at a lower cost. Hence, this section presents the parallel perspective of the algorithm for regular computers and for specialised hardware. The design and implementation described in the above section are expanded by providing further implementation details that were not covered before, by introducing parallel evaluation on any external framework, and by porting the algorithm into CUDA. The

\(^7\) validation in terms of optimisation process
3.2. Parallel Multi-Objective Optimisation Algorithm

High computational cost due to the problem complexity is addressed by employing GPUs, which alleviate the computational intensity. The main challenges of the re-implementation are effective communication and transparent integration with the optimisation procedures. This version was originally created to cope with the high-dimensionality of real-world applications.

As an extension of the previous work, this section attempts to enable the optimiser to operate in parallel. Standard practices in parallel implementations are revisited in the first subsection. Additional details regarding the parallel version are presented in the following sections. A simplistic expansion of the optimiser, shown next, allows one to evaluate several decision vectors in parallel through any external system. Later, practices in MOO for problems of increased scalability are explored. The development of the extension of MOTS2 that performs optimisation by using GPUs is presented below, which is also verified. Preliminary results and future work are discussed in the final subsection.

3.2.1 Trends in Parallel Implementations

There are several advantages when running an optimiser in parallel [55, 209]. The first improvement is the reduction of elapsed time, which is very crucial in real-world applications. Second, the robustness of the algorithm can be enhanced by searching a larger fraction of decision space, which could potentially result in a more efficient search scheme. Third, the quality of the obtained solutions in terms of reduced search time and convergence will be improved by using parallel models for metaheuristics. Fourth, large-scale problems could be tackled, either the ones that are impractical to solve with sequential optimisers or the ones that require more computations to achieve a certain level of accuracy (usually system models that represent a process [54]). Furthermore, the effort to calibrate the optimiser to obtain better results could be reduced, which increases the consistency of the optimiser on various sets of problems. The main trends are methods with asynchronous cooperative multi-threading capability and hybrids. Using either a pure tabu search or some hybridised version requires realising the subtle interactions caused by employing complex cooperative strategies, where statistics and performance measures will help, such as the execution status of threads. This is the point where design patterns and object-oriented designs will be of great assistance, as higher programming skills are required.

The most common requirement of real-world processes is to deliver sensible results in practical time intervals. This is the first reason to expand any existing method to operate in parallel in the hope of shrinking the turnaround time from the start of the problem to the final solution. As the number of dimensions increases the computational time rises exponentially and this is where metaheuristics can make a significant contribution; they cope well with the dimensionality...
and the cost of highly dimensional problems. In addition, if they are enhanced with parallelisation features, such as direct parallelisation and hybridisation that are described in [55, 225], then their overall value is even more considerable; even if sometimes they cannot deliver the ultimately best global solution. This implementation was inspired by [212].

Two important criteria of parallel implementation are: how fast they can deliver a solution and then how far that solution is from the most optimal. The combined evolution of the network, protocols and hardware (computational, intercommunication, storage) is a significant drive for the future of such applications and they should be considered for sustainability. The latter cannot be known in real-world cases, but the distance covered from the start (the first base point) of the search can be used as an indication of search progress. Empirical and ad hoc evaluation of any metaheuristics should be avoided. Rather, any experimental analysis has to be supported by statistical analysis and parallel performance metrics [226]. Furthermore, any changes or additions to metaheuristics should be reflected in terms of improvement of the aforementioned metrics of parallel performance.

The algorithms could evolve by improving either the software or the hardware or both. Hardware is related to the parallel architectures and software is linked to the parallel programming models [227]. Focusing on single-solution based metaheuristics, the most common parallelisation techniques are parallel multi-start, parallel moves and move acceleration. However, parallelisation of computation can always be used to speed up a single evaluation of one or more objectives. In multi-objective cases, parallelisation could be even more productive. Algorithms that take into consideration the heterogeneity of allocated computational resources, especially cluster of workstations, will be of particular help in many cases [228].

The underlying hardware equally contributes to the overall performance of parallel optimisers. By default, running the optimiser on different GPUs could affect the execution time, as the number of threads, the memory size and speed of Symmetric Multiprocessors (SMs) vary. Additional factors that can affect the performance, as experimentally tested in a variation of particle swarm optimisation (as a type of metaheuristic optimiser) in [229], are the selected data structure (partly influenced by CUDA) the number of kernels and the memory management techniques, which also depend on the specifications of the underlying GPU. This is going to have a notable impact on applications where real-time performance is required, such as pattern recognition and computer vision. Hence, a change in performance is expected when running MOTS2 on GPUs.

3.2.2 Parallelisation Strategy for External Evaluation

As part of the GATAC framework, the optimisation algorithm had to transparently communicate with all the other available modules and should exploit the
ability of the framework that brings together many heterogeneous resources. The most straightforward way to do this is by exchanging simple human readable text files. These could be generated by any user or system and could be automated. Following GATAC’s architecture, the files are collected by the main system, they are processed and then the computational workload is distributed to the pool of resources. As expected, this approach can be applied to cases when the number of computational resources is large.

As part of the software design pattern, the optimiser has a single instance of a class called Evaluation Manager, which is responsible for evaluating any number of group(s) of decision variables that correspond to the decision vector(s). It does not make any difference to the optimiser how this happens, as long as the corresponding objective function values are generated and assigned to the originally asked decision vectors. As usual, extra statistics are generated such as the number of feasible objective function evaluations and failed evaluations. An instance of a class Constraints Manager is part of the Evaluation Manager and checks the feasibility of decision vectors and objective function values. In addition, the Evaluation Manager interrogates the HISTORY to save computational budget if any requested decision vector has been evaluated before. So, all the decision vectors are evaluated in a single way, either as a group or individually. This very flexible structure allows one to expand the evaluation of objective functions in many possible ways, both within the compiled code or externally by any other system.

The object-oriented design of MOTS2 allowed the optimiser to transparently expand its capability without changing its algorithmic structure or the memories. As described above, the Evaluation Manager could operate in many different ways. Therefore, if the parallel evaluation through GATAC is required, the Evaluation Manager can assist. The only place in the optimiser that it is sensible to use parallel evaluation is the Hooke and Jeeves Move, where a number of decision vectors is proposed for evaluation. The rest of the algorithm requires, at most, a single evaluation. In any case, when the objectives are going to be evaluated externally, the Evaluation Manager generates a list, a simple text file, that contains all the necessary decision vectors to be evaluated. Obviously, if any of the decision variables violate any constraint or the decision vector has been evaluated before, an appropriate penalty value or the corresponding objective function value will be assigned, respectively, in order to avoid any unnecessary computational overspend. Then, the optimiser waits until another list appears that contains the corresponding objective values in a 1-1 fashion. Any external system, GATAC in this case, can pick up that list and produce the list with the objective values. Following that, the optimiser collects the response of the system and internally matches the decision vectors with the objective values. The list of the decision vectors to be evaluated can contain many entries, and it is up to the external
system whether these will be evaluated sequentially or in parallel in any order. Here, GATAc, after receiving the list of decision vectors, separates the entries and allocates each entry to separate resources. Then, it gathers back all the answers and creates the interface file for the optimiser. This objective function evaluation is transparent, external, and parallel. Moreover, it does not affect the operation of the overall system that performs the evaluation. Of course, the evaluation can be asynchronous.

### 3.2.3 Scalable Multi-Objective Optimisation Problems

The performance of MOO algorithms is usually assessed by using benchmark problems. These are mathematical functions expressed in an analytic formula and can be calculated quickly. Their characteristics are well-known and they can demonstrate a number of features that replicate situations met in real-world cases, such as discontinuous PF and multi-modality. The most typical ones are test instances in [230], ZDT [193], DTLZ [231] and WFG [232, 233]. All these benchmark suites are scalable in the number of decision variables, whereas the last two are also scalable in the number of objective functions, too. Usually, the optimisers are given a limited computational and time budget, in which they are expected to discover the optimal trade-off of the problem. Significant contributions with an industrial impact that also serve as benchmarks have been addressed in [234-236].

The scalability of the problem in terms of the number of decision variables and the number of objective functions is a very active field. Although the aforementioned problem instances have a relatively small number of variables, usually less than 30, in real-world applications the number of decision variables can grow from the hundreds to thousands. The capability of metaheuristic optimisers to scale in the multi-objective domain has been studied in [237-240].

When the problem scales up and more variables are involved, due to the curse of dimensionality, the standard methods soon struggle to deliver acceptable solution(s). Capturing the target PF becomes increasingly more difficult. Validating the optimisers becomes very challenging and, frequently, the computational resources do not suffice. Therefore, alternative methods and tools are required.

### 3.2.4 Massive Parallelisation Strategy

Here, the main contribution is to illustrate an approach that can handle multi-objective continuous problems with an increased number of decision variables, as frequently occur in real-world applications. Furthermore, CUDA was selected as a very promising technology for the future. To the best of the author's knowledge, it is the first time that a multi-objective tabu search is implemented by using CUDA. This new version is an in-house development and is based on MOTS2, which
has been used in two other real-world applications, as listed in 1.5. Important
issues related to high-dimensional data parallelism on GPU architectures for multi-
objective optimisers are addressed, which are also associated with the selected
implementation.

3.2.4.1 Software and Hardware Perspectives

In parallel implementations, GPUs are often considered due to their performance
improvements and programming accessibility, which result in greater processing
power, storage capability and very high-cost effectiveness [241, 242]. In order to
harness the computing cycles and to get the maximum potential out of the hard-
ware, algorithms ought to be re-designed and re-implemented bottom-up, starting
from the chip. By implementation, MOTS2 is a local-search-based optimiser and it
is believed that it would be very beneficial to run on GPUs because both software
and hardware are strongly based on locality and memories. The ideas and concerns
discussed below were strategically considered for a sustainable design, appropriate
for engineering applications. The general and specific parts of the development of
the new version of the optimiser are presented in the following pages.

Starting from the software perspective, it is important to understand the fea-
tures of the selected optimiser (MOTS2) by following the classification of meta-
heuristics [55]. First of all, MOTS2 is nature-based in the sense that it attempts to
mimic human intelligence when searching through decision space. It uses a variety
of memories, each for slightly different purposes. At the top level, the majority of
the steps are deterministic, but some minor parts are stochastic, so in that sense
it is mixed. It performs a single-solution-based search. It is an iterative optim-
iser, because every search starts from a single solution \(^8\) that is transformed in an
iterative manner. Simply, this list characterises the performance of MOTS2 and
attempts to describe an appropriate environment to be adapted to CUDA.

From the hardware perspective, the characteristics of the selected hardware
(GPU) will indicate what software features are to be implemented, simply be-
cause only the behaviour of software can change. By production, GPUs contain
a large number of cores that can execute the same instruction in parallel, but
the algorithmic logic must follow the principles of the Single-Instruction Multiple-
Threads (SIMT) model in order to be effective. This makes GPUs ideal for applica-
tions, where different data are similarly processed in large batches, where each
batch represents a set of solutions of the optimisation problem. In addition, the
storage capability of GPUs consists of hierarchical memories with variable size and
access speed, usually the larger the memory, the lower the access speed is and vice
versa. However, high-end models combine both these features at a much higher

\(^8\) one of the principles of design optimisation
cost. In practice, this means that the right amount of the data of interest should be at the right memory level and at the right moment. Moreover, since groups of cores can access the same memory location, in order to avoid latencies, this has to be implemented in a pre-scheduled manner. The latter should be structured to be as asynchronous as possible because the hardware decides the execution order. So, the local memories should be manipulated in a way that the decomposed data could be used independently but very precisely planned as if they were part of a factory pipeline that processes batches of products. In addition, transferring data between CPU and GPU has to be scheduled in a way to hide data latencies; one part of the card will carry out calculations and the other will send/receive data, preparing the outbound/inbound batches. The major point is to keep everything local with separate concerns at the very fine level of data decomposition. Consequently, this will simplify the design, will minimise the execution branching and will suppress any other delays. These features ought to be used so as to fully exploit the underlying infrastructure, as suggested in [243].

3.2.4.2 Design Decisions and Concerns

The key requirement of an application when deployed on GPU architectures is to maximise the utilisation of the available resources. This is possible by balancing the ratio of processing, storage and data transfers. MOTS2 was mainly re-designed to match the capabilities of the hardware. Nowadays, computational infrastructure is very heterogeneous and this is a considerable challenge since the overall performance depends on individual specifications of the modules and how they communicate. In addition, the design should transparently scale by adding more powerful hardware, in terms of specifications, and this is an absolute requirement since the number of required objective function evaluations will exponentially increase as the problem size grows. In any case, it is not possible to come up with a design that would be equally good in every case.

In order to be sustainable, the functionality of the optimiser is split so that each part of the optimiser should be carried out in the computational environment that can perform better. Following the CUDA computational model, the execution starts from the host and occasionally the device is called to support the optimisation process. It is not possible to fully deploy an implementation on GPU and dismiss the host. Also, a principle from the field of HPC dictates that a fraction of the optimiser is not worth parallelising, but this has to be kept to a minimum so as to increase the overall computational efficiency.

When designing a metaheuristic optimiser, the challenge is to combine exploration (diversification) and exploitation (intensification) features at the right balance. However, the nature of real-world applications makes it difficult to precisely decide the balance. The effective operation of the optimiser lies within a
margin of confidence and the user's experience. Since MOTS2 is local-search-based and single-solution-based, the intensification features are going to be used more frequently and this will have a great impact during the runtime.

There are two common conceptual points between MOTS2 and a GPU’s operation. Fundamentally, MOTS2 manipulates and is based on memories to guide the optimisation search. Partly, the great performance of GPUs depends on memories. In addition, MOTS2 is a local-search-based optimiser and GPUs access data by following local patterns. In contrast, recently investigated solutions are not considered by MOTS2, since they might be tabu, whereas an ideal GPU application should reuse as much data as possible located in the (local) shared memories. The new design ought to take advantage of the concepts of locality and memories, which will be a competitive advantage over other (global-search-based) optimisers and strategies. Therefore, the objective function evaluation for different decision vectors will take place on the device.

Currently, the high level (conceptual) parts of MOTS2, which employ practices from the fields of artificial intelligence, run on the host, whereas the device only evaluates the batches (see Fig. 3.19). Within the device, either all the cores together are used to evaluate the objective function (similar to data decomposition) or each core is responsible for a single objective function evaluation (or even part of it - like function decomposition). Certainly, there is not a clear answer here, as it heavily depends on the intrinsic features of the problem; more importantly, the specifications of a single core are relatively weak, and it is advisable (by the vendor) to manage the cores in groups so as to make use of the data locality of hierarchical memories. In terms of parallelisation techniques, GPUs seem to be ideal for more acceleration. In any case, the host would transparently delegate only the computationally intensive evaluation part to the device, as was also suggested in [244, 245].

Table 3.4: GPU Hardware Specifications to Benchmark the Performance of MOTS2

<table>
<thead>
<tr>
<th>Quadro 1000M</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUDA Driver Version / Runtime Version</td>
</tr>
<tr>
<td>CUDA Capability</td>
</tr>
<tr>
<td>Total Amount of Global Memory (MB)</td>
</tr>
<tr>
<td>CUDA Cores</td>
</tr>
<tr>
<td>Stream Processors Rate (MHz)</td>
</tr>
<tr>
<td>Memory Clock Rate (MHz)</td>
</tr>
<tr>
<td>Power Consumption (W)</td>
</tr>
</tbody>
</table>
3.2.4.3 Implementation

The idea is to gradually reform parts of the optimiser (i.e., both algorithmic and data structures) in a way to align with the SIMT model, which also aligns with a more object-oriented approach, where the concerns have to be separated and ought to be as modular as possible. More importantly, within the device, the optimiser should execute without branching and should exploit the local features of local-search (such as the generation of permitted neighbourhood of decision space) so as to match the locality of data that GPUs operate on.

Currently, there are two approaches: firstly, the appropriate parts should be moved directly onto the device code and should be modified accordingly. For instance, the local neighbourhood could be generated within the device, while the host will not be aware of this and will have no access to it. Secondly, the logic of the optimiser should be altered in a more SIMT-friendly way. For example, although the Pattern Move is an enhancement to the logic of a sequential execution (on CPU), it performs a single evaluation, which leaves all the rest of the GPU cores...
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idle whenever it occurs.

As already explained above, the high level and complex parts of the code will be performed by the host, whereas the evaluations will be carried out in batches by the device. At a certain stage, the optimiser will generate the candidate solutions for evaluation and will aggregate all the feasible and new decision vectors in lists. Only these will be sent to the device, where each solution will be asynchronously evaluated in the most efficient way, managed by the CUDA scheduler. Thereafter, only the results will be returned back to the host, where they will be matched with the initial solutions. This scheme will be repeated until the stopping criteria are met and is illustrated in Fig. 3.19. It is important to note that due to the weakly-ordered parallelism, see [246], extra care is required to secure that the reads and writes do not interfere and they have to be synchronised within the GPU.

All the CUDA specific execution settings are configured by the optimiser. The number of unique solutions that have never been evaluated before, also called the size of the solution list, will determine the amount of parallelism. More specifically, the CUDA kernel configuration parameters are automatically adjusted from the size of the problem; the number of CUDA threads is decided by the number of solutions, which, in turn, defines the number of CUDA blocks. For simplicity, a single dimension grid is employed in CUDA. This approach guarantees that the right number of threads will be spawned in order to achieve high-performance throughput and maximum utilisation of the other resources.

In terms of access patterns, the standard practices were followed from [243]. At the host side, the generated candidate solutions are checked, sampled, ordered, filtered for existing solutions and sent to the device. Most likely, the solutions in adjacent rows will have some degree of similarity, especially when the number of variables is large enough. The similarity of the candidate solutions could be combined along with a different representation of solutions within the GPU so as to gain more performance out of the data locality, as suggested in [242]. Even if the number of samples remains the same, moving an additional part into the GPU, will speed up the overall optimisation search. The global thread identification number, which uniquely distinguishes a thread within the overall grid domain, was used to load the received solutions. Finally, the results are sent back to the host in a coalesced manner.

3.2.5 Assessing GPU-MOTS2 on a Simple Benchmark

In this subsection the preliminary results of a feasibility study are demonstrated, for verification purposes only. The goal is to further develop MOTS2 to deal with problems with a great number of parameters. As the elapsed time is expected to increase, it is sensible to employ alternative technology to save time and also to demonstrate where it is suitable to use the variant that runs on CPU and
where it is advisable to employ the processing power of GPUs. The developed optimiser has already been tested against the ZDT functions (see subsection 3.1.6) at the standard size of variables and delivered the expected trade-off. Here, ZDT functions were selected because the evaluation time is negligible, and the focus is only on the number of parameters. Normally, in real-world cases, if the number of parameters increases, so does the evaluation time of the objective functions, as they could represent more complicated processes. This time, the same process is applied to the GPU variant of MOTS2 with the test function ZDT2 on problem instances with 30, 120, 270, 480 and 750 variables. The numbers were selected so as to progressively increase the size of the problem. Following the completion of the optimisation search, the wall-clock time has been measured. In addition, the performance of the GPU, whose specifications are listed in Table 3.4, is compared against the host’s CPU, which is a regular Intel i7-2720QM at 2.2 GHz. The range for each decision variable is between 0.0 and 1. Moreover, the configuration settings for MOTS2 are listed in Table 3.5 and most of them have been preserved from the previous verification phase (see subsection 3.1.6). However, some of the values were chosen as a function of the number of decision variables for convenience. Similarly to the benchmarks carried out in sub-subsection 3.1.6.1, the optimisation search starts from the middle (i.e., 0.5) of the range of each variable in decision space. The intention is to assess what the performance of the optimiser is and how it behaves when the problem size increases because the problem complexity increases dramatically. The scale factor and the type of test function were chosen arbitrarily, but the scope is to replicate real-world conditions. Here, it is assumed, without loss of generality, that there is a class of real-world problems with a concave and continuous PF. Currently, the focus is to locate any weakness and potential improvements. Furthermore, the intention is to check that the optimiser works well and can manage the number of decision parameters. Without loss of generality, this capability is expected to hold in complicated real-world cases. The specific instance of the methodology is depicted in Fig. 3.20.
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Figure 3.20: Methodology for Verifying the Scalability of GPU-MOTS2 against a Single Test
Table 3.5: GPU-MOTS2 Configuration Settings for Test Functions

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call diversification move after # non-improvements</td>
<td>20</td>
</tr>
<tr>
<td>Call intensification move after # non-improvements</td>
<td>10</td>
</tr>
<tr>
<td>Reduce the search step size after # non-improvements</td>
<td>35</td>
</tr>
<tr>
<td>Initial step sizes (as % of variable range)</td>
<td>0.005</td>
</tr>
<tr>
<td>Step sizes are multiplied by this factor at restart</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of points randomly sampled</td>
<td># of variables / 5</td>
</tr>
<tr>
<td># of variables</td>
<td>30, 120, 270, 480, 750</td>
</tr>
<tr>
<td># of objectives</td>
<td>2</td>
</tr>
<tr>
<td># of objective function evaluations</td>
<td># of variables * 3000 / 5</td>
</tr>
<tr>
<td>Divide search space into # regions</td>
<td>4</td>
</tr>
<tr>
<td>Size of Tabu Memory</td>
<td># of variables * 2 / 3</td>
</tr>
</tbody>
</table>

The performance gap between the two versions of MOTS2, namely MOTS2 (when running on CPU) and GPU-MOTS2 (when running on GPU), can be better demonstrated by comparing their speed-up. This is a very standard method in HPC, where the elapsed time of each application for the same scenario is measured. Here, the speed-up is expressed as the ratio of the elapsed time of MOTS2 over the elapsed time of GPU-MOTS2 when both are launched for the same number of variables. Since the core of MOTS2 has been verified and validated in the previous section, there is no point presenting EAF and hypervolume boxplots. At the end of the execution, each and every instance have accurately captured the target trade-off. The goal here is to appreciate what the performance gain is between these two versions, which is illustrated in Fig. 3.21. For values lower than 1, it is more beneficial for the application to run on the CPU, whereas for larger values GPU-MOTS2 is suggested.

It is obvious from the results shown in Fig. 3.21 that there are three cases of performance, based on the achieved speed-up, which in the end prove why CUDA is a viable alternative architecture. By carefully looking at the performance plot, it seems that there are three distinct cases: running on CPU is better, running either CPU or GPU does not make any difference and running on GPU is better. In the first case, the CPU version executes faster than the CUDA version. This is expected, since the computational load is low and an additional time overhead is required in order to communicate with the GPU. The situation is similar when
the number of variables becomes 4 times larger than the initial problem size (120 variables), but this time the performance gap is closer. Again, the use of GPUs is not justified because the workload is very intensive and the size of exchanged data between the host and the device is not sufficiently large. In the second case, when 270 variables are used, the elapsed time between the two variations is almost identical, which reveals that the performance has been matched.
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Figure 3.21: Scalability of GPU-MOTS2 when the Number of Variables Increases

The third case includes problem instances above 270 variables, where the CUDA variant starts to gradually outperform the CPU version. Initially, for 480 variables, there is only a 1% speed-up, which reveals a relatively flat region of performance gain between 270 and 480 variables. In this situation, additional information will be required to determine which infrastructure behaved better. The power consumption could be a metric [116], which gives the advantage to the CPU version because the CUDA variant requires both CPU and GPU. However, above 480 variables, there is a clear performance improvement for the CUDA version, which is 12% faster. Exploring what the performance gain is for larger problem instances will be part of future work.

It is important to appreciate that the behaviour of the optimisation process is highly related to the combination of the inherent operation of CUDA and MOTS2
configuration settings. More importantly, the problem size, expressed in the number of required parallel evaluations, dictates what technology is suitable to be employed, so as to save elapsed time. As specified in the configuration of MOTS2 in Table 3.5, on every algorithmic iteration up to 1/5 of the number of variables will need to be evaluated in parallel. So, the performance illustrated above makes perfect sense. In the current arrangement, an actual performance improvement would occur when 96 (cores) * 5 (candidate points per iteration) = 480 evaluations. Simply, when the complete number of GPU cores is utilised, the CUDA enabled version of MOTS2 becomes effective. It is important to note again that this is a transparent feature and the performance of the optimisation search will change if the GPU is replaced by a more powerful counterpart, as also discussed in subsection 3.2.1. A simple rule of thumb is to compare the computational power (product of the number of cores and the frequency per core) of CPU against the GPU. This is true under the condition that the evaluation of an objective function is an analytical formula that can be computed by a single GPU thread, otherwise more sophisticated schemes that balance evaluation time and communication time will be required, a subject to explore in the future. In the end, it is up to the user to fully appreciate and realise the potential of the application and to use the appropriate settings for the provided tool(s).

3.2.6 Investigating the Interactions between the GPU Hardware and Algorithm Configuration on GPU-MOTS2

In order to investigate the impact of the hardware and the configuration settings on the execution of the algorithm, scalability comparisons were performed as simulation experiments, where the overall performance is illustrated in Figs. A.1- A.4. These settings mainly follow the original settings from MOTS [63]. However, the sampling size varied, so as to investigate how this also affects the efficiency of the hardware; based on the author’s experience, this is expected to affect the performance of the optimiser. Again, the methodology described in the previous subsection and illustrated in Fig. 3.6 was used. In addition, the conditions to call the diversification move, intensification move, reducing the step size, the size of the divided search space and the size of tabu memory were factored in as a function of the number of variables, for consistency purposes (e.g., it would be unrealistic to specify 4 tabu points in an optimisation problem with 1920 variables). The structure of these experiments follows:

- Two test functions were trialled (i.e., ZDT1 and ZDT2), originally described in sub-subsection 3.1.6.1, where MOTS2 delivered the best performance, as demonstrated above.
The number of variables for each test function varied: 30, 60, 120, 240, 480, 960, 1920, 3840, 7680.

All the simulations ran with the configuration settings listed in Table 3.6, but the sampling size varied: number of variables/5, number of variables/9, number of variables/11 and number of variables/13.

All the above ran for 10 times, where the performance metrics (see point below) were averaged and grouped by the number of variables for each test function and each sample size.

The performance was measured in terms of execution time and the hypervolume indicator from reference point 20,20.

Table 3.6: GPU-MOTS2 Configuration Settings for Test Functions to Study the Interactions of GPU Hardware and Algorithm Configuration

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call diversification move after # non-improvements</td>
<td># of variables * 20 / 30</td>
</tr>
<tr>
<td>Call intensification move after # non-improvements</td>
<td># of variables * 10 / 30</td>
</tr>
<tr>
<td>Reduce the search step size after # non-improvements</td>
<td># of variables * 35 / 30</td>
</tr>
<tr>
<td>Initial step sizes (as % of variable range)</td>
<td>0.005</td>
</tr>
<tr>
<td>Step sizes are multiplied by this factor at restart</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of points randomly sampled</td>
<td># of variables / 5</td>
</tr>
<tr>
<td></td>
<td># of variables / 9</td>
</tr>
<tr>
<td></td>
<td># of variables / 11</td>
</tr>
<tr>
<td></td>
<td># of variables / 13</td>
</tr>
<tr>
<td># of variables</td>
<td>30, 60, 120, 240, 480, 960, 1920, 3840, 7680</td>
</tr>
<tr>
<td># of objectives</td>
<td>2</td>
</tr>
<tr>
<td># of objective function evaluations</td>
<td>20000</td>
</tr>
<tr>
<td>Divide search space into # regions</td>
<td># of variables * 2 / 3</td>
</tr>
<tr>
<td>Size of Tabu Memory</td>
<td># of variables * 4 / 30</td>
</tr>
</tbody>
</table>

After running all the cases, the following consistent trends were discovered:
Figs. A.1 and A.2 demonstrate that if the memory of the GPU is not fully utilised, the performance of the optimiser drops. This is shown where the elapsed time for 30 variables is larger than for 60 variables, but for ZDT1 this trend continues up to 120 variables. The elapsed time for ZDT1 does not change significantly between 120 and 960 variables. Similarly, the elapsed time required to run 20000 evaluations for ZDT2 is less than 50 seconds up to 960 variables. Thereafter, the time requirements increase fast for both test functions.

- The test function clearly affects the execution and the quality of the optimisation process.

- It is important to mention that the computational requirements of ZDT1, in terms of processing power and memory capacity, cannot be accommodated by the GPU for 7680 variables, which will be further investigated in the future.

- As expected, since the simulations ran for a fixed number of objective function evaluations, the quality of the trade-off reduces as the number of parameters increases. From 240 variables, the quality is very low, which suggests investigating alternative strategies that could improve the discovered trade-off. However, the quality of the trade-off for ZDT2 is higher than ZDT1 for 30 and 60 variables, before lower levels of performance are obtained for larger problem sizes.

- Regarding the different configuration settings of the optimiser, all the points are in very good agreement, except from the case with 30 variables and 6 points for sampling size (i.e., nVar/5) in Fig. A.1. The former suggests that sampling size does not severely affect the performance of GPU-MOTS2 in terms of time. In conjunction with the sampling size, the latter recommends that when 6 points are randomly sampled in a 30 variables problem the trialled performance is the worst and it improves as the sampling size reduces. This could be related to the memory size of the specific GPU.

- By observing Fig. A.1 and A.2, one can notice that most of the points lie in the zone between 0 and 50 seconds, where the performance of optimiser, in terms of elapsed time, slightly increases as the number of variables increases. This practically suggests the best zones to operate GPU-MOTS2. However, the first (this is more in Fig. A.1) and last point seem to move beyond that zone. For problems with computational complexity and computational resource requirements similar to ZDT1 and ZDT2, the problem size (in terms of resource requirements) is either too small or too big for the computational
model of the selected hardware. In particular, the last case is more than 3 times slower than the previous. The fact that GPU- MOTS2 could not run ZDT1 for 7680 variables is an indication of the hardware's upper bound. A deeper investigation would be required to precisely capture this performance drop.

- By comparing the shape of the two curves, ZDT1 presents a more concave and narrower shape than ZDT2. This could be interpreted that GPU- MOTS2 on the specific hardware has a more stable performance for problems that are similar to ZDT2, as for up to 960 variables, the time performance is relatively stable.

As more evidence would be required to support the last three statements, this can be the basis for further research steps, so as to find the limitation where the combination of hardware specifications and optimisation settings could impede the execution of the optimisation. This is only commented here to point out future research avenues towards a deeper understanding of the operation of the optimiser while maturing its architecture and implementation.

3.2.7 Discussion and Future Work

Important issues from software and hardware can have a significant impact on further developing an algorithm. In addition, heterogeneity of computational infrastructure has to be addressed and, more importantly, considered. GPU-MOTS2 attempts to give an answer to all these issues and hopefully will serve as the basis for future improvements. The ability of optimisers and methods to make use of a cluster of workstations will become even more important. Several (idle) machines already exist and have the potential to be utilised in a different way to solve hard problems.

A flexible and sustainable design of MOTS2 for the GPU architecture was presented. The new variant allows the user to optimise multi-objective high-dimensional problems within more acceptable time frames in a cost-efficient manner, a very desirable requirement when dealing with real-world applications. It was demonstrated through scalability studies that the hardware specifications of the GPU and the configuration settings of the optimiser affect the performance in terms of elapsed time and hypervolume. Although the development is at a preliminary stage, promising results were delivered.

Employing GPUs reduced the elapsed time, which complements the operation of MOTS2, especially at high dimensionality. In the proposed implementation, the GPU acts as a co-processor that supports the CPU logic by evaluating big batches of solutions at higher rates. The evaluation procedures of MOTS2 were
modified so as to transparently couple with any GPU. The main challenges of porting were the synchronisation of data transfers and the mapping of solutions to CUDA threads by using the hierarchical memories. The ultimate goal is to use the heterogeneous computational infrastructure by combining low-level SIMT and high-level CPU approaches for higher efficiency.

The performance of high-dimensional multi-objective optimisation by using ZDT1 and ZDT2 was demonstrated on two different architectures and multiple different problem instances. The performance comparison of MOTS2 on CPU and CUDA show that by the moment all the available GPU cores are utilised, the performance of the optimisation search increases and the elapsed time decreases. The correct combination of hardware (GPU cores) and configuration settings on a problem instance indicate which version of MOTS2 is more appropriate to use and where the user should expect a performance gain. It was found that initially CPU behaves better for small problem instances, whereas the CUDA version should be preferred when the number of parallel evaluations is equal or greater than the number of the available CUDA cores. When considering only GPUs reasonable results in the optimisation of ZDT1 and ZDT2 can be obtained, otherwise alternative strategies ought to be implemented, so as to increase the effectiveness of the search.

The obtained speed-up is highly dependent on the configuration settings of the optimiser and can affect the overall performance when the application is deployed on GPUs. More precisely, the configuration settings can affect the operation of the optimiser in such a way that the size of the memories of the algorithm would not be enough to fit into the memories of the GPU, so as to evaluate the objective functions. The combination of number of variables, number of objectives and sampling size is related to the memory capacity of the GPU. This design risk could potentially raise an issue in the current implementation of MOTS2, which could be mitigated by querying the GPU capability before optimisation starts and forwarding all computational load to the CPU instead.

From the hardware perspective, the capability of the GPU (clock speed, memory size and bandwidth rate) could also cause a performance bottleneck. Sometimes, the GPU clock frequency could be half of the CPU’s. This could execute a single calculation at a slower pace, but still, the number of cores on a GPU will be large enough to compensate for this. The conditions under which the difference would cause notable delays are going to be investigated in the future. The impact of the memory size has already been described above. The GPU stream that transfers data between the host and the device could be used by additional applications while carrying out an optimisation. This could cause a delay in the execution of the applications, as the hardware scheduler would attempt to serve all the applications. Similarly, through the CUDA programming interface (provided by the vendor),
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A brief description of the programming model on GPUs and the implementation of a 3D LBM flow solver are presented in the following subsections. The subsequent sections illustrate the development cycle of an in-house LBM code that uses nineteen discrete densities, also known as the 3 dimensional 19 microscopic densities (D3Q19) model with the Bhatnagar Gross Krook collision operator on GPUs. The development phase of porting an earlier version of LBM on to GPUs by using CUDA programming language is presented in the following pages. The algorithmic design and challenges when developing the code are analysed, followed by discussions about scalability for the future.

3.3.1 Background

The advance of GPUs greatly contributes to the evolution of new tools and methods. The LBM offers an alternative method to approximate the NS equations, instead of using finite volumes that are frequently used in most CFD tools. By definition, LBM is a memory-bound algorithm and has the potential to be significantly accelerated when implemented on GPUs. The implemented model supports 3D flows by using the D3Q19 model.

The advance of recent GPU, in terms of higher processing throughput, larger memory bandwidth and faster in-between inter-communication capabilities greatly contributes to the evolution of new tools and methods. The hardware includes highly parallel, many-core and multi-threaded processors and many hierarchical memories. In addition, CUDA is a programming language that can access GPUs’ hardware and has reached a level of maturity, where programming is more flexible and robust than ever before. Hence, computationally intensive applications can run more efficiently even on very large scale problems [113]. Due to the low overall cost and high computational efficiency, they suggest a satisfactory alternative computational architecture that can sufficiently cope with the requirements of scientific applications, which increasingly require even more computational power [114,115].
The LBM offers an alternative method for CFD instead of using the finite volumes numerical scheme to approximate NS equations [94,95]. More specifically, it is a class of cellular automata that can approximate the NS equations to second order with an explicit collision-streaming scheme [97]. It is particularly powerful for problem instances that involve low Mach number flow, mesoscopic flows, complex geometrical arrangements and particular boundary conditions. Further studies considerably improve LBM’s potential and capabilities making it a practical tool for engineering applications [98–103]. By definition, the concept of LBM is a memory-bound algorithm, which provides a good fit for the GPU architectural arrangements. Given a computational environment with many processors, GPU-enabled LBM codes could potentially run considerably faster without compromising accuracy [104,117–129].

The great challenge is to reformulate the algorithmic structure of the original code in a way that smoothly aligns to the GPU computing cycle of the underlying hardware. That means rearranging the execution and storing phase of data in different memory levels and on various processors. The new version is easily expandable so as to accommodate more information and capability such as new types of physics (e.g., magneto-dynamics) energy models, turbulence models, etc. Instances for 2D and 3D cases are described in [122,123].

In general, the GPU-enabled LBM is a competitive counterpart in terms of both accuracy and execution speed. So far, significant execution speed-up and faster convergence rate have been achieved. For a relatively small computational domain, it has the potential to perform real-time simulation, as demonstrated in [247]. The aim is to present the basis of a flexible and extensible code that can be coupled with other engineering applications in a modular and transparent way. Although considerable speed-up was obtained, memory and computational optimisations will be investigated in the future.

The structure of this section follows. A brief description of the programming model on GPUs and the implementation of a 3D LBM are presented in sections 3.3.2 and 3.3.3, respectively. The subsequent sections present the development cycle of an in-house LBM code on GPUs, which is intended for environmentally-friendly applications and extends the work carried out in [45,46,48,49,64,248]. First, the development of the code is presented in section 3.3.4. Second, the flow behaviour of a fluid in mixing phase is simulated within the geometrical arrangement of a microreactor device in section 3.3.7, so as to compare the simulated data against the experimental measurements.

### 3.3.2 Graphics Accelerators Programming Model

Originally, GPUs have been used for rendering complicated computer graphics onto a computer screen, but an alternative way is to carry out calculations (in-
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Instead of visualisation) by using CUDA. The developers can harness the computational power of the GPUs by using the SIMT parallel programming model, where elements of short vectors are processed by many SMs at the same time. The capability of the model to execute a single instruction on multiple register sets, multiple address and multiple flow paths differentiates SIMT from Single-Instruction Multiple-Data (SIMD), which was used in past vector computers. Simply, CUDA’s SIMT model retains SIMD’s efficiency with more flexibility.

When running an application there are two distinct entities that participate, each with its own memory and processing units. The first is called the host, which includes CPU and other units of the same machine, besides GPU. The second entity is the device, which is actually the GPU. Effectively, GPU is a simplistic form of host and can be accessed via CUDA. From the host’s side, the device serves as a co-processor that executes many threads in parallel and depends on the host but not vice-versa. In practice, the device(s) should off-load the computationally intensive parts of an application.

The most important concepts of GPUs and CUDA will be mentioned here. CUDA is based on the standard C programming language and recently implemented C++ extensions. A detailed introduction to CUDA can be found in [113] and further development directions are included in [243, 246]. In terms of hardware, each GPU has a number of individual processing units, which operate in parallel and are called SMs, and a separate storage area, which is called global memory. Moreover, each SM has a number of stream processors – where many threads, the basic computational unit in CUDA, can run – and various levels of cache memory, called shared memory. Both threads and cached memory can run and be accessed in parallel, respectively. The number and speed of SMs and the size of storage determine GPU’s performance and cost. Memories have different access speed and size. Shared memory is fast and small, whereas global memory is the opposite. Although there are other types of memory such as texture memory, constant memory and registers, these will not be considered here because their specifications significantly vary from GPU to GPU and any performance improvement would be highly dependent on the implemented LBM model. Effectively, transferring data between shared and global memory is one of the major concerns when programming in CUDA and achieves high levels of performance [243]. Regarding the computational model, sets of threads are organised in blocks and sets of blocks form the whole parallel computational potential of GPU, where each block runs on a distinct SM. The order of execution is decided by the hardware’s scheduler. The developer can only prescribe the threads’ instruction and the blocks’ organisation in a special CUDA function called a kernel, which is executed on a CUDA block. During application launch, the user has to specify as many threads as possible; this allows the GPU’s execution scheduler to optimise the execution and access.
Therefore, it is of paramount importance to properly design the data structures and to organise the access and layout of data in a CUDA-friendly way so as to achieve shorter elapsed times.

3.3.3 Lattice Boltzmann Method for D3Q19

LBM has been described in [94–96], where the equations are derived, too. Briefly, the Boltzmann equation, which describes the distribution of molecules of a physical domain, is discretised by lattice nodes. These nodes are uniformly spaced and can represent obstacles and free space. At each node a set of microscopic densities is defined, which are used for propagating fluid molecules. The implemented D3Q19 model is depicted in Fig. 3.22. The flow simulated here is incompressible at low Mach number. For completeness, the final form of the equations used follows:

\[
\begin{align*}
\frac{f_i(x + \delta t \cdot e_i, t + \delta t) - f_i(x, t)}{\delta t} & = \frac{1}{\tau} [f_{eq}^i(x, t) - f_i(x, t)], \quad i = 0, 1, \ldots, 18 \\
\end{align*}
\]

\[
\begin{align*}
\begin{align*}
f_{eq}^i & = w_i \rho \left[ 1 + 3(e_i \cdot u) + \frac{9}{2}(e_i \cdot u)^2 - \frac{3}{2}(u \cdot u) \right] 
\end{align*}
\]

Figure 3.22: 3 Dimensional 19 Microscopic Densities - D3Q19 Model

\[
\begin{align*}
f_{eq}^i & = w_i \rho \left[ 1 + 3(e_i \cdot u) + \frac{9}{2}(e_i \cdot u)^2 - \frac{3}{2}(u \cdot u) \right] 
\end{align*}
\]
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\[ w_0 = \frac{1}{3}; \quad w_i = \frac{1}{18}, \quad i = 1, 2, \ldots, 6; \quad w_i = \frac{1}{36}, \quad i = 7, 8, \ldots, 18 \quad (3.3) \]

where \( f_i \) represents the distribution of particles of physical domain for each microscopic density \( i \). Similarly, \( f_i^{eq} \) describes the same quantity for the equilibrium of particles, \( x, t \) denote the spatial and temporal index for each domain respectively, \( w_i \) are the corresponding weights for each microscopic density \( i \), \( \tau \) denotes the relaxation time and \( e_i \) represents the velocity along each of the directions of the microscopic density \( i \) shown in Fig. 3.22.

The left part of (3.1) denotes the streaming phase of LBM, where particles advance to their nearest neighbors along their velocity direction. The right part of (3.1) represents the collision phase. Here, the distribution of particles at each node is described by the Bhatnagar Gross Krook collision operator [95, 249].

The macroscopic fluid quantities of density (\( \rho \)) and velocity (\( u \)), also called local fluid velocity, are obtained by:

\[ \rho = \sum_{i=0}^{18} f_i \quad (3.4) \]
\[ u = \frac{1}{\rho} \sum_{i=0}^{18} f_i e_i \quad (3.5) \]

The fluid viscosity is controlled via the relaxation time \( \tau \):

\[ \nu = \left[ \frac{(2\tau - 1)}{6} \right] e^2 \delta t \quad (3.6) \]

\( \Delta x / \Delta t \). Here, the time step \( \Delta t \) and lattice spacing \( \Delta x, \Delta y, \Delta z \) are set to one. Hence:

\[ e_0 = 0; \quad |e_i| = 1, \quad i = 1, 2, \ldots, 6; \quad |e_i| = \sqrt{2}, \quad i = 7, 8, \ldots, 18 \quad (3.7) \]

This simplifies further (3.6), where the last two terms equal one. Obviously, \( \tau \) has to be larger than 0.5 units.

The calculation of (3.1) for the whole computational domain is resolved in two stages: collision and streaming. First, the collision phase takes place as described by:

\[ f_{i}^{\text{new}} = f_{i}(\vec{x}, t) - \frac{\Delta t}{\tau} \left[ f_{i}^{eq}(\vec{x}, t) - f_{i}(\vec{x}, t) \right], \quad i = 0, 1, \ldots, 18 \quad (3.8) \]
where $f_{eq}^{i}$ is obtained from (3.2). Then, the streaming phase is described by:

$$f_i(\vec{x} + \delta t \cdot e_i, t + \delta t) = f_{new}^i, \quad i = 0, 1, \ldots, 18$$

(3.9)

The explicit form of (3.8) and (3.9) reveals the locality feature of the calculations and aligns with the operation of GPUs. This proves why LBM is a good fit for GPU architecture.

### 3.3.4 Porting LBM to GPU

The main challenge when porting an application onto GPUs is to identify the parts of the code that can be best parallelised by GPUs. Following the principles of HPC, there will be a fraction of the code that will always be sequential and has to be minimised. Consequently, the remaining part has to be as parallel as possible. However, not all of the parts can be fully parallelised for certain reasons, which lie out of the scope of this work. Considering the inherent operation of SIMD architectures, the operations (calculations) have to be as independent and systematic as possible, whereas the data required have to be arranged in a collective layout. This fully exploits the potential of GPUs, while independent calculations are carried out by each computational thread and data are effectively cached. An additional challenge is to hide data latencies by doing calculations at the same time, to load data in parallel streams, to reduce the amount of branching of the execution workflow (even if this means performing calculations that do not affect the final solution) and to hierarchically decompose and exchange sets of data in a way that can be effectively processed by GPUs' SMs [243]. Hence, most of the effort is to re-arrange the existing code so that it can be compatible with all these requirements. Then, CUDA can transparently scale from a single machine to a cluster of GPUs, cluster of workstations and beyond.

The implementation presented here adopts the original parallel FORTRAN code, which was successfully used in earlier studies [46, 48, 64]. The first step was to reduce the code to a sequential C++ code, by using appropriate data structures and indexing, as also suggested in [250]. Then, the arrays of data were modified so as to be accessible in a linear way, which is identical with the way the memory lies onto hardware and resembles the programming-style of vector machines. This approach provides a better understanding of the actual layout of data and reveals the required data access patterns. Consequently, this allows for more portability, control and other future improvements. Following these steps, porting onto CUDA is very straightforward, simply by replacing the majority of sweeps throughout the computational domain with threads and by (re)using cached data as much as possible to take advantage of the hierarchical memories and access speed. More specifically, the code is based on an earlier parallel variation that runs on multiple
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 CPUs, and it has been significantly improved. The code can simulate the flow in 3D with 19 distinct densities, also known as D3Q19 (Fig. 3.22), and implements the Bhatnagar Gross Krook collision operator [249].

Scheduling data transfers is the most important issue when porting an algorithm onto SIMT model. In contrast to the conventional HPC applications that scale on many distributed CPUs, SIMT-enabled applications are just the opposite. The data should be organised in a Structure of Arrays, whereas an Array of Structures is preferred when dealing with CPU-based distributed environments. Hence, as a single development decision/strategy, this is the most important part that could determine the overall performance [250]. Due to particularities of CUDA, special care is required for memory access pattern, execution and memory layout.

On top of translating the code from FORTRAN to C++, the development of GPU-LBM was particularly challenging for the following reasons:

- As explained before, the data structures of the FORTRAN code (i.e., two multi-dimensional shared-access arrays and a few small utility arrays) had to be converted to many individual local-access single-dimension data structures, where each of them would be processed independently, in asynchronous mode, so as to accelerate the execution flow. This also requires the memory access pattern to be changed in a such way that consecutive locations are accessed by a single thread that should not coalesce with other threads.

- In the original FORTRAN code, a few subroutines covered all the functions of LBM. The part of the code that runs on GPU has to be organised in kernels. Here, the same functionality (e.g. for loops) was restructured, so as to access the aforementioned data structures time-efficiently. So, the computational load has to split into multiple CUDA kernels that are allocated on SMs, whose computational speed, memory capacity and number significantly varies from one GPU to other. If this was not resolved, then the code could only run on limited models of GPUs (i.e., with certain specifications).

- Duplicates of the data structures to hold the data have to live in the host and the device, so as to be accessible by the CPU and the GPU, respectively. However, this requires the data structures to be synchronised at regular intervals. In order to save in synchronisation time, the communication channels of GPU have to be used and the kernels for memory transfer are staggered.

- The original FORTRAN code had a number of execution branches that cannot be used in the CUDA implementation, as branching severely penalises the performance. So, additional kernels were developed, so as to isolate the branching in very small sections of the code. These kernels are staggered with the larger kernels, so as to hide the latency.
• Debugging a multi-threading application (with many hundreds of threads, where each thread updates a particular area in the computational domain) requires additional utility kernels and data structures to be created. This is the only piece of code, which does not participate in the final version, where branching takes place, so as to check for data consistency. Although this code is not used in the actual simulation, it considerably accelerated the code development phase, as the generated data were continuously checked from one iteration to the other, without interrupting other tests. At the moment of writing this document, the CUDA toolkit was not mature enough to support this.

• A series of unit tests, integration tests, system tests and stress tests [207] were implemented, so as to continuously check the consistency/quality of the code when incrementally adding new features. Although these do not contribute to the computational performance, they are invaluable in terms of development effort, as the number of GPU threads and the volume of processed data can only be handled in an automated way. Normally, in a production environment, more than 50% of the overall development effort is put against testing [251, 252]; however, in this research, testing took approximately 33% of the overall time.

• All the above kernels and data structures were developed to be as generic as possible from a centralised point in the code, whereas the FORTRAN code could only run at a certain precision mode and on a very specific parallel arrangement of 4 parallel threads. Here, the GPU-LBM code can support many precision levels and can be deployed on many combinations of GPU and CUDA driver. In fact, even during the code development phase, the actual code development and the tests/execution took place on different machines, with different underlying hardware. Whenever possible, the most primitive libraries of CUDA were used, so as to ensure as much backwards compatibility as possible with many configurations of GPU and CUDA driver.

• Based on the author’s experience with engineering applications, the architecture of the code used several design patterns, so as to easily extend and link to other applications, whereas the original FORTRAN code required significant development effort to add new features (for integration purposes). This enables the following behaviour:
  
  – The code has been successfully tested on multiple operating systems (i.e., unix-based and Windows-based) and various GPUs.
The solution of the LBM code can be exported on proprietary (TEC-PLOT dat) and open (VTK) file formats, so as to be post-processed by a wider number of stakeholders and on other post-processing tools.

The code has been tested on a single CPU and GPUs with CUDA compute capability 1.3, 2.0, and 2.1. In theory, it should be possible to run on higher compute capability, but this was not tried.

The code was designed to be configured externally in terms of the number of threads, by using external configuration files, so as adjust the desired maximum execution speed, as required.

Certain parameters of the application were decoupled from the algorithm and can be edited externally, so as enable more parametric studies. By using the same geometrical arrangement (i.e., a baffled microreactor), the size of the microreactor, the layout and location of the baffle can be specified externally. It is also possible to provide a much more complicated geometry by directly providing a new geometry file. In both of the aforementioned cases, the flow conditions can change and run without compiling the code again. All these are expected to be used by another system or users (e.g., an optimiser, a Monte Carlo algorithm, a testing server, graduate researchers, etc.) to run a wider-in-scope application with minimal effort.

Several other parameters in the code can be adjusted from a central point, for greater flexibility. More importantly, the arithmetic precision mode, the execution mode (i.e. sequential or parallel) and the boundary conditions can easily change.

All the above features were tested individually.

3.3.4.1 Algorithm

The selection of data structures is based on the formulae of (3.8) and (3.9), where the second shows that LBM is of first order in time and second order in space. Hence, two data structures are required to implement D3Q19 of LBM. Each structure contains 19 individual arrays, one for each density. Moreover, an array of obstacles is required for qualifying the type of each node, as described in subsection 3.3.3. This allows one to alter the shape of the geometry of interest within the computational domain, while the size of memories is kept constant. The remaining quantities will remain constant. Because host and device have their own memory space, the aforementioned structures need to be allocated on both ends.

The most frequently called functions of the algorithm are check density, streaming, bounceback, relaxation and convective boundary conditions. The first one is
basically used for calculating the convergence. It is a two-step reduce-sum over each density. Then, the results for all densities are averaged over the total number of nodes that were used. In general, checks do not take place very frequently so as to speed up the application. Usually, the frequency of carrying out density checks is set to a relatively small value if there is much uncertainty about the shape of the target geometry.

The layout of Structure of Arrays significantly speeds up streaming and bounce-back because of the continuous access of data both for reading and writing purposes. In streaming, fluid densities are propagated to their next neighbour nodes. Effectively, data are transferred from non-occupied nodes along the lattice connection lines to their next neighbours. Every streaming is applied to each density separately, which makes it ideal for CUDA streams [243]. Similarly, bounce-back makes use of the additionally allocated array for obstacles for each density, separately. Essentially, fluid densities are inverted if any obstacle is present. Thereafter, fluid densities are sent back to the node where they were located before the last propagation step but with opposite velocity vector.

Relative to the other function calls, relaxation is more data intensive and is linked to convective boundary conditions. It is a one-step density relaxation process, where all 19 microscopic densities are used at the same time for each node, before moving to the next. Then data are prepared for the next step. Relaxation also requires knowing the obstacle nodes. During convective boundary conditions, macroscopic velocities are computed at the end of the domain. The velocities at the end of the computational domain from the previous iteration are combined with velocities of the current iteration at the penultimate and final end of the computation. After this conversion, the microscopic densities are distributed to their domain and all the data are ready for the next iteration.

The code iterates until it reaches convergence. Here, the average density \((\text{avg}\, D)\) is used to decide when the flow solution has converged and is calculated as:

\[
\text{avg}\, D(f) = \frac{\sum_{i=0}^{18} \left( \sum_{x=0}^{LX} \left( \sum_{y=0}^{LY} \left( \sum_{z=0}^{LZ} f_i(x,y,z) \right) \right) \right)}{18 \cdot LX \cdot LY \cdot LZ}
\]

(3.10)

where \(x, y, z\) denote the spatial indices, \(i\) is the density index, \(LX, LY, LZ\) are the total number of nodes in the \(x, y, z\) directions, respectively, and \(f_i\) represents the distribution of densities. The convergence is calculated between two consecutive iterations as follows:

\[
\left| \frac{\text{avg}\, D(f_{\text{current}}) - \text{avg}\, D(f_{\text{previous}})}{\text{avg}\, D(f_{\text{current}})} \right| \leq 10^{-4}
\]

(3.11)

Since this function actually performs a massive averaging of all the nodes of the domain, it seems that it can be performed less frequently in order to speed up the
overall execution. So, this check can take place after a certain period, which is expressed in a number of iterations and is specified by the user before running the application.

3.3.4.2 Memory Access

The aforementioned data structures were selected so as to fit with CUDA’s computational model and operation. In turn, this means being able to access data in a coalesced and continuous manner, as strongly suggested in [243]. Simply, both shared and global memory have to be read and written in this way, because this achieves higher parallelisation and increases computational efficiency.

Following the fundamentals of CUDA presented in subsection 3.3.2, each node of the computational domain is uniquely accessed by a single thread. As expected, this continuous access is grouped in blocks so that each block takes over an independent fraction of the domain. A large number of threads is spawned, enough to cover the whole domain. The global thread identification number is used as an index for accessing the arrays described above. In fact, each thread is matched with only one memory location with the following formulæ:

\[ gid = blockId.x \cdot blockDim.x + threadId.x \]  

\[ did = \left\lfloor \frac{gid}{LY \cdot LX} \right\rfloor + \left\lfloor \left( \frac{gid - \left\lfloor \frac{gid}{LY \cdot LX} \right\rfloor}{LX} \right) + \left( \frac{gid - \left\lfloor \frac{gid}{LY \cdot LX} \right\rfloor}{LX} \right) \mod LX \right\rfloor \]  

where \( blockId.x, threadId.x, blockDim.x \) are CUDA’s reserved variables for identifying blocks, threads and the total number of blocks, respectively. The unique global identification number of thread and data are called \( gid \) and \( did \), respectively. This approach reduces the range of generated threads to the actual computational domain, secures a 1-1 mapping and preserves the linear access fashion.

Since the number of threads has to be equal to or larger than the domain size, a few remain idle. This is the only part of the code where branching appears. Nevertheless, it can be considered as a minimal overhead, which is negligible in practice. This will eventually produce a very small number of idle threads in a single block that will not take place in the computations. However, this approach guarantees that the number of threads will be kept to a minimum, which will, in turn, increase the computational efficiency. For ease of use, the C++ \#define directives can bridge the gap between the programming model and human interpretation.

The uniform handling of the computational domain has another implication: a fraction of the total number of threads will be calculating and/or carrying zeroes. However, they will not have any implication for the final results. This was
done for two reasons. First, for simplicity, as fewer checks would be required, thus maximising the amount of computational power required to obtain the target information. It is also suggested by NVIDIA to carry calculations in bulk even by repeating some of them in order to reduce branching because threads run in parallel batches. However, the most important reason is to keep the whole domain active. Doing that serves a very special reason: different shapes of geometries can be used without the need to modify the code (or any of the settings). This feature is particularly useful in engineering cases, where LBM could be a module of a larger system that needs to communicate transparently with the rest of its environment.

3.3.4.3 Execution

The most important factor when porting a code onto CUDA, besides the underlying hardware and the accompanying drivers, is to resolve the number of blocks and threads spawned that will actually perform the calculations. This will determine the communication between adjacent memories and other access patterns. As mentioned in [243, 246], the challenge is to design the data structures in a way that naturally fit with the hierarchical memories and the computational model of CUDA, while (re)utilising data as much as possible. Of course, there is a trade-off between full saturation of the SM and under-utilisation of computing cycles, because of execution flow branching and data transfers.

The elapsed time of a simulation heavily depends on the number of threads and blocks employed. On the one hand, the total number of threads will be known from the size of the lattice nodes. However, the ratio between threads and blocks is also important because it is related to the capability of GPUs’ SMs, which has a finite and relatively small memory, where the data can be cached before being transferred elsewhere. So, there is an upper limit to the amount of data that can be processed effectively before the performance drops due to caching effects. On the other hand, in CUDA, threads are processed in groups of 32 (in the most recent GPUs), which is called a warp. Then, a multiple of warps can be part of a block. Therefore, in the current implementation, the user has to specify the number of warps (as a multiple of 32 threads) in a block before launching a simulation so as to satisfy the following criterion:

\[
\text{threads} \cdot \text{blocks} \geq LX \cdot LY \cdot LZ
\]

Then, the number of blocks is automatically calculated as the ceiling of the equality. However, if (3.14) is not true or the number of threads and blocks reaches CUDA’s limit, then the simulation does not run.
### 3.3.5 Interfacing and Configuration Settings

It was decided to make the application as generic as possible so as to link to other tools in order to perform general engineering studies. The easiest way to achieve this is to provide the user and another system a number of different handles for interfacing and configuration purposes. This is a very straightforward approach, where all the files for input to the application and for configuring its behaviour are simple external files in a human readable format. Hence, editing and creating any of these files is very easy and can be automated. In addition, this requires fewer changes to the actual application, which could be considered as another black box either for a stand-alone project or as a part of a larger system.

The shape of the geometry of interest is provided via a combination of two external files, which are read once by the host at the beginning of the simulation and initialise all the other memories. One file describes the number of points (i.e., lattice units ($lu$s)) on each axis and another is the actual representation of the computational domain, which has to agree in dimension with the previous file. The target geometry is simply represented within an assembly of points in a 3D coordinate system. The external file contains as many binary values as the points of the 3D space, where 0 denotes an unoccupied space, whereas 1 represents an obstacle. In fact, this can be considered as a simple stream file that describes the whole computational domain. Therefore, it is very easy to change the shape of the geometry.

Then, all the data are transferred to GPU's memories and the iterations start until the convergence criteria are met. At the end, the results are sent from the device to the host. This is a constant overhead that is not worth parallelising and is used for interfacing purposes.

Because the code is intended to be used on engineering applications, it is advantageous to be able to carry out calculations either in single precision or double precision or mixed. Therefore, all the functions of the code can operate in either a single or a double precision mode. This will be particularly useful on multi-fidelity studies. As expected, double precision will be more computationally intensive than single precision.

There are two external files classified as configuration files. These control the behaviour of the application and implicitly determine the overall performance, such as the execution time. More specifically, in the first file, the quantities that can be specified are the number of algorithmic iterations, the frequency of checking for convergence, flow features, output name, the number of computational threads and special attributes of the hard-coded geometry to simulate, which could be deactivated. The size of the computational domain is specified on a separate file.

---

9One type of precision on the one hand side and another type of precision on the other hand side of a computational instruction line.
All these options are provided because they have a computational impact on the execution of LBM applications, while, by definition, they affect certain boundary conditions and, consequently, change the computational workload.

In addition, a number of files related to the target project are provided to the application and are generated by that. In the presence of an external file that contains the full definition of geometry, which agrees with the dimensions of the computational domain, as specified above, the previous configuration settings for the hard-coded geometry are overridden. Hence, the externally provided geometry, which is expressed as a sequence of obstacle nodes in the array of obstacles in LBM, is used instead. At certain time intervals, the application performs a check in the computational domain for convergence, which is registered in an external file for monitoring purposes. Two prescribed flow features, vorticity magnitude and difference of total pressure (between two locations in the dataset), are automatically calculated at the end of the simulation and are stored on a separate file. These characterise the flow in the specified geometry and can be considered as flow quality indicators to measure the performance of either the flow or the geometry or both. Finally, the flow domain expressed in macroscopic scale units is exported at the end of the simulation, too.

3.3.6 Architecture of the Flow Solver

This section aims to present to the reader (and the future user of the code) the static and dynamic perspective of the flow solver simulation, where most of the development effort was spent. Here, the principles of object-oriented design were employed to conceptually create the architecture of the software package. Eventually, it will be a ready-to-use implementation, where in-depth knowledge and expertise in HPC are not required. In addition, it helps the interested reader to individually compare certain parts of the code with other competitive implementation(s) and to apply other adjustment(s). The structure of the software package is such that it can easily and transparently interface with a variety of other computational system(s). The modular architecture provides more flexibility and allows more modification and enhancements to take place with minimal effort. In the author’s experience, this is the most important feature of the software development phase because potential risks can be revealed and devising a recovery strategy is more straightforward. To the best of the author’s knowledge, this is the first time that such a software architecture is released and is expected to evolve into a distinct design pattern for a class of problems. The presented design is expected to be reused and to save precious time and resources when the Flow Solver from the previous section is employed.

The software package provides as much control and flexibility as possible. The majority of the architectural details are language-independent, which makes the
design pattern more practical. This is the top-level perspective of the code and provides all the handles and mechanisms to interface with other systems. However, whenever higher levels of computational efficiency are required, changing the lowest levels of the architecture will affect the overall performance. This is one of the merits of the object-oriented design, where the implementation details related to the computational performance are encapsulated very deep in the structure of the code. Although these details are language-dependent, they represent a very small fraction of the code. This practically means that they can be easily replaced without affecting the higher levels and interrupting the communication with other internal or external systems.

Initially, a list of the most important participating modules is illustrated along with their attributes and operations in Fig. 3.23. This can be considered as the top-level map of the system that performs the simulation of fluid flow by using LBM, where individual entities that serve a single purpose are shown. Each of the entities is an abstract class, which promotes code re-usability instead of a collection of individual routines. The interaction(s) among the described modules is shown in Fig. 3.24. This reflects how the system behaves and demonstrates how the participating modules communicate.
Starting from the simplest to analyse classes, the solver needs to know certain attributes about the geometry of interest. These attributes are grouped in two distinct objects. The first object, called computational domain specification, contains information about the arrangement of nodes and densities, as they are defined in LBM. The second object, called configuration settings, lists the settings related to the problem description and the low-level settings of the computational method. These were joined in a single object because (for a fixed geometry in terms of a number of nodes and densities) their combination determines the wall-clock time of the simulation. Since, the application aims to save elapsed time, this
is considered a sensible approach.

3.3.7 Simulating the Fluid Flow in the Microreactor by using GPU-LBM

For demonstration purposes, the developed flow solver is used to simulate the flow in the microreactor. By running applications on GPUs, the flow can be resolved in significantly shorter time-intervals and in conjunction with the features and architecture described before, the overall application is considerably accelerated. By upgrading the GPU hardware, the methodology can transparently scale to many cores, whereas expanding on more CPU-based computational arrangements has higher risk and requires more effort; in fact, computational arrangements based on CPUs require much more space and economic resources and so does all the supporting infrastructure. Compared to standard CFD applications, fewer processes and tools are required for simulating the fluid flow, which makes the method simpler to employ and easier to understand and to link with others. Because of the microscopic representation of the domain, more memory is required and, consequently, more operations have to take place during a single iteration. Although it is mainly
a memory-bounded application, the code gains more when it is deployed on parallel hardware.

In this research, LBM is employed to simulate the flow of a micro-mixing device for use in an environmentally-friendly context, where the dimensions of the target device and the areas of interest are so small that using the model of NS equations to describe the flow is not practical. Further attributes of the computational domain and solver settings are provided in other external files. This is used to specify geometrical features of the device and to set flow characteristics. Other settings affect the operation of the flow solver, where the number of threads necessary to run the simulation is specified. The specifications of the employed GPU are listed in Table 3.7. The number of spawned threads per block on the GPU is a very important factor in order to achieve high computational efficiency because of the occupancy of SMs with threads and the available memory to store the results. Here, the flow solver is instructed to use 512 threads when it simulates the flow. This is the fastest setting provided by the current GPU.

<table>
<thead>
<tr>
<th>Tesla M2070</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUDA Driver Version / Runtime Version</td>
</tr>
<tr>
<td>CUDA Capability</td>
</tr>
<tr>
<td>Total Amount of Global Memory (MB)</td>
</tr>
<tr>
<td>CUDA Cores</td>
</tr>
<tr>
<td>Stream Processors Rate (MHz)</td>
</tr>
<tr>
<td>Memory Clock Rate (MHz)</td>
</tr>
<tr>
<td>Power Consumption (W)</td>
</tr>
</tbody>
</table>

Table 3.7: GPU Hardware Specifications to Simulate the Microreactor

The initial and boundary conditions will attempt to replicate the experimental conditions of [45], as follows. This was specified so as to demonstrate that the geometrical arrangements of the microreactor could be accurately simulated and represent real-world behaviour. It is important to mention the following points for clarity:

- At the beginning, both of the chambers, before the baffle plate, are initialised to constant and different density values, which are expressed as a function of Reynolds number ($Re$). This assumes that this flow feature will remain constant through the operation of the device and does not degrade over a period of time or other material properties.

- The initial conditions are part of the code and all the unoccupied nodes of the computational domain are assigned a certain value. This assumes that it is possible to achieve this type of flow.
The walls of the domain are considered obstacles and implement the bounce-back operator. It is assumed that the obstacles will not move or deform throughout the simulation.

At the outlet of the domain, a zero streamwise (x component) velocity gradient was applied:

$$\frac{\partial u}{\partial x} = 0 \tag{3.15}$$

This boundary condition is applicable when the flow is fully developed, as described in [253]. In LBM, the microscopic domain is converted on the fly to the macroscopic domain, which is straightforward to implement and had also been applied to the original reference [46] (where 3 different geometrical concepts were investigated to study the mixing capability of a microreactor). In the performed simulation, the velocity profile results indicate that the flow is fully developed (see Fig. 3.30). By inspecting Fig. 3.31, the velocity gradient appears to be constant after $x = 180 \text{ lu}$. The above points represent a minimal set of specifications that imply that the flow features and the device will remain as described, which could potentially affect the costs of a manufacturing process to make sure that these will always be met. By definition, in LBM, the complexity of boundary conditions might affect the execution time because of the data access pattern. This happens because the code is fitted to cope with the GPU’s operation; boundary conditions might not take into consideration the data structure layout, which is optimal for the core operation of GPU-LBM. In fact, the required access is in a domain of 3D coordinates, whereas the data structures of the LBM model are expressed in 19 distinct densities. So, the requested 3D information has to be translated into access patterns of sparsely located data in memory, which will certainly increase latency because of the sequential access. Hence, this is the only part when running a case where the user needs to carefully select the orientation of the geometry of interest in combination with the required boundary conditions, because a different orientation is expressed differently in the linear hardware memory.

The geometry of interest is a baffled microreactor, the seventh experiment from [45], as depicted in Fig. 3.25, and was selected because it demonstrates the recirculation of the flow downstream of the baffle plate. The dimensions of the lattice are 680 $\text{lu}$, 73 $\text{lu}$, 73 $\text{lu}$ (additional nodes are used for the wall) in the $x$, $y$ and $z$ directions, respectively. Following the geometrical parameterisation scheme of the baffle plate, depicted in Fig. 3.26 where the location and size of the outer holes are specified, the hole radius in the baffle ($r$) and spacing in the baffle ($s$) are specified to 7 and 24.5 $\text{lu}$, respectively. As described above, the flow speed is inferred from the $Re=100$. Although it takes slightly more effort to configure a case, this is going to be particularly useful in the next chapter, in the optimisation.
Figure 3.25: a) Perspective View of the Microreactor Model, b) Profile View of the Microreactor Model in Physical Units (not to scale) [45] and c) Profile View of the Microreactor Model in Lattice Units (not to scale) [46]
The effectiveness of the developed flow solver is demonstrated qualitatively, because of the lack of the experimental dataset from [45]. Certain flow features, which were interpreted from the experimental visualisation, are going to be depicted below by using the simulated results. First, a simple (side-by-side) comparison in flow pattern between the experimental measurements and the simulated dataset is shown in Fig. 3.27. In the slice ($x$-$z$) of data from the middle of the $y$-axis, an eddy is formed downstream of the baffle plate between the outer tube and the inner tube, because the velocity of the outer flow is greater, as was set up in the experiment. The top part of the figure is the vector field of the seventh experiment, whereas the bottom part is a visualisation technique that shows the streamlines of the flows, which is similar to the technique (i.e., micro-particle image velocimetry) used in the experiments to create the aforementioned vector field. Although the flows between simulation and experimental measurements are not identical, the flow patterns are similar. This discrepancy was expected, as the simulation attempts to approach the natural behaviour that was experimentally measured. The precision of the simulation could be enhanced by employing a different numerical scheme (e.g., [254]), but additional computational resources are required. Here, the attained precision and accuracy are adequate for prototyping purposes only.

The same feature is also shown in Figs. 3.28 and 3.29 in the form of a vector field. Downstream of the baffle plate (at $x=59$), the difference in flow speed between the outer holes and the middle of the baffle forms an eddy, which will
actually contribute to the mixing capability of the device. This can be observed in the areas between 80 \( lu \) and 90 \( lu \) in \( x \), or between 10 \( lu \) and 20 \( lu \) in \( y \). In Fig. 3.28 all the vectors are identical, so as to clearly present the eddies. However, in Fig. 3.29, the size of the vectors represents their actual magnitude, which is used to represent the intensity of the vector field in the outer holes.

Figure 3.27: The Flow Pattern between Experimental Measurements and Simulation are Qualitatively Compared
Two more features are presented in Figs. 3.30 and 3.31. First, in Fig. 3.30, by taking snapshots of the x component of the velocity before the baffle plate, after
the baffle plate and far from the baffle plate, it can be seen that the profiles of the x component of the velocity are very different. At a spatial index on the X-axis $(x)=40$ $lu$ the flow profile was expected, because it is part of the initial conditions of the flow. At $x=67$ $lu$, the flow speed is higher in the outer holes, because the constant flow rate (from the initial conditions) passes through a smaller cross-section. The decrease in flow speed in the inner hole is caused by the recirculation of the flow explained above, further analysed below. Far from the baffle plate, the flow has been fully developed and follows the theory of flow in pipes, where the velocity profile is parabolic. This is higher than the velocity at $x=40$, because of the aforementioned acceleration of flow in the outer holes.

Second, by using the x component of the velocity in a line in the middle of the microreactor (along a spatial index on the Y-axis $(y)=36$ $lu$), one can see in Fig. 3.31 that the velocity significantly drops before the baffle plate and will increase smoothly. Following the recirculation of flow, described above, the flow from the outer holes creates a secondary slower flow that counters the flow from the inner hole. This is obvious in Fig. 3.28, where between 40 $lu$ and 100 $lu$ in $x$, and along $y=36$ $lu$, the vectors seem to conflict with each other. However, because of the strong flow of the outer holes, flow starts to accelerate and after $x=140$ $lu$ the flow speed has exceeded the initial flow speed.

Figure 3.30: Velocity Profile of the Microreactor, perpendicular to the Flow
3.4. SUMMARY AND LINKING WITH NEXT CHAPTER

Simulating a single configuration via GPU-LBM takes on average 145 seconds, whereas the code of [46] that was used in [64] requires approximately 3,000 seconds. Hence, this is approximately 20 times faster. The most common metric to measure the computational efficiency of the code is *Mega Lattice Updates Per Second*, as follows:

\[
\text{Mega Lattice Updates Per Second} = \frac{L_X \cdot L_Y \cdot L_Z \cdot 1000}{\text{elapsed time}}
\]  

(3.16)

This version of GPU-LBM delivers slightly less than 25 Mega Lattice Updates Per Second. However, this figure is about an order or magnitude less than the performance gains reported in [118], where an inferior GPU was used. Although the shape of the computational domain (in terms of number of obstacles) affects the computational performance, there is still considerable room for improvement. More approaches to improve the computational efficiency are explained in subsection 5.5.3.2.

3.4 Summary and Linking with next Chapter

The contribution of this research, in terms of developed tools, follows:

1. A native MOO algorithm, called MOTS2, has been developed from scratch, based on [63, 198] with additional features (subsection 3.1.5). MOTS2 can
handle continuous variables and is intended for real-world applications with many (more than two) conflicting objectives. The selected data structures, algorithm and one extra strategy (called kick) have been discussed and analysed, which are the main competitive features compared to other optimisers.

2. MOTS2 has been verified on well-known test-functions and has been validated on an airfoil shape optimisation problem, so as to demonstrate its suitability for real-world problems.

3. Compared to a state-of-the-art optimiser, NSGAMO, MOTS2 can handle the multi-modality of the trade-off of ZDT4, whereas there is no evidence of NSGAMO in this particular test function. Nevertheless, MOTS2 demonstrated the worst performance on ZDT3, but NSGAMO successfully captured the target PF

4. MOTS2 has also been expanded to operate in parallel and integrated with external systems, so as to minimise elapsed time and increase the quality of solutions. By investigating the scalability on GPUs in a simple benchmark, it was found that the combination of hardware (GPU cores) configuration settings on a problem instance dictates which version of MOTS2 is more appropriate and where the user should expect a performance gain, based on the saturation of threads. When two benchmark functions were used for scalability studies on a specific GPU hardware, up to 7680 variables, a relatively stable zone of performance, in terms of time, was discovered.

5. The above demonstrate that MOTS2 can be used in larger problems that involve tens (or even hundreds) of variables and will be employed to optimise real-world cases in the next chapter. However, on the specific GPU hardware, the performance, in terms of time, considerably drops for more than 960 variables, which suggests an upper operational limit.

6. A new CFD flow solver that implements the LBM has been developed from scratch and deployed on CUDA, based on [64], so as to reduce the utilisation of computational resources and the overall wall-clock time to set up and simulate 3D flows in complicated geometrical devices. Compared to traditional tools and methods in CFD, it has great potential for the next generation of CFD studies as a robust method for engineering application.

7. The architecture, interfacing mechanisms and the configurations of LBM have been presented and explained, so as to enable other users to link this to their systems and processes.
8. The LBM package has been compared against the experimental data of a single case only, so as to prove that it can capture the target physics of complicated geometrical arrangements at small scale/size, for prototyping purposes. More comparisons against different cases would be required, in order to increase the confidence in the computational method. GPU-LBM was used as the underlying system to simulate the mixing capability of a microreactor, which will evaluate the objectives in the micro-mixing optimisation in section 4.2. Further verification of the results would be appropriate before drawing conclusions. This is expected to affect the progress of the optimisation search and the simulation results obtained by using GPU-LBM should be handled with caution.
Chapter 4

Applications

4.1 Aircraft Trajectory Optimisation

A number of performance criteria have been set by the European Union and other large-scale projects with respect to the environment, citizens and passengers. The most important aims suggest reducing emissions by decreasing fuel consumption, minimising noise and shortening flight time. Different aircraft models are used in the applications below, so as to demonstrate the possibilities of integrations. The ultimate goal is to help in shaping the future of aviation by assessing the trade-offs among, fuel burn, flight time and emissions.

Modelling the evaluation of a trajectory as a black box is suggested, because critical information is frequently not available and it is easy to expand and to modify the system or any sub-system transparently while being consistent all the time. The approach suggested in [144, 145] mainly affects the decision parameters that relate to the performance of an aircraft and a few other parameters that change, whereas this methodology only affects the trajectory.

Although real trajectories are in 3D, the trajectories studied here are in 2D, for demonstration purposes. In fact, the third dimension would be useful when considering turns and would require a different model, which was not available at the time of writing this document, but it will be investigated in future studies. Without loss of generality, the same method would be applied again.

4.1.1 Trajectory Optimisation of Climb Phase

4.1.1.1 Problem Description

The flight path of a medium-haul flight in the climbing phase is optimised. This is expected to scale up so as to cover a wide range of cases that will meet the future tactical and operational needs of air transport. Optimising the climb phase is very
important, in terms of \( \text{CO}_2 \) emissions fuel consumption \[255\]. In order to optimise the energy requirements clearly stated in \[256\], best practices suggest to follow the ATM procedures of Standard Instrument Departure and Standard Terminal Arrival Route, where possible \[255\]. Because fuel efficiency is related to duration, and vice-versa, it seems clear that saving fuel and shortening the duration (i.e., the maximum length of elapsed time) are conflicting objectives. Therefore, the objectives of the MOO problem are to minimise fuel consumption and elapsed time. More than 55% of the aircraft in European airspace are medium-haul aircraft \[157\]. It seems sensible to devise a methodology based on medium-haul aircraft because this will have the greatest environmental and economic impact.

Following the integration of MOTS2 into GATAC, this research is expected to demonstrate, via an application, the integration and the suitability of MOTS2 to address ATO cases. To the best of the author’s knowledge, it was the first time that MOTS2, as a local-search-based optimiser, is applied to ATO problems. Equally, it is also important to demonstrate the capability of MOTS2 to deliver sensible results. Moreover, in order to assess its effectiveness in this class of problems, NSGAMO, the default optimiser that GATAC comes with, is going to be employed, for comparison purposes. In an application of bio-fuel combustion optimisation, MOTS2 was an order of magnitude (approximately 12 times) faster in delivering competitive trade-offs compared to NSGAMO \[257\].

4.1.1.2 Methodology for the Climb Phase

This method requires a system that can simulate the trajectory of an aircraft, an optimisation algorithm and ATM constraints. The trajectory simulation software is a package that combines an Aircraft Performance Model (APM) and an Engine Performance Model (EPM) along with a flight path. Direct-search MOO algorithms are suggested, because of the number of principles involved and they can be interchanged for others with minimal effort. Regarding ATM constraints, additional information will be required for the flight procedures, such as Standard Instrument Departure and Standard Terminal Arrival Route.

A series of steps is proposed in order to perform ATO for the main phases of flight, for standard aircraft models, subject to a set of constraints, either in 2D or 3D.

1. Define trajectory and specify the number of segments.
2. Specify aircraft attributes that are required by APM.
3. Specify engine attributes that are required by EPM.
4. Define a stand-alone system that combines the above two models and a trajectory, which is specified as a multitude of points, and calculates the
elapsed time and fuel consumption, which are the cost functions for this problem.

5. Specify all the settings of the system as a single unit. This will be the black box that will evaluate the provided trajectory.

6. Formulate the optimisation problem, where ATM constraints should be considered; these will indicate speed and altitude bounds, if any.

7. Specify the configuration settings for the optimiser(s).

8. Execute the whole system either pro-actively (i.e., while monitoring the progress of the optimisation process) or as a stand-alone application.

9. Discuss the results of the optimisation process by revealing the interplay between objectives, other optimiser information and flight paths.

10. Assess the shape and performance of the revealed PF by using a compromise design and by using quality indicators.

11. Assess the contribution of each decision variable to the optimal trade-off.

12. Identify the mapping trend of decision variables to the objectives.

The specific instance of the methodology is depicted in Fig. 4.1.
Figure 4.1: Methodology to Compare MOTS2 against NSGAMO for ATO in the Climb Phase

The trajectory consists of two types of parameters: control and state parameters. Here, it is modelled as a sequence of 2D points, as shown in Fig. 4.2, where \( \gamma \) denotes the Flight Path Angle (FPA) of the flight, \( V \) is the velocity magnitude, \( Z \) represents the altitude and \( R \) denotes the range. Hence, any point is a combination of these 4 components and many points form a trajectory. This is the absolute minimum of information to form a trajectory in 2D space. By following the modelling mechanism, as provided by GATAC, the state variables (such as aircraft weight, range number of segments) are pre-defined by the user and the control variables (altitude and airspeed) at each point are systematically handled by the optimiser, which is external to the evaluation system. The trajectory is modelled as a multitude of straight line segments, where each segment is defined by 2 points. At each point, the altitude (ALT) and speed (SPD) of the aircraft are specified. The ground projection of the segment is called range. Obviously, the flight path is a combination of straight line segments. An assembly of all the points of the flight path forms the decision vector.
A brief description of the black box system that evaluates a trajectory follows. The APM and EPM from GATA C are going to evaluate each segment, by calculating the flight time and fuel consumption, which are the two objectives. In the following figures, they are represented as TIME, FUEL, respectively. APM and EPM are linked together through a simple file exchanging scheme and are applied to every segment, where parts of the objectives are calculated. Thereafter, the performance of a complete trajectory is iteratively calculated and the corresponding indices are aggregated for the whole phase. At the end of the simulation of a single segment, the APM calculates the exiting FPA and the EPM computes the mass of the consumed fuel. Thereafter, these values will be used as input for the simulation of the following segment; the exiting FPA of the previous phase will be the entering FPA of the current segment, and the mass of the fuel consumed in the previous segment will be subtracted from the overall aircraft mass of the current segment. Obviously, the overall flight time and fuel consumed for a particular flight path are going to be the sum of these values for each segment. The above procedure will be called the evaluation of the trajectory, or simply evaluation. A trajectory evaluation can take up to 2 minutes, which is prohibitive for real-time optimisation for this type of application, but it is satisfactory for a proof-of-concept application. An example of this process is shown in Fig. 4.3. It will be repeated several times under different ALT and SPD values in order to obtain the optimum behaviour.

Here, the 4-segment trajectory is parametrised by setting 6 variables: 3 for the altitude (ALT1, ALT2, ALT3) and 3 for the speed (SPD1, SPD2, SPD3), where the end points are fixed. The range of altitude and speed depend on the combination of operational limitations, the aircraft’s structural limitations and
ATM constraints, where the latter are usually stricter. The range of each segment is constant and predefined. During each segment, the speed remains constant at the originally set value. This method considers only altitude and speed variables.

![Diagram of Optimisation Process on an Instance of a 3-Segment Flight](image)

Figure 4.3: Outline of Optimisation Process on an Instance of a 3-Segment Flight

4.1.1.3 Preparing the Multi-Objective Aircraft Trajectory Optimisation Process for Climb

The configuration settings for the APM and a system level description follow below. The simulated aircraft belongs to the category of medium-haul, A320 family, and carries 2 gas-turbine engines, which are further described below. The input is a
pair of points for a certain segment. The flight time and propulsion requirements are computed by the APM at the end-points of a segment. The FPA is derived from ground range and altitude intervals of a single trajectory segment. A standard mid-sized, single-aisle aircraft with two turbofan engines is modelled, where the maximum take-off weight is about 72,000 kg and the seating capacity is set to approximately 150 passengers. Based on the aircraft performance characteristics (size, lift, etc.), the APM used in this study (provided by Cranfield University and the University of Malta [258]) calculates the required thrust throughout the target segment and the respective elapsed time. Therefore, the calculated objective is the elapsed time.

The configuration settings for the EPM follow below. The input is the duration of the flight segment, elapsed time, the required thrust settings and current aircraft weight from the APM above. Then, the EPM (provided by Cranfield University [259]) is invoked to calculate the fuel consumption of the engine over the same flight period. The used engines are typical two-spool, high bypass turbofan air-engines with separate exhaust, model CFM56-5B4. Therefore, the calculated objective is fuel consumption.

The aircraft is subject to a number of constraints regarding its structural limitations (e.g., maximum travel speed, expressed in Calibrated Airspeed (CAS) \(^1\) and Mach), operational (e.g., the maximum angle of attack) limitations and ATM restrictions (e.g., flight within certain altitude margins). All these are constraints that affect the range of variability of the components of the decision vector. In addition, hard constraints are imposed by the APM and EPM whenever the design vector produces irregular trajectories in terms of unrealistic FPA, thrust requirements, etc.

The flight envelope of the climb phase is presented in Table 4.1 and reflects the range of variability in the optimisation problem. Furthermore, for the climbing phase, a continuous ascending altitude must be used. The lower and upper bounds for both altitude and speed delimit decision space, wherein the optimiser should locate the best trajectories based on the objective values.

The communication time among the participating modules is an important factor, too. The interface between the optimisers and the trajectory simulation is handled by GATAC, as depicted in Fig. 4.3. Part of the evaluation time is spent in exchanging files among the modules, which will be improved by employing direct communication methods. The black box communication is achieved by using special dictionaries of extensible mark-up language and via directly exchanging files.

---

\(^1\)is indicated airspeed after correction for instrument error(s), position error(s) and installation error(s)
<table>
<thead>
<tr>
<th>node</th>
<th>Range [m]</th>
<th>Altitude [m]</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1,500</td>
<td>1,500</td>
</tr>
<tr>
<td>1</td>
<td>40,000</td>
<td>3,000</td>
<td>5,500</td>
</tr>
<tr>
<td>2</td>
<td>80,000</td>
<td>3,500</td>
<td>6,000</td>
</tr>
<tr>
<td>3</td>
<td>120,000</td>
<td>5,500</td>
<td>6,000</td>
</tr>
<tr>
<td>4</td>
<td>160,000</td>
<td>6,000</td>
<td>6,000</td>
</tr>
</tbody>
</table>

4.1.1.4 Optimisation Algorithms

In this work, two native MOO algorithms will be used in the same case and their performance will be analysed and assessed. Handling all of the objective functions at the same time without using any other kind of transformation is of paramount importance since this can deliver an unbiased trade-off [183]. The first optimiser is NSGAMO, described in subsection 2.6 (page 22), a variant of NSGA-II and the second is MOTS2, described in section 3.1. Both optimisers can operate on constrained and unconstrained problems, and they will run for 20,000 objective function evaluations. The configuration settings (Table 4.2) were chosen based on the author’s experience, so as to explore decision spaces sufficiently and to generate feasible trajectories. For comparison purposes, 20,000 evaluations are specified (the initialisation factor of NSGAMO actually samples the decision space before operating as a genetic algorithm), which is anticipated to be long enough to reveal any discrepancies in the final results. These settings are not unique and are specified to be as neutral as possible, so as to allow the optimisers to explore and exploit decision space. The configuration settings used are listed in Table 4.2.
### Table 4.2: Optimisation Configuration Settings for Aircraft Trajectory

(a) MOTS2

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call diversification move after # non-improvements</td>
<td>15</td>
</tr>
<tr>
<td>Call intensification move after # non-improvements</td>
<td>10</td>
</tr>
<tr>
<td>Reduce the search step size after # non-improvements</td>
<td>30</td>
</tr>
<tr>
<td>Initial step sizes (as % of variable range)</td>
<td>{0.3,0.3,0.3,0.1,0.1,0.1}</td>
</tr>
<tr>
<td>Step sizes are multiplied by this factor at restart</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of points randomly sampled</td>
<td>6</td>
</tr>
<tr>
<td># of variables</td>
<td>6</td>
</tr>
<tr>
<td># of objectives</td>
<td>2</td>
</tr>
<tr>
<td># of objective function evaluations</td>
<td>20,000</td>
</tr>
<tr>
<td>Divide search space into # regions</td>
<td>4</td>
</tr>
<tr>
<td>Size of Tabu Memory</td>
<td>15</td>
</tr>
</tbody>
</table>

(b) NSGAMO

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>% for creep mutate with decay</td>
<td>0.01</td>
</tr>
<tr>
<td>% for dynamic vector mutate</td>
<td>1.01</td>
</tr>
<tr>
<td>% covered dynamic vector mutate</td>
<td>0.75</td>
</tr>
<tr>
<td>% covered for vector mutate</td>
<td>1</td>
</tr>
<tr>
<td>% covered for element mutate</td>
<td>0.6</td>
</tr>
<tr>
<td>Convergence fitness tolerance</td>
<td>1.0E-6</td>
</tr>
<tr>
<td>Inflationary scheme population limit</td>
<td>3</td>
</tr>
<tr>
<td>Inflationary scheme starting point</td>
<td>1.6</td>
</tr>
<tr>
<td>Initialisation factor</td>
<td>50</td>
</tr>
<tr>
<td>Maximum generations</td>
<td>150</td>
</tr>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>Element mutation probability</td>
<td>0.05</td>
</tr>
<tr>
<td>Creep mutate probability</td>
<td>0.1</td>
</tr>
<tr>
<td>SBX distribution coefficient</td>
<td>1.0</td>
</tr>
<tr>
<td>Selection pressure</td>
<td>2.0</td>
</tr>
</tbody>
</table>
4.1.1.5 Optimising Climb - Results and Discussion

Both optimisers ran for 20,000 evaluations under their individual settings listed in Table 4.2 and the finally discovered PF is shown in Fig. 4.4. Among the discovered solutions one representative decision vector from each trade-off is selected approximately from the middle of the plane and the corresponding trajectory, also known as the compromise design, is visualised. The solutions in the PF revealed by NSGAMO spread almost uniformly over objective space, whereas the ones discovered by MOTS2 lie in two narrower regions, but their population is larger. Hence, depending on the requirements of the application, it is impossible to choose one optimiser from the other. In general, NSGAMO delivered a large range of designs, which informs the user about the performance of the aircraft in many different scenarios. In contrast, the designs revealed by MOTS2 are denser and very close to each other. So, on different settings of altitude and speed, there are trajectories that demonstrate very similar performance in terms of fuel burn and flight time.

Figure 4.4: Comparing the Trade-Offs and the Compromise Designs

Despite the difference in the shape of PF, the trajectory of the compromise design generated by MOTS2 is slightly lower in altitude and quicker than NSGAMO’s, but the difference in objective values is negligible, as shown in Fig. 4.5. Hence, the compromise design behaves equally well in both cases. It is obvious that the gap between the extreme designs for NSGAMO is larger. This is expected since the variation of the variables is wider and the extrema are quite distant.

A common practice in order to assess the performance of optimisers is to compare the quality of the two extreme solutions against the previously selected compromise point from the PF. Studying the difference from the compromise design to the other two gives deeper insight into the optimisation problems. The target is to compare the different designs and understand the factors that increase/decrease performance. All these solutions are depicted in Fig. 4.5. First, both optimisers
discovered similar trends. As expected, NSGAMO’s flight envelope is wider, because it has discovered a wider trade-off. Both optimisers suggest that the aircraft should climb as quickly as possible to reach the top of climb of the permitted range. Thereafter, the aircraft should maintain level flight. In both cases, the top of climb should be reached at half of the specified range. The speed profiles can be divided into three zones: first, the aircraft increases speed for the first segment. Second, during the second and third segments, the speed is relatively constant, where NSGAMO’s profile presents smaller changes in speed compared to MOTS2, which slows down at the third point. For the last zone, which is also the last segment of the flight, the aircraft accelerates to reach the end speed of 0.8 Mach before entering the cruise phase, as defined in the problem description in Table 4.1.

Following the previous analysis, there is a pattern in the solutions of Fig. 4.5 when moving from the fastest trajectory to the most environmentally-friendly. More specifically, in the minimum-fuel trajectory the aircraft climbs relatively slower and, in terms of altitude, the transition from the first segment to the second seems very smooth and the speed is as low as possible. Conversely, then the aim is to minimise the flight time, the aircraft tries to achieve the top of climb as fast as possible at a faster speed than the minimum-fuel trajectory.
The significance of decision variables from the PF will be assessed by using Principal Component Analysis (PCA) [260]. This method can detect which components of the decision vector are the most energetic by calculating the variance of each parameter in the dataset. Effectively, the contribution of each decision variable to the discovered optimal trade-off is quantified. The higher the variance of a decision variable is, the more important that is to the set. Conversely, a smaller variance means that the set is less sensitive to that decision variable. In the context of optimisation, this means that any change to the decision variables with high variance will result in a considerable change in the objectives. Furthermore, decision variables with low contribution could be neglected from the set to reduce the problem complexity. The numeric PCA scores for each decision variable are listed in Table 4.3. These scores are mainly responsible for the current instance of the trade-off. If the PF changes, then the values should be recalculated. Therefore, ALT1 contains by far the highest percentage of variance for both cases, and it is considered the most significant parameter. Hence, the optimisation process should
mainly focus the search based on this parameter. This has a double implication: either the search step could be very fine for the specific parameter or the optimisation could be performed again with fewer variables, which would suppress the dimensionality and would speed up the process. Because the number of iterations is very large, setting ALT1 as the most important variable seems to be a sensible choice, but this is not guaranteed to be true until the whole search space is explored. Here, the user is informed about the importance of the discovered decision vectors that belong to the PF.

Table 4.3: Principal Component Analysis of the Decision Variables that Belong to the Optimal Trade-Off

<table>
<thead>
<tr>
<th></th>
<th>ALT1</th>
<th>ALT2</th>
<th>ALT3</th>
<th>ALT4</th>
<th>ALT5</th>
<th>ALT6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGAMO</td>
<td>0.9316</td>
<td>0.0658</td>
<td>0.0024</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MOTS2</td>
<td>0.8958</td>
<td>0.1011</td>
<td>0.0028</td>
<td>0.0003</td>
<td>0.0001</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The hypervolume indicator [217] is employed to assess the performance of the discovered trade-off. The numerical values in Table 4.4 are used to quantitatively compare the performance of the PF. As for the reference point, the combination of the worst objectives was used, which is common for both trade-offs. More specifically, the richness and the span of the PF are combined in one metric: the higher the value is, the better the trade-off should be. According to hypervolume, NSGAMO achieved a higher value against MOTS2. First, by definition, the indicator favours the trade-off that spreads over decision space. Second, NSGAMO, as a genetic algorithm in combination with the configuration settings and the sampling feature, performed a global-search-based optimisation that has searched the entire decision space, before narrowing down to promising/goood locations in terms of objective function fitness. Contrary, MOTS2’s local-search-based behaviour along with the optimisation settings focused on specific areas, which resulted in a larger number of discovered points in a relatively smaller area. Therefore, the user is informed about the overall performance of the revealed PF. Combining the information from Tables 4.3 and 4.4, on one hand, NSGAMO discovered a better PF and identified ALT1 as the most important design variables. On the other hand, relative to NSGAMO the performance of MOTS2 with respect to hypervolume was lower, the importance of ALT1 and ALT2 was slightly lower and higher, respectively.

The pairwise relationship between each variable against each objective for each optimiser is depicted in Fig. 4.6. The situation for NSGAMO is straightforward. Whenever the altitude increases, the fuel consumption is reduced, and the elapsed time is longer and vice versa, not in a linear way. The same statement is also true for speed but with a smoother response. It is noteworthy that since ALT1 was identified as the most significant variable, for less than 1200 kg of consumed
Table 4.4: Hypervolume Indicator

<table>
<thead>
<tr>
<th>Hypervolume Indicator</th>
<th>Reference Point: {1253.8, 858}</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGAMO</td>
<td>15109.666</td>
</tr>
<tr>
<td>MOTS2</td>
<td>12579.178</td>
</tr>
</tbody>
</table>

Fuel the second and third altitude parameters are almost constant. Similarly, if the elapsed time is longer than 750 s the same components remain constant. Interpreting the results from MOTS2 is less intuitive. Although the PF is denser, the mapping of the decision space to objective space presents two separate zones of performance. Again, as ALT1 increases the fuel consumption drops and the elapsed time increases. Then, as speed increases, more fuel is consumed and the flight is shorter. However, trends appear smoother. This is partly true because the trade-off is not as wide as with NSGAMO. Hence, the reduced distance between the extrema explains this behaviour. In both cases, the response of speed parameters against fuel consumption seems to follow a linear pattern. The fact that many points for ALT2 and ALT3 live at the end of the permitted range suggests that it will be sensible in the future either to perform the same study with increased upper bounds or to deploy a second study to focus on these highly visited regions of decision space. In most of the instances, speed seems to vary in harmony with fuel consumption. In any case, both optimisers revealed similar trends, where NSGAMO results are clearer to interpret.

The revealed PFs are further investigated by using the Parallel Coordinates Projection [261], which is illustrated in Fig. 4.7. It is confirmed again that the trade-off of NSGAMO is wider and equally spaced, whereas MOTS2 discovered two rich and different zones of performance. Based on the fuel axis, the domain is clustered in high and low consumption regions. Moreover, the user is informed about which regions each optimiser explored.
Figure 4.6: Design Variables to Objective Functions Relationships
Figure 4.7: Mapping of Decision Space to Objective Space of the PF in Parallel Coordinates Projection
Parallel Coordinates could interpret the behaviour of the optimal profiles. Initially, for NSGAMO, the population (which is 36% of the whole set) of trajectories that belongs to the upper-half of fuel consumption corresponds to a very thin range for elapsed time. This means that increasing the fuel consumption does not equally improve the elapsed time. Besides the ALT3 axis, the majority of designs do not mix and thus the flight performance could be easily separated. NSGAMO discovered designs at a larger fraction of the axes, which also justifies the span of the PF.

Two distinct zones of performance were recognised by MOTS2 with complicated interactions between the variables. In terms of the range of objectives, Tabu-Search is more balanced. The local-search scheme also affects the mixed shape of the Parallel Coordinates plot, where the concentration of coordinates is more intense from certain regions of the axes.

In general, the ratio of the number of trajectories with high fuel efficiency over the number of trajectories with low fuel efficiency for NSGAMO is 64/36 whereas the same ratio for MOTS2 is 112/217. Although the designs seem scrambled, the classification of fuel consumption can be directly resolved by ALT1. In addition, both cases revealed that fuel-efficient trajectories (i.e., the lower half of the fuel consumption axis) present very small variation in ALT2 and ALT3. Also, a similar pattern between ALT1 and ALT2 axis is presented.

4.1.1.6 Identified Issues

Regarding the ATO methodology, the performance quantities of the flight should be mapped with the quantities from optimisation problems. First, the flight performance metrics represent the objective of the problem. In fact, each objective is generated by a separate principle. A number of subsystems, one for each principle, are required to provide accurate metrics. Here, the behaviour of the aircraft and its engines is resolved by the APM and the EPM on a trajectory that consists of a series of points. All these are linked into a black box system which is then linked with an optimisation algorithm to study the trade-off of the objectives and to reveal the speed profile and the altitude profile of environmentally friendly trajectories. The trajectory shape should be flexible enough and should generate sensible/flyable flight paths. Any optimisation algorithm that combines both global and local search can traverse into the highly complicated decision spaces. Ideally, the ability of the whole system to operate in parallel and on a large number of dimensions will prove it useful for real-world applications.

This work demonstrated that the newly developed MOTS2 was successfully integrated into GATAC and is suitable for ATO. When compared against NSGAMO in a 4-segment climb of a commercial passenger aircraft of the medium-haul family, different zones of performance were highlighted, all of which suggests further
exploring this case in higher dimensions. In terms of the hypervolume indicator, NSGAMO was more superior and identified a wider trade-off that is clear to interpret. Contrary, MOTS2's revealed PF, whose designs are more focused within a short range and provide many more alternatives. Compromise and extreme designs were discovered and discussed, by using both optimisers. It was found that the first variable (ALT1) is by far the most significant parameter for 4-segment climb trajectory and severely affects the performance of the flight. The findings are in agreement with flight physics and provide additional insight into the control parameters and the objective values.

4.1.2 Trajectory Optimisation of Climb, Cruise and Descent

4.1.2.1 Problem Description

Following the previous case, climb, cruise and descent were selected for optimisation for their impact on the environment. As discussed above, although climb and descent are the most energy consuming and cruise is the longest flight phase, achieving an optimum cruise level is also very important [255]. They are combined together to demonstrate the capability of the methodology to handle more complicated cases. For the purposes of demonstrating the flexibility of the introduced methodology to operate stand-alone, GATAC will not be used. A different combination of models will be used to evaluate the objectives on a different type of aircraft.

In this section, the trade-off of the performance characteristics of a commercial aircraft for a 3-phase trajectory on a typical 200 nautical miles mission is investigated. The goal is to minimise fuel consumption, flight elapsed time and pollutants' emissions, which are conflicting by nature and closer to a real-world study, by changing the shape of the flight path. The aircraft, the engine and their respective settings will be unaltered. These values are obtained by using a combination of well-established models and by using the same methodology, as described in the previous subsection. The optimal trade-off surface is derived by employing MOTS2. Since only MOTS2 is used, all the constraint handling is hard coded in the Evaluation Manager of the optimiser. In this application, the Evaluation Manager of MOTS2 is used, so as to link all the modules together by exchanging external files. Following the black-box approach, a single wrapper was created that is called by MOTS2, when a trajectory needs to be evaluated. To the best of the author's knowledge, this is the first time a study that involves three conflicting objectives is carried out. The results provide deeper insight into understanding how the trajectory profile affects the interplay among the objectives and how this knowledge should affect the future of aviation.
4.1.2.2 Methodology for the 3-Phase Trajectory

In this approach, each objective comes from a different model, which is considered as a black box. This has two advantages; it permits different models of various fidelity to be altered interchangeably without interrupting the others, and different optimisers can be applied to combinations of models. The developed framework orchestrates the information exchange by capturing and processing data before the execution of each model and finally feeding information back to the optimiser. The process starts from HERMES (the APM in this case), then feeds information to TURBOMATCH (the EPM) and finally comes to P3T3 (the emission prediction model), in this order, as described below. This is repeated whenever the optimiser requires the evaluation of a given set of parameters.

The 3-phase trajectory of a single aircraft, without diversion, is resolved at once. All three flight phases are calculated one after the other. The take-off, early climb, approach and landing phases are not considered for the optimisation. They are very specific and subject to a number of conditions and parameters that cannot be modelled and/or controlled, such as weather, and also depend on the pilot’s judgement. Also, the aircraft congestion will not affect the results at the current stage.

Due to noise restrictions, the speed of the aircraft near the airport area should be preserved under a certain threshold. In fact, this type of constraint affects the range of variability of the parameters. For the climb phase this is 250 knots calibrated airspeed and for the descent phase the upper limit is initially 250 knots calibrated airspeed and then drops to 220 and 160 knots calibrated airspeed. Of course, the lower bound of variability is the minimum value under which the aircraft cannot fly. In the cases where it is not possible to precisely achieve the requested flight speed, small safety margins have been added, which slightly widens the range of variability for the respective parameters. These constraints were extracted from official Standard Instrument Departure and Standard Terminal Arrival Route diagrams from the source and destination airport.

The ATM constraints are imposed to increase/secure minimum separation among aircraft. By problem definition, during the cruise phase level flight is performed. Speed values during the descent phase should be continuously decreasing. In addition, following ATC regulations, there are two main restrictions for the cruise phase. First, an aircraft can fly within a zone of 1,000 ft. However, if it needs to move to another zone, this should be (multiples of) 2,000 ft either higher or lower than the current one. Hence, all of the proposed trajectories can be considered as flyable.

The decision space is composed of 44 parameters, which is a combination of the trajectory altitude and speed values at various points. The 3 objectives to be minimised are total block time (in minutes), total block fuel (in kg of burnt fuel)
and NOx (in kg of the emitted pollutant), each calculated by a different model. In the following figures, they are represented as TIME, FUEL and NOx, respectively.

The trajectory is decomposed into a number of segments, listed in Table 4.5. Originally, HERMES models aircraft performance by receiving a wide number of parameters such as aircraft specifications (e.g., geometry), engine specifications, aircraft taxiing specifications and flight path details. Here, only the parameters that describe the flight path are modified, because the focus is on generating alternative flight paths by using existing configurations of aircraft. Only the three basic flight phases will be considered, since they represent more than 90% of flight duration. The specification of the flight envelope is slightly different from Table 4.1, presented above, as the structure of input files for HERMES is different from APM, so as to provide a flyable trajectory. More specifically, 18 segments for the climb phase and 10 segments for the descent phase are defined. A long cruise phase is used, where only a single pair of speed and altitude values is specified. The overall range of the flight is specified (and fixed) but the individual ranges of segments are automatically resolved by HERMES. When the aircraft reaches the top of climb, it continues on the cruise phase until it reaches the top of descent. The duration of climb is an assembly of multiple fixed-time-length segments. The descent phase performs a continuous descent approach for the altitude values, which is the most optimal arrival way for aircraft to approach the runway. For this phase, the altitude is automatically resolved and only speed values vary. Although this modeling approach is different because of the combination of software packages that resolve the flight physics, fewer variables are involved, which simplifies the problem.
Table 4.5: Flight Envelope for 3-phase ATO and Mapping to Optimisation Problem Variables

<table>
<thead>
<tr>
<th>Phase/Node</th>
<th>Min Altitude [m]</th>
<th>Max Altitude [m]</th>
<th>Min Speed [m/s CAS]</th>
<th>Max Speed [m/s CAS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climb fixed node</td>
<td>475</td>
<td>475</td>
<td>250 m/s CAS</td>
<td>250 m/s CAS</td>
</tr>
<tr>
<td>Climb node 0</td>
<td>475</td>
<td>1500</td>
<td>auto-specified</td>
<td>auto-specified</td>
</tr>
<tr>
<td>Climb node 1</td>
<td>1000</td>
<td>2500</td>
<td>(variable 1)</td>
<td>(variable 1)</td>
</tr>
<tr>
<td>Climb node 2</td>
<td>2000</td>
<td>3048</td>
<td>250 m/s CAS</td>
<td>350 m/s CAS</td>
</tr>
<tr>
<td>Climb node 3</td>
<td>3048</td>
<td>12000</td>
<td>(variable 2)</td>
<td>(variable 2)</td>
</tr>
<tr>
<td>Climb fixed node</td>
<td>3048</td>
<td>3048</td>
<td>250 m/s CAS</td>
<td>250 m/s CAS</td>
</tr>
<tr>
<td>Climb node 4</td>
<td>3048</td>
<td>12000</td>
<td>(variable 3)</td>
<td>(variable 3)</td>
</tr>
<tr>
<td>Climb node 5</td>
<td>3048</td>
<td>12000</td>
<td>(variable 4)</td>
<td>(variable 4)</td>
</tr>
<tr>
<td>Climb node 6</td>
<td>3048</td>
<td>12000</td>
<td>(variable 5)</td>
<td>(variable 5)</td>
</tr>
<tr>
<td>Climb node 7</td>
<td>3048</td>
<td>12000</td>
<td>(variable 6)</td>
<td>(variable 6)</td>
</tr>
<tr>
<td>Climb node 8</td>
<td>3048</td>
<td>12000</td>
<td>(variable 7)</td>
<td>(variable 7)</td>
</tr>
<tr>
<td>Climb node 9</td>
<td>3048</td>
<td>12000</td>
<td>(variable 8)</td>
<td>(variable 8)</td>
</tr>
<tr>
<td>Climb node 10</td>
<td>3048</td>
<td>12000</td>
<td>(variable 9)</td>
<td>(variable 9)</td>
</tr>
<tr>
<td>Climb node 11</td>
<td>3048</td>
<td>12000</td>
<td>(variable 10)</td>
<td>(variable 10)</td>
</tr>
<tr>
<td>Climb node 12</td>
<td>3048</td>
<td>12000</td>
<td>(variable 11)</td>
<td>(variable 11)</td>
</tr>
<tr>
<td>Climb node 13</td>
<td>3048</td>
<td>12000</td>
<td>(variable 12)</td>
<td>(variable 12)</td>
</tr>
<tr>
<td>Climb node 14</td>
<td>3048</td>
<td>12000</td>
<td>(variable 13)</td>
<td>(variable 13)</td>
</tr>
<tr>
<td>Climb node 15</td>
<td>3048</td>
<td>12000</td>
<td>(variable 14)</td>
<td>(variable 14)</td>
</tr>
<tr>
<td>Climb node 16</td>
<td>3048</td>
<td>12000</td>
<td>(variable 15)</td>
<td>(variable 15)</td>
</tr>
<tr>
<td>Cruise</td>
<td>12000</td>
<td>12800</td>
<td>0.8125 Mach</td>
<td>0.875 Mach</td>
</tr>
<tr>
<td>Descent node 0</td>
<td>auto-specified</td>
<td>150 knots</td>
<td>auto-specified</td>
<td>250 knots</td>
</tr>
<tr>
<td>Descent node 1</td>
<td>auto-specified</td>
<td>150 knots</td>
<td>auto-specified</td>
<td>250 knots</td>
</tr>
<tr>
<td>Descent node 2</td>
<td>auto-specified</td>
<td>150 knots</td>
<td>auto-specified</td>
<td>250 knots</td>
</tr>
</tbody>
</table>

Continued on next page
### Table 4.5 – continued from previous page

<table>
<thead>
<tr>
<th>Phase/Node</th>
<th>Altitude [m]</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Descent node 3</td>
<td>auto-specified</td>
<td>150 knots 250 knots (variable 38)</td>
</tr>
<tr>
<td>Descent node 4</td>
<td>auto-specified</td>
<td>150 knots 250 knots (variable 39)</td>
</tr>
<tr>
<td>Descent node 5</td>
<td>auto-specified</td>
<td>150 knots 250 knots (variable 40)</td>
</tr>
<tr>
<td>Descent node 6</td>
<td>auto-specified</td>
<td>150 knots 250 knots (variable 41)</td>
</tr>
<tr>
<td>Descent node 7</td>
<td>auto-specified</td>
<td>135 knots 145 knots (variable 42)</td>
</tr>
<tr>
<td>Descent node 8</td>
<td>auto-specified</td>
<td>135 knots 145 knots (variable 43)</td>
</tr>
<tr>
<td>Descent node 9</td>
<td>auto-specified</td>
<td>135 knots 145 knots (variable 44)</td>
</tr>
</tbody>
</table>
4.1. AIRCRAFT TRAJECTORY OPTIMISATION

The suggested methodology steps follow:

1. Define trajectory and specify the number of segments for climb and descent.
2. Specify aircraft attributes that are required by APM.
3. Specify engine attributes that are required by EPM.
4. Specify engine attributes that are required by the emission prediction model.
5. Define the Evaluation Manager of MOTS2 that combines the above three models and a trajectory, which is specified in an external file (which should be generated by MOTS2), and calculate the elapsed time, fuel consumption and emissions, which are the cost functions for this problem.
6. Specify all the settings of the system as a single unit. This will be the black box that will evaluate the provided trajectory.
7. Formulate the optimisation problem, where ATM constraints should be considered; these will indicate speed and altitude bounds, if any.
8. Specify the configuration settings for the optimiser(s).
9. Execute the whole system either pro-actively (i.e., while monitoring the progress of the optimisation process) or as a stand-alone application.
10. Discuss the results of the optimisation process by revealing the interplay between objectives, other optimiser information and flight paths.
11. Since 3 objectives are involved, the parallel coordinates projection will be used to analyse the interplay among the objectives.
12. Assess the contribution of each decision variable to the optimal trade-off.
13. The trajectories will be visualised and information from the flight path will be extracted.
14. The discussion will focus on the variables that correspond to the most extreme objectives.
15. In order to demonstrate the merits of the optimisation process, for each objective, the parameters that correspond to each minimum objective will be compared. This serves in understanding how the shape of the trajectory alters depending on which performance criterion is considered as the most important.
The specific instance of the methodology is depicted in Fig. 4.8.

4.1.2.3 Preparing the Multi-Objective Optimisation Process of the 3-phase ATO

The simulated aircraft is a Boeing 737-800 with Engine CFM56-7B27 and flies from Heathrow (London) to Schiphol (Amsterdam). This is a very frequent flight, carried out daily by the KLM airline with the same aircraft. Although the combination of aircraft, engine and city-pair is very specific, the results can provide a trend for short-haul flights and the methodology can equally be applied to other combinations, too. The airports of London and Amsterdam were chosen not only because they are very strategic airports for serving all the range of flights, but also the city pair is one of the most frequently operated. So, they serve as good demonstrators of the proposed methodology. The results not only can affect the shape of the trajectory and cost indices assigned to trajectories, but also, can result in a change of the current trajectories. The distance between the two airports is 427.65 km and, on average, the phases of climb, cruise and descent are estimated to be 60.5 km, 294.9 km and 72.25 km, respectively.
The ground distance of the visualised altitude and speed profiles, see Fig. 4.16 and 4.17, are automatically resolved by HERMES according to the flight speed. So, the user (and to some extent the optimiser) cannot directly specify it. The main reason is that HERMES always delivers a flyable trajectory, as opposed to other approaches, where a point mass model is used and the user needs to specify this information, too. Hence, the overall range slightly differs for each trajectory. Compared to the other aircraft performance models, HERMES is more appropriate, as it provides the means to reduce the complexity of specifying each point of a trajectory.

For the purpose of this study, the simulated engine was developed using the Cranfield University in-house engine performance code TURBOMATCH [262,263]. The engine under consideration in this study is based upon a CFM56 type engine, which is modelled as shown in Fig. 4.9 and is currently used to power the Boeing 737-800 aircraft. The baseline engine is a two-spool turbofan with a booster stage including a high bypass ratio, separate exhausts, customer bleeds and cooling bleed off-takes. A summary of the main parameters for the baseline specification is given in Table 4.6.

![Figure 4.9: Engine Model Schematic](image)
### Table 4.6: Engine Design Specification

<table>
<thead>
<tr>
<th>Engine Parameter Model</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine design point altitude (m)</td>
<td>10668</td>
</tr>
<tr>
<td>Design flight Mach no</td>
<td>0.8</td>
</tr>
<tr>
<td>Top of climb thrust (N)</td>
<td>26600</td>
</tr>
<tr>
<td>Top of climb specific fuel consumption (mg/N s)</td>
<td>16.18</td>
</tr>
<tr>
<td>Top of climb turbine entry temperature (K)</td>
<td>1560</td>
</tr>
<tr>
<td>Top of climb mass flow (kg/s)</td>
<td>145</td>
</tr>
<tr>
<td>Take-off thrust (N)</td>
<td>121400</td>
</tr>
<tr>
<td>Take-off fuel flow (kg/s)</td>
<td>1.09</td>
</tr>
<tr>
<td>Take-off turbine entry temperature (K)</td>
<td>1660</td>
</tr>
<tr>
<td>Take-off bypass ratio</td>
<td>5.1</td>
</tr>
<tr>
<td>Fan pressure Ratio</td>
<td>1.8</td>
</tr>
<tr>
<td>Booster pressure ratio</td>
<td>1.85</td>
</tr>
<tr>
<td>High-pressure compressor pressure ratio</td>
<td>1.85</td>
</tr>
<tr>
<td>Overall pressure ratio</td>
<td>32.8</td>
</tr>
<tr>
<td>Isentropic compressor efficiencies</td>
<td>0.85</td>
</tr>
<tr>
<td>Isentropic turbine efficiencies</td>
<td>0.91</td>
</tr>
<tr>
<td>Combustor efficiency</td>
<td>0.99</td>
</tr>
</tbody>
</table>

The design point of the engine model was selected at top of climb, i.e., altitude: 10668 m, Mach number 0.8, and the pressure recovery of 0.99 under International Standard Atmospheric conditions. Several iterations were performed using the model at design and off-design conditions to match the performance of the model with the data obtained from the public domain for the engine on which the design was based [264].

The mass flow rate of the engine intake was estimated based on the measured nacelle area and assuming an average inlet Mach number of 0.55 – 0.65. The design point (at the top of climb) bypass ratio and the turbine entry temperature were determined based on the overall pressure ratio and the net thrust at the top of climb. The optimum fan pressure ratio corresponding to the calculated turbine entry temperature, overall pressure ratio and bypass pressure ratio were also specified. In addition to the above, compressor pressure ratios, component efficiencies, and compressor bleeds for turbine cooling, and other parameters, were initially randomly set and then iterated to match the required engine performance at design point and off-design (maximum take-off and cruise) conditions [265, 266].

Finally, the model has been tested and validated against different off-design conditions such as several thrust ratings and corresponding fuel flow rates available in the public domain. The summary of the main parameters for the specification...
is given in Table 1 of [267]. The validated engine model has been used to simulate
many off-design conditions required by the aircraft performance model and emis-
sion model to calculate fuel burn and emissions for each flight segment as well as
for the full mission.

The software package that has been used to simulate the integrated aircraft en-
gine performance is called HERMES. It has been developed at Cranfield University
in order to assess the performance of conventional aircraft and potential benefits of
novel aircraft configurations [268, 269]. The code consists of the following modules:

1. Aircraft configuration module: The required input data comprise the basic
information used to define the aircraft shape and the geometry, atmospheric
data and finally the information of required mission profile [263].

2. Mission profile module: The user specifies the climb schedule, cruise speed
and altitude (including any stepped cruise requirements) and descent sched-
ule of the aircraft.

3. Atmospheric and aerodynamic module: The above information is passed to
the atmospheric module and aerodynamic module to calculate the aerody-
namic performance of the complete aircraft [270].

4. Engine data module: The mission profile data is also used by the engine data
module to determine the off-design operational conditions of the engine to
calculate the engine performance required for various segments of the mission
profile defined by the user.

5. Aircraft performance module: The information from the rest of the modules
is passed to the aircraft performance module where the detailed figures are
produced and the overall performance of the aircraft is computed.

The output includes total fuel required to complete the given mission, flight
duration, and distance covered for each flight segment. In addition, the model
is capable of producing component level engine performance parameters such as
temperatures, pressures and mass flows along with the overall engine thrust, and
specific fuel consumption [263]. The baseline aircraft in this study is a single aisle
short range twin engine aircraft similar to the Boeing 737-800. A summary of
the main characteristics is given in Table 4.7. The complete flow chart of the
HERMES aircraft model is shown below in Fig.4.10. Whenever the system yields
the aforementioned indicator, it produces a flyable aircraft trajectory, as explained
in greater detail next. Here, HERMES is configured to simulate the operation of
an aircraft Boeing 737-800, by specifying the number of points.
### Main Model Parameters Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passenger capacity</td>
<td>150</td>
</tr>
<tr>
<td>Mission range (km)</td>
<td>3000</td>
</tr>
<tr>
<td>Maximum take-off weight (kg)</td>
<td>79242</td>
</tr>
<tr>
<td>Maximum landing weight (kg)</td>
<td>66349</td>
</tr>
<tr>
<td>Payload (kg)</td>
<td>20540</td>
</tr>
<tr>
<td>Operating empty weight (kg)</td>
<td>41145</td>
</tr>
<tr>
<td>Maximum fuel capacity (l)</td>
<td>26020</td>
</tr>
<tr>
<td>Maximum operating Mach no</td>
<td>0.785</td>
</tr>
<tr>
<td>Cruise altitude (m)</td>
<td>10675</td>
</tr>
<tr>
<td>Fuselage length (m)</td>
<td>38.08</td>
</tr>
<tr>
<td>Fuselage diameter (m)</td>
<td>4.01</td>
</tr>
<tr>
<td>Wing span (m)</td>
<td>34.3</td>
</tr>
</tbody>
</table>

Table 4.7: Aircraft Model Specifications
The emission prediction model used in this work is the P3T3 empirical cor-

Figure 4.10: HERMES Aircraft Performance Model Flow Chart [263]
relation model. This model estimates the level of emissions at altitude using a correlation with the emissions measured at ground level [271, 272]. This methodology is straightforward. Firstly, during the certification test of the engine the emission indices are measured. Then, it is required to correct them to take into account the variation of altitude and flight speed. In order to do that, it is necessary to know the combustion parameters for the operating conditions at both ground level and at altitude. These parameters are burner inlet pressure (P3) and temperature (T3), fuel and air ratio and fuel flow. In addition, the model takes into account the variation of humidity from the sea level to the altitude [272]. The model is capable of predicting all the emissions, but here the focus is given to the NOx emissions only [220].

Emission index NOx measurements at ground level are interpolated for different combustor inlet temperatures. Moreover, as explained above, in order to calculate the emissions at certain flight altitude and speed, the combustor inlet temperature, inlet pressure and air mass flow have to be known (by the aircraft performance model). Even if these values are not measured during the International Civil Aviation Organisation (ICAO) tests they can be assessed using the gas turbine simulation software package (TURBOMATCH). At this point, similarly to emission index NOx, burner inlet pressure and fuel air ratio are interpolated for different burner inlet temperatures, as shown in Fig. 4.11.
4.1. AIRCRAFT TRAJECTORY OPTIMISATION

Figure 4.11: Calculating the Corrected Emission Index of NOx at Altitude by using the Emission Model [272]

Then, by using the combustor inlet temperature it is possible to obtain the respective value of emission index NOx at ground level. This value of emission index NOx is then corrected to take into account the differences in fuel and air ratio and inlet combustor pressure between ground level and altitude. The values of exponent “n” and “m” establish the severity of emission index NOx correlation. Finally, a correlation for the humidity influence is also taken into account [272]. Having calculated the value of emission index NOx, the emitted NOx in kilogrammes is given by:

\[ NOx = (fuel\ flow) \cdot time \cdot (emission\ index\ NOx) \]
where the fuel flow is in [kg/s], and the time is in seconds. The model is based on correlations and the main advantage of using the P3T3 model with respect to other models such as multi-stirred reactor emissions models is the low computational time, which is very important when performing optimisation studies. The required computational time is a key feature for a model to be used in a multi-objective ATO study considering the large number of calculations.
Table 4.8: Specification of Variables for 3-phase ATO with Reference to Table 4.5

<table>
<thead>
<tr>
<th>Variable ID</th>
<th>Type (Node)</th>
<th>Min NOx</th>
<th>Min FUEL</th>
<th>Min TIME</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Climb ALT</td>
<td>776.937</td>
<td>775.784</td>
<td>781.55</td>
<td>m</td>
</tr>
<tr>
<td>2</td>
<td>Climb ALT</td>
<td>1360</td>
<td>1360</td>
<td>1045</td>
<td>m</td>
</tr>
<tr>
<td>3</td>
<td>Climb ALT</td>
<td>1632.34</td>
<td>1656.59</td>
<td>1211.92</td>
<td>m</td>
</tr>
<tr>
<td>4</td>
<td>Climb ALT</td>
<td>2626.08</td>
<td>2764.12</td>
<td>2902.16</td>
<td>m</td>
</tr>
<tr>
<td>5</td>
<td>Climb ALT</td>
<td>2922.2</td>
<td>2946.85</td>
<td>3119.4</td>
<td>m</td>
</tr>
<tr>
<td>6</td>
<td>Climb ALT</td>
<td>3001.4</td>
<td>3001.4</td>
<td>3494.4</td>
<td>m</td>
</tr>
<tr>
<td>7</td>
<td>Climb ALT</td>
<td>3277.8</td>
<td>3425.7</td>
<td>3869.4</td>
<td>m</td>
</tr>
<tr>
<td>8</td>
<td>Climb ALT</td>
<td>3850</td>
<td>3830.65</td>
<td>4159.6</td>
<td>m</td>
</tr>
<tr>
<td>9</td>
<td>Climb ALT</td>
<td>3870.2</td>
<td>3870.2</td>
<td>4225</td>
<td>m</td>
</tr>
<tr>
<td>10</td>
<td>Climb ALT</td>
<td>3990.4</td>
<td>3952.3</td>
<td>4600</td>
<td>m</td>
</tr>
<tr>
<td>11</td>
<td>Climb ALT</td>
<td>4975</td>
<td>4136.8</td>
<td>4975</td>
<td>m</td>
</tr>
<tr>
<td>12</td>
<td>Climb ALT</td>
<td>5045.2</td>
<td>5045.2</td>
<td>5350</td>
<td>m</td>
</tr>
<tr>
<td>13</td>
<td>Climb ALT</td>
<td>5420.2</td>
<td>5382.1</td>
<td>5725</td>
<td>m</td>
</tr>
<tr>
<td>14</td>
<td>Climb ALT</td>
<td>5947.6</td>
<td>6100</td>
<td>6100</td>
<td>m</td>
</tr>
<tr>
<td>15</td>
<td>Climb ALT</td>
<td>6475</td>
<td>6322.6</td>
<td>6475</td>
<td>m</td>
</tr>
<tr>
<td>16</td>
<td>Climb ALT</td>
<td>6545.2</td>
<td>6354.7</td>
<td>6850</td>
<td>m</td>
</tr>
<tr>
<td>17</td>
<td>Climb ALT</td>
<td>8749</td>
<td>9053.8</td>
<td>8444.2</td>
<td>m</td>
</tr>
<tr>
<td>18</td>
<td>Climb SPD</td>
<td>220.75</td>
<td>221.562</td>
<td>224</td>
<td>knots</td>
</tr>
<tr>
<td>19</td>
<td>Climb SPD</td>
<td>266.25</td>
<td>246.75</td>
<td>224</td>
<td>knots</td>
</tr>
<tr>
<td>20</td>
<td>Climb SPD</td>
<td>272.75</td>
<td>272.75</td>
<td>276</td>
<td>knots</td>
</tr>
<tr>
<td>21</td>
<td>Climb SPD</td>
<td>272.75</td>
<td>273.562</td>
<td>276</td>
<td>knots</td>
</tr>
<tr>
<td>22</td>
<td>Climb SPD</td>
<td>289</td>
<td>277.625</td>
<td>289</td>
<td>knots</td>
</tr>
<tr>
<td>23</td>
<td>Climb SPD</td>
<td>289</td>
<td>289</td>
<td>315</td>
<td>knots</td>
</tr>
</tbody>
</table>
Table 4.8 – continued from previous page

<table>
<thead>
<tr>
<th>Variable ID</th>
<th>Type (Node)</th>
<th>Min NOx</th>
<th>Min FUEL</th>
<th>Min TIME</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>Climb SPD</td>
<td>289</td>
<td>289</td>
<td>315</td>
<td>knots</td>
</tr>
<tr>
<td>25</td>
<td>Climb SPD</td>
<td>307</td>
<td>294</td>
<td>320</td>
<td>knots</td>
</tr>
<tr>
<td>26</td>
<td>Climb SPD</td>
<td>320</td>
<td>321.625</td>
<td>320</td>
<td>knots</td>
</tr>
<tr>
<td>27</td>
<td>Climb SPD</td>
<td>320</td>
<td>323.25</td>
<td>320</td>
<td>knots</td>
</tr>
<tr>
<td>28</td>
<td>Climb SPD</td>
<td>326.5</td>
<td>326.5</td>
<td>320</td>
<td>knots</td>
</tr>
<tr>
<td>29</td>
<td>Climb SPD</td>
<td>336.25</td>
<td>336.25</td>
<td>320</td>
<td>knots</td>
</tr>
<tr>
<td>30</td>
<td>Climb SPD</td>
<td>339.5</td>
<td>336.25</td>
<td>346</td>
<td>knots</td>
</tr>
<tr>
<td>31</td>
<td>Climb SPD</td>
<td>349.25</td>
<td>341.125</td>
<td>346</td>
<td>knots</td>
</tr>
<tr>
<td>32</td>
<td>Climb SPD</td>
<td>349.25</td>
<td>341.125</td>
<td>346</td>
<td>knots</td>
</tr>
<tr>
<td>33</td>
<td>Cruise ALT</td>
<td>8828.8</td>
<td>8828.8</td>
<td>7000</td>
<td>m</td>
</tr>
<tr>
<td>34</td>
<td>Cruise SPD</td>
<td>0.708</td>
<td>0.724</td>
<td>0.796</td>
<td>Mach</td>
</tr>
<tr>
<td>35</td>
<td>Desent SPD</td>
<td>248.1</td>
<td>248.1</td>
<td>243.1</td>
<td>knots</td>
</tr>
<tr>
<td>36</td>
<td>Desent SPD</td>
<td>246.5</td>
<td>246.5</td>
<td>241.5</td>
<td>knots</td>
</tr>
<tr>
<td>37</td>
<td>Desent SPD</td>
<td>227.9</td>
<td>230.4</td>
<td>232.9</td>
<td>knots</td>
</tr>
<tr>
<td>38</td>
<td>Desent SPD</td>
<td>227.5</td>
<td>225.625</td>
<td>225</td>
<td>knots</td>
</tr>
<tr>
<td>39</td>
<td>Desent SPD</td>
<td>220.6</td>
<td>223.1</td>
<td>213.1</td>
<td>knots</td>
</tr>
<tr>
<td>40</td>
<td>Desent SPD</td>
<td>187.2</td>
<td>188.45</td>
<td>184.7</td>
<td>knots</td>
</tr>
<tr>
<td>41</td>
<td>Desent SPD</td>
<td>165.9</td>
<td>173.4</td>
<td>160.9</td>
<td>knots</td>
</tr>
<tr>
<td>42</td>
<td>Desent SPD</td>
<td>145</td>
<td>145</td>
<td>144</td>
<td>knots</td>
</tr>
<tr>
<td>43</td>
<td>Desent SPD</td>
<td>138</td>
<td>137.125</td>
<td>137</td>
<td>knots</td>
</tr>
<tr>
<td>44</td>
<td>Desent SPD</td>
<td>137</td>
<td>135</td>
<td>137</td>
<td>knots</td>
</tr>
</tbody>
</table>
The optimiser settings, as listed in Table 4.9, are based on the experience of the author and pre-processing, where sensitivity analysis has also been performed beforehand in order to resolve all the optimisation settings related to each parameter individually. The optimiser settings are specified to combine exploration and exploitation of the decision space. The optimisation search keeps running until there is not any significant improvement of the PF (i.e., more than 200 objective function evaluations without any change of the hypervolume).

| Table 4.9: MOTS2 Configuration Settings for 3-phase ATO |
|-----------------------------------------------|--------|
| **Parameter Description** | **Value** |
| Call diversification move after \# non-improvements | 20 |
| Call intensification move after \# non-improvements | 10 |
| Reduce the search step size after \# non-improvements | 60 |
| Initial step sizes (as % of variable range) | 0.1 |
| Step sizes are multiplied by this factor at restart | 0.5 |
| Number of points randomly sampled | 6 |
| \# of variables | 44 |
| \# of objectives | 3 |
| \# of objective function evaluations | 20000 |
| Divide search space into \# regions | 4 |
| Size of Tabu Memory | 20 |

**4.1.2.4 Optimisation Progress**

The optimiser carried out 1581 iterations and its progress is depicted in Fig. 4.12. Initially, MOTS2 behaves as a local search optimiser, since it only performs the intensification move for the first third of its progress. Then, it diversifies the search and reduces the search step a couple of times, since finding a better design was not possible with the current search settings. Thereafter, it keeps searching again locally with sporadic calls to diversification and reduce move until the 1200th iteration, where diversification and reduce were consecutively called for a number of times to discover new designs. The latter means that improving the PF was not possible and a change to the search settings was required, which seems to be a correct choice because of the number of better designs discovered. For the remainder of its progress, the local-search scheme was used until the end of the
computational budget. Primarily, by conducting local search most of the optimal results were obtained, which proves the suitability of MOTS2 for this case. This was inferred because the diversification move was used a few times.

The results of the optimisation are illustrated in Fig. 4.13. For completeness, data since the start of the optimisation process, i.e., HISTORY, and the optimal ones are presented. By performing all the possible permutations between the axes that represent the objectives it is proven that all the objectives are negatively related to each other, and hence they are conflicting. Although this statement is more obvious in Fig. 4.13a, it is not always true, which means that the objectives are conditionally conflicting in nature and it is interesting to notice under what circumstances they vary in harmony. As will be discussed later, the more the optimiser approaches the optimal set, the less conflicting the objectives will be. This is demonstrated by the non-intersecting lines that connect adjacent axes and by the scarcity of designs in the non-dominated set.
(a) Incremental history progress of valid designs, blue-13,008 evaluations, red-31,692 evaluations, gray-49,821 evaluations, green-67,851 evaluations

(b) Optimal set

Figure 4.13: Parallel Coordinates Projection of the Objective Space of 3-phase ATO

Understanding how the optimiser advances through the objective space, as shown in Fig. 4.13a, indicates the complexity of the problem. This figure presents the distinct performance (objective-wise) of all the valid designs explored. By nature, all the objectives are conflicting, since the parallel coordinates projection informs the user that axis-parameters are negatively related, where lines cross each other. For ease of understanding the progress, HISTORY is linearly split into four mutually exclusive sets based on the number of evaluations, coloured differently. The blue set comes first, which is the most scattered, then the other colours incrementally form the history progress. There is a wide range of designs discovered across a relatively large region of the objective space that is not within the optimal set. However, interestingly, several time-optimal solutions (as depicted
in Fig. 4.13b) were found from the early stages of the optimisation, which means that it is relatively easier to minimise the elapsed time. As the search step is refined, certain regions of the design space have been intensively explored, which yields a few thick bands of performance in the objective space. Gradually, the following performance areas are thinner than their predecessors and also lower, which means that the optimiser converges to the optimal region. Therefore, the last region, coloured in green, is significantly low and contains most of the non-dominated designs in terms of fuel and NOx.

Another metric of importance for the optimal objectives can be their interplay, see Fig. 4.13b. More specifically, a little change in the time axis yields significant performance difference in the other objectives. For instance, less than two minutes flight time can result in more than 170 kg of consumed fuel and 2 kg of NOx emitted in the atmosphere. This observation can be integrated into the optimiser’s logic so as to speed-up and/or affect the whole process. First, understanding which objectives are easier to optimise, that means their minimum can be reached within a relatively small number of objective function evaluations, can quickly advance the optimisation process. Second, the optimiser can focus on improving the performance of the objective that presents the larger gap of performance among the extrema. Finally, this can be an indication about the ranking of importance of the objectives and this information can be particularly useful at the decision-making stage.

Via using parallel coordinates interactively an interesting relationship among the objectives has been discovered. It was found that for the optimal designs both fuel and NOx objectives mostly live in harmony, as was already demonstrated in Fig. 4.13b. They are not related linearly, but they increase and decrease together. However, during the initial and middle phase of the optimisation process all of the objectives conflict with each other. Therefore, it is suggested to start a 3 objectives optimisation to guide the search and after a large number of iterations (more than 2/3 of the computational budget), the problem should switch to 2 objectives when the objectives start varying in harmony. This functionality, which could potentially reduce the problem’s complexity, should be carried out within the optimiser’s core.

4.1.2.5 Comparing the Variables and Objectives

Finding out which variables drive the optimisation process is crucial and certainly affects the speed and quality of the optimiser. Here, the same methodology is applied both to HISTORY and the PF, since it was commented that they are both equally important. The Principal Component Analysis will be used for all the valid and optimal designs, separately. This is done in order to reduce the dimensionality of 44 parameters, listed in Table 4.8, while capturing more than
99% of the variability. The results are depicted in Fig. 4.14. Obviously, the first component of the set (i.e., the altitude of the first segment in the climb phase) is by far the most significant since it accounts for more than 65% of the problem’s variability. This parameter corresponds to the first altitude value and it contributes to the first and second segment of the climb phase. The rest of the parameters are less important in decreasing order. More specifically, the first 12 variables from HISTORY account for 99% variability, whereas the top 5 of the optimal set account for 99.9%. Conversely, for the PF, the second parameter gained importance, but the importance of the third one was reduced, as shown in Fig. 4.14b. So, resolving accordingly the first two points during the climb phase will heavily affect all of the objectives.

Among the valid and optimal solutions, a number of them were selected in order to demonstrate the practical progress of the optimisation process. This informs the user how each performance criterion affects the shape of the trajectory. The arbitrary trajectory represents the initial solution, where the optimiser started from, but will not be used in the discussion, as it was only specified to start the optimisation process. Since three objectives are optimised, one set of designs that includes the minimum of each objective will be selected, too. For the NOx objective, three solutions were found that correspond to the same performance set, but they only differ at the last two climb phase altitude parameter and the 14th climb phase speed parameter. Without loss of generality, by sorting these solutions in ascending order, the median was chosen. The performance of solutions is depicted in Fig. 4.15, so as to demonstrate that at least one objective of each solution behaves better than the other solutions, which proves that employing optimisation techniques is successful. Then, the minimum time solution is the only solution that improves time by 7%, but at the same time delivers worse performance for fuel and NOx. All the other solutions improve all of the objectives, especially fuel, followed by time and then NOx. Practically, the optimisation process delivered environmentally-friendly solutions.

4.1.2.6 Analysing Aircraft Trajectories

The last part will visualise and discuss the revealed (and optimal) trajectories, whose specification is listed 4.8. Effectively, a trajectory is a combination of points, but for ease of illustration, the altitude and speed components are separated. So, each trajectory is represented by an altitude and a speed profile that combine all the three main phases of the flight, see Fig. 4.16 and 4.17. Also, for comparison purposes, all different trajectories are illustrated in the same figure.

The altitude profiles present a lot of similarities. First, within the terminal manoeuvring area, that is an airspace control area that surrounds the airport, the trajectories are almost identical. This is because the departures and arrivals flight
(a) Parameters from HISTORY accounting for 99.2513% variability (first 12 parameters)

(b) Parameters from the PF accounting for 99.9250% variability (first 5 parameters)

Figure 4.14: Comparing the Variability from HISTORY and PF with Reference to Tables 4.5 and 4.8
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Figure 4.15: Relative Objectives’ Improvement
instruction charts given to aircraft operators, called standard instrument departure and standard terminal arrival route, respectively, have very strict bounds. Hence, there is less flexibility for any modifications and much similarity is expected at both ends of the trajectory. Sometimes, the aircraft must pass exactly from a certain point at the right speed. Since each trajectory has a combination of different points, the ground distance travelled will not be exactly the same.

The altitude profile description follows. No stepped climb phase was observed in any trajectory. Right after the end of the terminal manoeuvring area, the aircraft slightly descents, and then keeps climbing until it reaches the top of climb. However, this would violate ATC restrictions, because the altitude should continuously increase. Thereafter, it maintains the same flight level and speed throughout the cruise phase until the top of descent, where it starts to descend. The rest of the climb phase, up to 42 nautical miles of ground distance, is almost the same. However, depending on the position of the top of climb altitude, some aircraft fly longer during the climb phase. The length of the climb phase mode is almost the same for every case. Interestingly enough, the trajectories for minimum NOx and minimum fuel consumption share the same cruise phase altitude. Only the minimum time trajectory has a top of climb later than the other two extreme trajectories, who also have the same top of climb, but a different top of descent. In fact, the minimum fuel trajectory is very similar to the minimum NOx trajectory. Finally, none of the discovered trajectories follows the cruise-climb practice trend, which is supposed to be the most optimal way according to modern aviation practices.

There is an obvious diversity in the speed profiles, as shown in Fig. 4.17. Only within the terminal manoeuvring area and between 25 and 40 nautical miles, the speeds are about the same. Lower emissions for minimum NOxs are achieved by flying at a slower speed during the cruise phase and the descent phase. Following its definition, the minimum time trajectory has the highest speed in the cruise phase, which exceeds the second fastest by 0.068 Mach and it is the only one that does not increase speed after the end of the cruise phase. Besides the minimum time trajectory, another common trend is at the end of each cruise phase, where a surge in speed is noted. Minimum fuel seems to behave well in terms of fuel consumption, it maintains the speed from the top of climb throughout the cruise. It only increases the speed before starting to descend. Minimum NOx follows the same trend, but travels at a slower speed and remains at the cruise phase slightly longer than the minimum-fuel flight path.
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Figure 4.16: Comparing the Trajectory Altitude Profiles

Figure 4.17: Comparing the Trajectory Speed Profiles
The shape of the revealed optimal trajectories is in satisfactory agreement with state-of-the-art studies. More specifically, by investigating the optimal trajectories in terms of fuel, time and in [273] for the climb phase, similar trends were discovered. The minimum time trajectory flies at a higher speed and following the same altitude profiled with the other optimal trajectories during the climb phase, until the top of climb. Then, during the cruise phase, the aircraft flies at a higher speed, but at a lower altitude. The minimum fuel and minimum NO\textsubscript{x} trajectories fly higher, because this is related to the specific fuel consumption of the engine, which is better at a higher altitude, for this particular flight envelope. The shape of the descent phase obtained is similar to the optimal vertical flight paths under continuous descent approach that were discovered in [274], where a detailed mathematical formulation can also be found. Also, in the same reference, in the mathematical formulation, it is demonstrated that the objectives of NO\textsubscript{x} emissions and fuel consumption are related with respect to the speed of the aircraft during the cruise phase, which is the same in this case, too. Hence similarities in the profiles of fuel-optimal and NO\textsubscript{x}-optimal trajectories are expected, and they are slightly different because of the coefficients involved in the mathematical formulation. The same trends were also discussed in [171], where it was also mentioned that the minimum NO\textsubscript{x} trajectories specify a constant turbine entry temperature, which is also related to the specific fuel consumption and will be further investigated in the future.
4.1.2.7 Identified Issues

The methodology and results for optimal trajectories in terms of time, fuel consumption and NOx emissions were presented, where reductions (see Fig. 4.13) in time, fuel and NOx have been achieved, towards reducing the environmental impact of a medium-haul aircraft, too. The optimiser searched through a highly constrained decision space with 44 variables that describe climb-cruise-descent, due to the operational and ATM constraints, only 1.35% valid trajectories were found out of 68,000 evaluations. Starting from an arbitrary trajectory, among the optimal solutions, the improvement is 1.13 minutes, 171.44 kg of fuel and 2.15 kg of NOx. However, for prototyping purposes, the revealed trajectories did not consider strict climb rate rules with respect to ATC restrictions, where the aircraft should continuously ascend during climbing. This could be resolved by appropriately specifying a tighter flight envelope and by introducing appropriate constraints for the climb rate such as the altitude of the previous point in the climb phase should be lower than the altitude of the next point. Methods for speeding-up the optimisation process either by changing the configuration settings, algorithmic behaviour or problem description have been discussed. Differences among optimal trajectories were highlighted.

As the optimisation search continues the problem changes from 3-objectives to 2-objectives. Initially, all the objectives were conflicting with each other. While the optimiser was discovering better decision points, the fuel and NOx objective started to follow a similar trend.

More specifically, the knowledge extraction mechanisms should consider both optimal sets and HISTORY. Although, it is proven that all of the objectives generally conflict with each other, by inspecting the HISTORY, just by observing the optimal trade-off this relation is not revealed. The most important parameters have been identified, too. The first altitude value of the initial segments heavily affects the performance of the trajectory, the progress of optimisation search and, hence, the shape of the optimal trade-off. This was expected since all the following segments depend on the first one. In fact, altitude values affect the overall performance of the trajectories.

Trends for optimal trajectories have been identified. By analysing the extreme trajectories for each objective, two common trends were revealed; first, regarding the altitude profile, the climb phase is very similar to all the extreme optimal solutions before entering the cruise phase. Second, at the beginning of the descent phase, all the types of trajectories reach their top speed for a short period of time before entering into the continuous descent mode. The speed during the cruise phase was different for each of the trajectories, but only two levels of altitude were revealed to be optimal. The optimal trajectories could be simulated with tools of higher fidelity for increased accuracy, which will lead to multi-fidelity optimisation.
case studies.
4.2 Micro-Mixing Optimisation of Microreactor

4.2.1 Problem Description

The microreactor is a device that could be used for a hydrogen micromix combustor, as described in [34]. One of the problems associated with facilitating lean combustion, to reduce flame temperatures (in an effort to reduce NOx emissions) is the relatively narrow stability limits of kerosene, which could result in problems with lean blowout and combustion instabilities. Hydrogen as a fuel is a promising candidate in this context, as it has much larger stability limits and therefore lean combustion is possible without approaching lean blowout limits. It has been demonstrated that it may be possible to eliminate the dilution zone and control the combustor outlet radial and circumferential ("clocking") profiles by customising the fuel distribution in the injectors. This will yield benefits not only for turbine life and performance but also result in a shorter combustor. When designing a microreactor, the shape of devices directly affects the efficiency of the device in terms of mixing capability and pressure losses, as also studied in [137, 275]. The optimisation of the trade-off between these two objectives will be investigated in this section. By investigating alternative geometrical configurations, it is expected to assist towards maturing this technology.

It was demonstrated experimentally that even a relatively small change in the geometry (i.e., baffle plate) of a microreactor, can cause dramatic changes in the structure of the flow [153]. Following the demonstration of simulating the flow in a microreactor, in section 3.3.7, the flow solver is integrated into MOTS2, so as to carry out micro-mixing optimisation. Also, this application aims at demonstrating the suitability of MOTS2, as an optimiser, to be used in design optimisation cases. In terms of technology integration, via this application, the ability of MOTS2 to interface with applications that run on GPU is demonstrated below.

Being able to perform micro-mixing at the minimum possible pressure losses reflects the performance of the device, as less energy would be required to be used (because of reduced losses) to generate energy (through the mixing of reactant agents). The chemical reactions are not currently resolved.

The technological means to study devices at the micro-scale level for future applications in air transport are presented below. This is the long-term approach to minimise the impact on the environment, as suggested in section 1.1. The aim is to demonstrate an alternative method that will enable the users to carry out research on devices that will minimise gaseous emissions.

Here, MOTS2 is combined with the flow solver based on LBM, which were presented in sections 3.1 and 3.3, respectively. By using the LBM flow solver, several geometrical arrangements of a microreactor are simulated to study the mixing capability of the device and to investigate related flow features. Furthermore, the
process will be accelerated by employing the high computational power of GPUs in order to speed up the computational engineering design process with respect to environmental issues. This is expected to integrate with computational methods and experimental methods across many development processes for environmental issues.

The original geometry presented in [45] has been used here, too. It is a microreactor that can mix two different liquids coming from separate chambers into a common chamber. The purpose of the device is to mix these reactants by generating turbulence. A multi-holed baffle plate controls the speed of the fluid and creates turbulence, which increases the mixing capability. As was noted in the same reference, the shape of the holes is extremely important for the mixing. Although the design of the geometry is relatively simple, it could be used as a simple well-established benchmark test case that can be used in real-world applications, as it was experimentally tested in [45].

4.2.2 Methodology

The specific instance of the methodology is depicted in Fig. 4.19.
In micro-scale problems the lattice Boltzmann equation is a more effective simulation technique than the NS equations for a series of reasons [94, 95]:

- First and foremost, the NS equations model a fluid’s behaviour at the macroscopic level under the hypothesis of the continuum, whereas LBM is applied at the microscopic level, thus closer to the dimensions of the problem. This is related to the $K_n$, which is introduced later, see (2.1) (on page 17), where the diameter of the device is selected for the characteristic length.

- Implementing complex solid surfaces and handling boundary conditions is easy. LBM is mainly used in porous media, where very sophisticated geometrical arrangements occur. In the open literature, instances of the latter range from advective and diffusive transport to realistic cases. Moreover, there are several applications such as multiphase flows and/or multi-fluid problems, investigating the effects of cavitation, too.

---

2 especially in cases where solid nodes reside within the media, the overall computational cost can be decreased significantly
By definition, LBM does not involve highly dependent calculations; thus, computations could be carried out very efficiently in parallel and many schemes and techniques could be easily applied, delivering various levels of performance and fidelity.

As presented in [64], the concept of combining a Multi-Objective Tabu-Search optimiser and a LBM code has been tried and has delivered satisfactory results. However, here, the intention is to present an alternative approach to combining tools of the same class to speed up the computational engineering design process and to provide stakeholders higher benefit with lower cost. In addition, the results from this approach will be compared against the previous study, for convenience purposes. However, as the code was compared against a single case, the results of the optimisation process should be handled with caution.

This work combines MOTS2 and GPU-LBM to optimise the flow within a device that performs mixing at micro-scale. This could be used in environmentally-friendly applications and extends the work carried out in [45, 46, 48, 49, 64, 248]. Micro-mixing is fundamental when generating energy with alternative fuels, such as hydrogen, as discussed in section 2.1. In addition, LBM could be extended to simulate reacting flows [276, 277] and combusting flows [278, 279], so as to capture more physics of real-world applications. Resolving the mixing capability of the device within relatively short time-intervals is the first step to start designing environmentally-friendly devices through design optimisation, as was carried out in [137]. The proposed methodology can be used to revisit the technology of using hydrogen or other fuels for energy generation purposes on aircraft and to influence, in general, the design process of new devices for future needs, too. This is expected to enable more stakeholders to study similar devices and to prompt more research.

The optimisation of the reaction mixing is approached in two stages, as follows. First, a black box system has to be generated in order to evaluate the decision variables to specify the geometrical arrangement of the microreactor and to characterise its environmental performance. Second, a direct-search MOO algorithm is used to optimise the aforementioned black box system. The optimiser and the flow solver are linked together via a simple interfacing mechanism, where files are exchanged in both directions. Geometrical constraints are imposed to adhere to the concept of the microreactor as presented in [45]. The optimisation process will begin from the geometry specified in the same reference; it will be considered the baseline and any findings will be expressed relative to that one. The revealed trade-offs and selected designs will be compared against the ones from the earlier study in [64]. The modular structure of the methodology will allow one to scale the original problem in terms of the size of the computational domain, to employ more powerful HPC infrastructure, to expand the physics of the code, to integrate with other system(s) and to effortlessly alter either the target geometry or the
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This is a very flexible strategy, which is expected to positively influence CFD and design optimisation.

Although several combinations of software and hardware could be used, as nowadays there are many different tools that serve the same purpose, the ones used here serve the purpose of accelerating the computational engineering design process. Regarding the part of the application where the flow is resolved, there are several CFD tools for either commercial or research purposes. However, very few of them harness the computational speed of GPUs at the lowest possible economic cost and have been proven to work on real-world applications. The majority of CFD tools solve the NS equations by using a finite volumes numerical scheme, which is computationally very expensive and requires several CPUs in order to deliver results within sensible time frames. When thinking of a bigger system with multiple principles, conventional CFD tools that solve the NS equations via a finite volumes numerical scheme take more effort to prepare and to run a case. For instance, generating a computational mesh for a target geometry and setting up complicated boundary conditions could potentially be very time-consuming tasks that significantly affect the duration of the whole process, whereas both are easily resolved when employing LBM. Carrying out simulations on the previously mentioned platform has been done for many years; it is common knowledge that the computational and economic cost(s) of running and maintaining such platforms increase very quickly and tend to be impractical for large scale projects and/or when finer detail and precision are required. Regarding the optimisation algorithm, several types of optimisers could be employed here. However, features of metaheuristics, as discussed in section 2.7, seem to be more appropriate for complicated real-world cases and have the potential to further shorten the duration of a project, as will be explained in sub-subsections 5.5.1.3 and 5.5.2.2. Given the relatively short time frame, metaheuristics might not be able to find the global optimal solution, but they can discover a competitive solution [55]. Furthermore, the combination of Multi-Objective Tabu-Search and LBM has been demonstrated in [64] and this section builds on that work. This methodology aims to exploit alternative software and hardware to bridge the gap between academic research and industrial production needs so as to provide the means of developing greener applications.

Since the intention is to provide the means to optimise and to study environmentally-friendly devices, data will be collected in two stages. First, all the data related to the optimisation process will be used to comment on the effectiveness of the optimiser and how it moved in decision space. These will mainly involve configuration data, trade-off analysis, monitor data and sensitivity analysis of the decision variables that participate in the PF. Second, after identifying optimal results, their corresponding data from the LBM simulation will be used to analyse
the features that contribute to their optimal environmental performance. More importantly, the shape of the baffle plate and the flow field will characterise different geometrical arrangements that adhere to the concept of the microreactor.

A few components are required for this application. First, the concept of the geometric design is expressed as an array of obstacles for each LBM node. Second, physical GPU devices should be available to run the simulation via LBM. MOTS2 is used to optimise the concept of the geometric design of a microreactor, whose configuration settings are specified before running. For the optimisation process, software that can plot 2D and multi-dimensional data will be required so as to assess the progress and overall performance. Additional fluid properties should be specified in the configuration settings. Boundary conditions should be set before running the simulation. Then, the simulation will run on any GPU and the results will be exported. Any software that can read the resolved flow field will also be required for post-processing purposes. This could be used to analyse and to visualise the final results.

The methodology to optimise the environmental performance of a microreactor suggests the following steps:

1. Prepare the flow solver to be automatically used on different configurations.
   
   (a) Prepare the target geometry by specifying in 3D the empty and occupied areas of the domain in binary representation as an external file.
   
   (b) Configure the solver with information about the flow and geometry, as described in 3.3.5. This will be generated automatically before every simulation.
   
   (c) Set boundary conditions within the code.

2. Link MOTS2 to GPU-LBM so as to start a new simulation for every different decision vector, as proposed by the optimiser.

3. Configure MOTS2 by specifying configuration settings and by setting up the optimisation problem.

4. Run the optimisation process starting from the design that has been experimentally tested.

5. The flow field of every design will be simulated by running GPU-LBM.

6. Monitor the progress of the optimisation process.

7. Obtain and analyse the PF, memories and monitor data from the optimisation process.
8. Select optimal designs from the finally revealed PF.

9. Assess the performance of the PF.

10. Visualise the simulated flow field of the selected designs.

11. Compare and explain the geometrical and flow features of the selected designs.

4.2.3 Preparing the Multi-Objective Optimisation Process of the Reaction Mixing

The MOO problem has two objectives and two structural constraints. Both objectives are additionally computed by using the GPU-LBM flow solver, described in section 3.3, after the flow has been resolved. They determine the performance of the micro-device and reflect the conflict between environmental targets and operational targets. The structural constraints exist to instruct the optimiser to search for sensible arrangements that adhere to the concept of the microreactor.

For ease of assessment, the same problem formulation and practices from [64] are followed. In total, three parameters are going to alter the performance (i.e., the fitness of the objectives, in terms of optimisation) of the microreactor and are specified externally, as described in subsection 3.3.5. Following subsection 3.3.7, the case is modelled based on the geometry shape in Fig. 3.25 and the speed of the flow for inner and outer holes by altering \( Re \). The geometry of the baffle plate is geometrically parameterised, as shown in Fig. 3.26, by varying its inner hole radius \( r \) and spacing between two holes \( s \). For consistency, the same name convention is used. An additional module was implemented in the LBM code to care for the shape of the baffle plate. The middle hole has a constant size.

A brief description of the black box system that evaluates the environmental performance of the microreactor follows; again, the evaluation of the decision variables is treated as a black box for convenience through a very simplistic exchanging scheme. The GPU-LBM works as a monolithic application that requires a number of configuration files that manage the behaviour of the flow solver and describe the computational domain. The file that describes the geometrical arrangement of the baffle plate and the tube size of the microreactor are required by the black box. The other files required by the GPU-LBM remain constant. All these are read by the code, which also constructs the same computational domain within the GPU memory. Then, the LBM is executed on the GPU and the final converged solution is saved, which is also converted to meaningful units. At the end, the aforementioned solution of the above computational domain is exported to a single file. The environmental performance indices are further computed from the solved computational domain and the calculated quantities are exported to a separate file.
Here, the black box evaluation is encapsulated within the Evaluation Manager of MOTS2, which actually acts as a wrapper. More precisely, whenever a new decision vector is to be evaluated, the Evaluation Manager module prepares the configuration file for GPU-LBM, launches the flow solver under new settings and then collects the final computed objectives. Obviously, this will be repeated for every evaluation to simulate different geometrical arrangements of the microreactor that do not violate any of the constraints. The layout of this process is depicted in Fig. 4.20. These objectives are indications of the losses of the device and of the mixing capability of the device.

![Figure 4.20: Layout of Optimisation Process on Microreactor Mixing](image)
The first objective is the difference of total pressure ($\Delta P_0$) between the inlet and the outlet of the domain. This is the difference between two regions of the geometry, where the total pressure ($P_0$) at the downstream end of the device is subtracted from the $P_0$ at the inlet. The lower the $\Delta P_0$ is the lower the losses of the microreactor. In practice, the lower the pressure difference, the less the losses of the microreactor will be, which means the system will lose less energy for the same quantity of fuel. Therefore, this quantity has to be minimised. The numerical value of $\Delta P_0$ is simply obtained by calculating the macroscopic density from the microscopic densities of the data structures of LBM, as shown in (3.4).

The second objective is the magnitude of vorticity ($\omega$), which is a vector field that describes the tendency of a fluid to rotate. This is related to the mixing capability of the device, where better mixing could be related to higher levels of energy released, and could reduce the amount of fuel required to generate target levels of energy. In fact, it is a vector whose components are defined by using the components of the velocity defined in (3.5) as follows:

$$\omega_x = \frac{\partial u_z}{\partial y} - \frac{\partial u_y}{\partial z} \quad (4.1)$$

$$\omega_y = \frac{\partial u_x}{\partial z} - \frac{\partial u_z}{\partial x} \quad (4.2)$$

$$\omega_z = \frac{\partial u_y}{\partial x} - \frac{\partial u_x}{\partial y} \quad (4.3)$$

Moreover, the magnitude of $\omega$ is defined as:

$$\|\omega\| = \sqrt{\omega_x^2 + \omega_y^2 + \omega_z^2} \quad (4.4)$$

The higher the magnitude of vorticity is the better the mixing capability of the micro-device. Therefore, this quantity needs to be maximised.

The optimisation problem is formulated as follows:

$$\text{minimise} \quad \frac{\|\omega(r, Re, s)\|}{\|\omega_{\text{datum}}\|}, \frac{\Delta P_0(r, Re, s)}{\Delta P_{0,\text{datum}}}$$

subject to

$$2 \cdot r + 1 < s < 70 - r - 1$$

$$5 \leq r \leq 11$$

$$1 \leq Re \leq 200$$

$$11 \leq s \leq 29$$

(4.5)

The objectives are normalised so as to more effectively guide the optimisation search, as the numerical accuracy will be the same for both of them. In addition,
it is easier for the user to appreciate any improvement from the baseline geometry and to maintain direct comparison between this study and [64], where this concept was originally introduced. It should be remembered that the objective is to maximise the normalised vorticity magnitude, which is equivalent to minimising the normalised negative vorticity magnitude. The double inequality is a geometrical constraint, where the radius of the outer holes of the baffle plate should be kept small in order to propose a feasible geometrical arrangement; this is partly for manufacturing purposes and to adhere to the original concept of six holes on the baffle plate for one chamber and one centre hole for the other chamber. The range of variability of $Re$ is specified in order to search for devices that operate in the laminar flow regime. This is due to the fact that laminar flow will introduce lower friction (viscous) losses compared to turbulent flow.

The configuration settings were specified based on the experience of the author. The number of evaluations was set to a very high value, because the computational cost of running on GPUs is now affordable, which is not the case in [64], and will increase the confidence in the final PF. In general, the exploration and exploitation settings have been set to a very slow pace (compared to the other optimisation configuration settings in earlier cases); despite the small number of variables and constraints, the MOO problem is expected to be complicated because of the nature of the objective functions. Gradually, the optimiser will converge to promising regions in terms of objectives and will employ any of the additional strategies if it is trapped in local minima. Furthermore, the starting point of the optimisation search was selected to be the decision vector whose decision variables describe the geometrical arrangement of the device, whose performance was experimentally tested in [45]. In fact, this is good practice because the optimisation process will start from a point of well-known performance. The step for each decision variable has been set following the suggestion in [64]. More precisely, the search step of the variables for $r$, $Re$ and $s$ is $1 \text{lu}$, 10 and 1 $\text{lu}$, respectively, but in the optimisation settings express the same values as a percentage of the range of variables, as defined in equation (4.5). Then, the reference point for the hypervolume has been set to a high value that will capture any wide span between the extreme points. All these are listed in Tables 4.10 and 4.11 with reference to equation (4.5).
Table 4.10: MOTS2 Configuration Settings for Microreactor Optimisation

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call diversification move after # non-improvements</td>
<td>10</td>
</tr>
<tr>
<td>Call intensification move after # non-improvements</td>
<td>5</td>
</tr>
<tr>
<td>Reduce the search step size after # non-improvements</td>
<td>15</td>
</tr>
<tr>
<td>Initial step sizes</td>
<td>r: 0.1666666</td>
</tr>
<tr>
<td>(as % of variable range from the constraints in (4.5))</td>
<td>Re: 0.050251256</td>
</tr>
<tr>
<td>Step sizes are multiplied by this factor at restart</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of points randomly sampled</td>
<td>3</td>
</tr>
<tr>
<td># of variables</td>
<td>3</td>
</tr>
<tr>
<td># of objectives</td>
<td>2</td>
</tr>
<tr>
<td># of objective function evaluations</td>
<td>3000</td>
</tr>
<tr>
<td>Divide search space into # regions</td>
<td>4</td>
</tr>
<tr>
<td>Size of Tabu Memory</td>
<td>6</td>
</tr>
<tr>
<td>Maximum Improvements</td>
<td>200</td>
</tr>
<tr>
<td>Maximum Duplicates Allowed</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 4.11: MOTS2 Configuration Settings to Optimise the Microreactor

| Datum Decision vector                                      | r:7, Re:100, s:24.5        |
| Reference Points for hypervolume Indicator                 | 20, 20                     |

4.2.4 Optimising Environmentally-friendly devices - Results and Discussion

By applying again the Parallel Coordinates Projection on the decision space of the problem one can discover the areas of decision space that the optimiser has visited. The projection of all the feasible decision points of HISTORY is depicted as shown in Fig. 4.21, where the user can realise where the search was focused. The feasible decision space was covered decently. By focusing on the points visited (especially between integer numbers on the \( r \) axis), it possible to see that the search step was reduced once, which is clearer in Fig. 4.37. However, although a wide range was designated for \( s \), the optimisation search focused on the region above 17.5 \( lu \), and the refined search step covered an even narrower range (above 21.5). Regarding
r, more points towards the upper bound were investigated and the search step refinement started from 7.5 \textit{lu} onwards. Relatively to the other two variables, $Re$ seems to be traversed more uniformly (including the step refinement, which is visible across the axis), but slightly more points were visited in the lower half of the range, closer to the lower bound.

![Coverage of Decision Space (from HISTORY)](image)

The relationship between the decision variables and the objective space is illustrated in Fig. 4.22. This is an extension of Fig. 4.21, where the axes of objectives were added so as to provide further insight into the relationship. In addition, the axis of $s$ was rescaled so as to focus only on the discovered area of the optimum decision space. Here, it is easier to notice that the area between 23 and 26 \textit{lu} in the $s$ axis was visited more, which is also shown in Fig. 4.25. Again, the lines between the axes of objectives cross, which means that they are conflicting. In addition, the spread of designs along the axis of normalised vorticity magnitude is more uniform compared to the axis of normalised difference in total pressure, where most
of the designs are concentrated at the lower one-fourth. As is also explained next in greater detail, when it comes to the optimal behaviour, as discovered so far, the changes in total pressure of the microreactor present a larger gap. Consequently, it is expected to be more difficult to achieve the target behaviour in total pressure.

Figure 4.22: Optimum Decision Space and Objective Space (from MTM)

Further statistics are provided in Fig. 4.23, Fig. 4.24 and Fig. 4.25 for each decision variable separately. It is clear that most of the evaluated designs had big outer holes on the baffle plate, which can be considered as a trend. Regarding $Re$, more extreme values were visited; because of this trend, its impact on objective space will be investigated next. However, the region for the decision variable that described the radius of the outer holes of the baffle plate was never investigated for values lower than 16 $\mu$m. Thus, Fig. 4.23 and 4.24 have been produced to complement this observation. The vast majority of the points live in the area where the distance of the outer holes from the centre of the tube is larger than 21 $\mu$m. Moreover, in the PF the concentration of the decision points belong to the class 24-26 $\mu$m. Regarding the radius of the outer holes, it is clear that there is a
significant high number of points in the range above 9 $l_{us}$. All this suggests that a new case could be relaunched starting from the zones of each decision variable where the concentration is the highest.
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Figure 4.23: Histogram of first Decision Variables of the Optimal and Complete Dataset

Figure 4.24: Histogram of Second Decision Variables of the Optimal and Complete Dataset

Figure 4.25: Histogram of Third Decision Variables of the Optimal and Complete Dataset
The progress of the optimiser in objective space from the beginning of the process till the end is illustrated from Fig. 4.27 to Fig. 4.32 by using the configuration settings listed in Table 4.10. First of all, it is clear that the objectives conflict with each other and, hence, this method attempts to give further insight in this regard. The evolution of the discovered objective space suggests that there were not any local minima to trap the optimiser. It is also important to mention that very few of the feasible designs are dominated by the datum design; this means that the optimiser effectively used the computational budget to find solutions that improve at least one of the datum’s objectives. However, among the proposed different designs, approximately 17% were feasible and were actually evaluated through GPU-LBM simulations. These indicate the complexity of the problem and prove that employing MOTS2 was a sensible decision. By using all the available computational budget 195 designs were found in the final trade-off, as shown in Fig. 4.32.

Compared to [64], many more designs have been discovered, because the computational cost was more affordable, as described in subsection 3.3.7. The comparison between the two trade-offs is illustrated in Fig. 4.26. In order to perform a fair comparison, regarding the problem set-up (for instance, the size of the baffle plate, the lattice size etc.), exactly the same settings were used, and no sensitivity studies were performed, as this work extends the previous. The trade-off is wider, denser and further away from the datum design, again for the same reason. Clearly, many more designs were discovered that improve the mixing capability of the device (less than $-1.8$ in the horizontal axis). The new PF is also more continuous and almost reached the absolute extreme for normalised difference in total pressure. Although it is obvious (because of the span of the trade-off) in Fig. 4.26, in terms of hypervolume, the PF revealed by MOTS2 with GPU-LBM is better, as listed in Table 4.12. The reference point was specified by using the worst combination of points in the PF.
Table 4.12: Hypervolume Indicator for Microreactor Mixing

<table>
<thead>
<tr>
<th>Hypervolume Indicator</th>
<th>Reference Point: { -0.0430896 , 3.62125}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original multi-objective tabu search with LBM</td>
<td>6.006</td>
</tr>
<tr>
<td>MOTS2 with GPU-LBM</td>
<td>6.338</td>
</tr>
</tbody>
</table>

The discovered designs cover a wide range of the relative performance, compared to the datum design and this could have two interpretations. Firstly, the revealed PF is very wide, which provides the user with a plethora of solutions to select from, by following a decision-making process. The range of normalised difference in total pressure is larger compared to the other objective. It means that there are more opportunities to reduce losses without changing the other principle much. This is a very useful feature because it can be directly affected by the flow
speed. Therefore, it seems easy to change and to control the losses of the device by changing a non-geometrical factor. Secondly, from one extreme to the other the normalised vorticity magnitude can be improved by a factor of approximately 2.2, whereas the normalised difference in total pressure can reach an almost perfect level with approximately less than 2% losses. This means that (in this case) aggressive mixing comes at the cost of higher losses and almost lossless operation cannot do any mixing. In a production environment, the user would be practically interested in the designs that dominate the datum design. These are the designs with a normalised negative vorticity magnitude less than -1 and with a normalised difference in total pressure less than 1. Moreover, this range appears to change linearly, which will be further discussed below.

The final PF presents two different types of behaviour. It can be separated at a normalised negative vorticity magnitude of -1.8 (or 0.98 of the normalised difference in total pressure). Above that threshold, the trade-off in this region changes linearly. Below that point, it follows an exponential trend. The latter means that for small changes in the normalised negative vorticity magnitude, towards the extreme of -2.2, the normalised difference in total pressure greatly increases, which means that solutions in that range should be avoided because the cost rapidly increases. In contrast, the linear change in the other half is very favourable because the slope is small, which means that one can select designs with very similar performance. Moreover, it was found that in the linear region of the trade-off $Re$ varies in harmony with the objective of normalised vorticity magnitude. This suggests that just by changing the flow the user can achieve various levels of performance even for the same device.

Further information can be inferred by observing the sequence from Fig. 4.27 to Fig. 4.32. First of all, Total Evaluations encompass both feasible and infeasible designs. Within the currently considered computational budget, the more time the optimiser spent on the problem, the more the PF was improved in terms of span and richness. It also moved closer to the corner of interest (bottom left in all figures); as the number of evaluations increased, more points appeared near the PF with more emphasis on the region where the normalised difference in total pressure became better than the one of the datum design. It would be interesting to investigate how the optimiser would behave if there was more available computational budget. Several good points that are part of the final PF were revealed at an early stage of the search; more importantly, the designs with normalised negative vorticity magnitude below -1.8 and normalised difference in total pressure below 1.8 are part of the final PF. However, these correspond to different geometrical arrangements. Although this area has also been investigated, the performance did not improve. This suggests the case should be relaunched under a different formulation and settings. On a separate front, a couple of designs have
been found, whose performance is very similar to the datum design’s. These could
be considered as an alternative for achieving the same target performance. It is
noteworthy to mention that only one design has been evaluated which is worse than
the datum in both objectives and with very different geometry. Hence, because of
the formulation of the MOO, non-promising designs were avoided.

In order to better understand the trade-off, three points were selected in
Fig. 4.32 along with the datum design for the decision-making process. Here,
the datum is included because this is the only configuration that has actually been
tested and serves as the baseline for the comparisons. The other points attempt to
improve on the datum in at least one objective. Moreover, the extreme designs for
both objectives were chosen in order to demonstrate how the performance changes
from one end of the trade-off to the other. Then, the compromise design lives
between the extrema and is intended to be an improved candidate design over
the datum design in both principles; in a production environment, this could be
considered as a prototype, which is worth testing experimentally.
Figure 4.27: Optimisation Search Pattern at 1877 Total Evaluations

Figure 4.28: Optimisation Search Pattern at 3805 Total Evaluations
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Figure 4.29: Optimisation Search Pattern at 7711 Total Evaluations

Figure 4.30: Optimisation Search Pattern at 9676 Total Evaluations
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Figure 4.31: Optimisation Search Pattern at 11743 Total Evaluations

Figure 4.32: Complete Optimisation Search Pattern, PF and Selected Designs (listed in Table 4.13)
The PF of the optimisation process had progressed as depicted in Fig. 4.33. The generic optimum area had been found early relative to the overall number of evaluations. The majority of the trade-off does not change shape significantly in terms of span and quality. On the one hand, near the end of the process, any change is very small. On the other hand, the area of the PF where the normalised difference in total pressure is above 2.0 and the normalised vorticity magnitude becomes less than -2.2 (i.e., top left corner) presents the biggest change. As also discussed above, the complexity of decision space pushed the optimiser to discover fewer points towards the extreme of maximum vorticity magnitude compared to the other objective. This seems to be the upper limit of the current concept of the microreactor, which should be revisited if the mixing capability is very important for the application domain or the business logic.

![PF Progress](image)

Figure 4.33: PF Progress (Related to Figs. 4.27 to 4.32)

Nevertheless, the initial progress of the optimisation process, as depicted in Fig. 4.34, is also studied in order to identify the performance of the optimiser at the beginning of the search. Comparing the progress of the PF in Fig. 4.33 and 4.34, it seems that the optimiser has very quickly located the area of global optimum performance, as discussed above. Then, it kept improving the PF in
terms of span and richness; this is more obvious in Fig. 4.34. On the one hand, the progress from the datum design up to 737 total evaluations was slow with a few points. Then, it seems that MOTS2 discovered good performance and used the remainder of the computational budget to expand that. On the other hand, it is important to mention that the trend of the PF for the improvement of normalised vorticity magnitude between 1.65 and 2.0 times relative to the base line has been captured very early. Thereafter the PF kept improving until it reached the final shape, as presented in Fig. 4.33.

Figure 4.34: The Progress of the PF at the Beginning of the Search, as an Interim Snapshot of the Trade-Off from Fig. 4.33

The user could be informed by Fig. 4.35 whether MOTS2 used any of the available strategies presented in subsection 3.1.3.4 to navigate through the decision space. It should be remembered that these were provided to assist the optimiser to escape from local optima. It is clear that the Intensify Move was employed many times, and it was not required to diversify the search. This means that the optimiser made all the progress depicted in the trade-off figures above by using the local-search features of the optimiser, which could be an indication of the complexity of the decision space. Hence, the additionally evaluated points that
were inserted into the IM during Hooke and Jeeves Move were very useful in order to advance the search.

Similar information from Fig. 4.36 is present in an alternative way when the intensification was performed. Whenever the \textit{i\_local} index exceeds the intensification threshold, the Intensification Move from subsection 3.1.3.4 was employed. In general, the IM had been increasing in size through the search; occasionally its size slightly dropped because dominated points were filtered out. There is not any point to illustrate the complete progress of the size of IM, as it will be difficult to notice calls to the Intensify Move. It is sufficient to say that there was enough information in that memory for the remainder of the search unless any important point in terms of Pareto-dominance was discovered. On the one hand, this means that current configuration settings for MOTS2 were satisfactory to guide the search. On the other hand, restarting the optimisation with finer configuration settings and finer SS is expected to discover additional behaviour.
Figure 4.35: Monitoring the Number of Invocations of the Provided Moves Throughout the Optimisation Search

Figure 4.36: The Activity of the Optimiser Through the Number of Consecutive Unsuccessful Iterations
In combination with Fig. 4.36, Fig. 4.37 demonstrates one of the unique features of the optimiser, the kick, as discussed in section 3.1.5. In the previous figure, the user was informed that mainly Intensification Moves were called throughout the search. However, at the 2,529th optimisation step, Reduce Move was also called, but this is not shown in Fig. 4.36, because i_local never reached the threshold of step size reduction. This is explained along with the configuration settings from Table 4.10, and more specifically the Maximum Improvements, which participates in the conditions to perform the kick. The kick does not appear in the monitor moves, because it is expected to be called very rarely and would clutter the figure. Because the hypervolume indicator of the PF did not change for a long period, the conditions for activating the kick were met and, hence, the kick was called, which implicitly performs Reduce Move on rare occasions. From that moment, the search step for all the decision variables was halved, which led to the discovery of more points. This explains why the values of 7.5, 8.5, 9.5 and 10.5 for the first decision had been visited in Fig. 4.21. Likewise, many more values were also selected in the third decision variable. Non-visiting values 5.5 and 6.5 for the first decision variables and below 17.5 for the third decision variables means that the optimiser focused the search with the refined step in the regions with the most promising performance.
Another way to appreciate the performance of the optimiser is to illustrate the performance of the selected designs that live in the PF against the datum design. The specifications of the datum design and optimised designs from the MOO process are listed in Table 4.13, where the numerical values of each decision variable and the corresponding objective values are presented. The numerical values of the objectives in conjunction with the optimal results discovered in [64] confirm the observation in [45], where the performance of the microreactor is very sensitive to the geometrical arrangement. Tiny discrepancies compared to the selected designs in [64] have a considerable impact on the objectives.

The geometrical arrangements from designs presented in Table 4.13 are shown from Fig. 4.38 to Fig. 4.41. Again, all the designs are compared to the datum design. Achieving the maximum level of mixing is possible by increasing the flow speed and by slightly reducing the radius of outer holes and their distance from the center of the tube, as shown in Fig. 4.39. In contrast, increasing the radius of the outer holes and slowing down the flow can result in minimum possible losses, as illustrated in Fig. 4.41. It was noted that the performance of the design with minimum normalised difference in total pressure belongs to the optimal set only for Re up to 15, which is very slow flow. Finally, significantly increasing the radius of
outer holes, slightly bringing them closer to the centre of the tube while increasing the flow, as demonstrated in Fig. 4.40, achieves more than a 30% improvement in both objectives.

The impact of varying the flow speed in selected designs (when the geometrical parameters remain fixed) is illustrated in Fig. 4.42. For each of the aforementioned five designs the corresponding objectives are depicted, as recorded in the HISTORY during the optimisation search, which explains the different number of points. It is obvious that the datum design is different from the other designs. Although the datum design is not part of the PF, just by changing the flow speed, it has some impact on the objectives, as shown in Fig. 4.42. The performance of the different geometrical arrangements varies linearly by adjusting $Re$. For each set of points of the selected designs the leftmost point has the greatest flow speed and the rightmost point has the lowest flow speed. Therefore, the objective space is expected to be an assembly of such linear trade-offs. It is important to mention that several points with the geometrical arrangement of the compromise design belong to the PF. Moreover, the performance between the compromise design and the design with the minimum normalised difference in total pressure is very similar, despite the different baffle plate: as the flow speed decreases, so does the normalised difference in total pressure.
Table 4.13: Design and Performance Metrics for Selected Designs from Fig. 4.32

<table>
<thead>
<tr>
<th>decision variable 1</th>
<th>Datum</th>
<th>Maximum Mixing</th>
<th>Compromise</th>
<th>Minimum Pressure Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>7</td>
<td>6</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>decision variable 2</td>
<td>Re</td>
<td>100</td>
<td>200</td>
<td>150</td>
</tr>
<tr>
<td>decision variable 3</td>
<td>s</td>
<td>24.5</td>
<td>23.5</td>
<td>23.5</td>
</tr>
<tr>
<td>objective function 1</td>
<td>Normalised Vorticity Magnitude</td>
<td>1</td>
<td>2.27427</td>
<td>1.361878</td>
</tr>
<tr>
<td>objective function 2</td>
<td>Normalised Difference in Total Pressure</td>
<td>1</td>
<td>3.62125</td>
<td>0.706433</td>
</tr>
</tbody>
</table>

Figure 4.38: Baffle Plate for the Datum Design
Figure 4.39: Baffle Plate for the Design with Maximum Vorticity Magnitude
Figure 4.40: Baffle Plate for the Compromise Design
Figure 4.41: Baffle Plate for the Design with Minimum Difference in Total Pressure
Following the analysis of the impact of the considered geometrical and flow characteristics on the performance of the microreactor, it seems important to demonstrate what the corresponding flow is within the device. The flow for each design from Table 4.13 can be found from Fig. 4.43 to Fig. 4.46. As expected from the discussion above, the geometrical arrangement for the design with the maximum relative vorticity presents the fastest flow, as shown in Fig. 4.44. Then, the flow in the other extreme design moves very slowly, as illustrated in Fig. 4.46. Finally, the compromise design, depicted in Fig. 4.45, combines the aforementioned characteristics, where it is clear that the flow in general is faster than the datum design throughout the tube. There are also less discrepancies in the velocity after the baffle plate and at the end of the tube.
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Figure 4.43: Velocity Contours in the mid Plane of the Datum Design

Figure 4.44: Velocity Contours in the mid Plane of the Design with Maximum Vorticity Magnitude
Figure 4.45: Velocity Contours in the mid Plane of the Compromise Design

Figure 4.46: Velocity Contours in the mid Plane of the Design with Minimum Normalised Difference in Total Pressure
4.2.5 Identified Issues

A fast computational engineering design process for environmentally-friendly studies has been presented, for prototyping purposes, based on the models presented in the previous chapter. In order to optimise two operational characteristics of a microreactor, i.e., the mixing capability and pressure losses, MOTS2 was linked to GPU-LBM, where the optimiser changed the internal geometrical layout of the microreactor and the fluid solver evaluated the objectives. The process took advantage of the high computational efficiency of GPU and the ability of MOTS2 to drive the optimisation search and was significantly accelerated by employing GPU technology, which carried out the most computationally intensive part of the process, i.e., the simulation of the flow via LBM. By using the local-search features of MOTS2 a wide and rich PF has been revealed that improves both of the aforementioned principles of the baseline, which was an experimentally tested microreactor. This study could be carried out on standard commodity machines and could deliver results approximately 20 times faster compared to an earlier study [64].

By applying the aforementioned method 3,000 different designs were simulated. Relative to the baseline, the normalised vorticity magnitude has seen an improvement by a factor of 2.2, whereas the normalised difference in total pressure, and consequently losses, were less than 2%. The range of the discovered normalised vorticity magnitude is less than the range of the normalised difference in total pressure and the response of the device in the objective space is linear when the normalised difference in total pressure is below the datum’s. A selected compromise design achieved more than 30% improvement in both objectives. When the normalised difference in total pressure increases more than the datum’s, the PF seems to have an exponential shape, before that it follows a linear trend. It was also found that varying the flow speed on fixed geometrical arrangements has a linear response to the performance of the device. For all the selected designs, the lower the flow speed, the lower the normalised difference in total pressure is. Compared to the datum design, maximum normalised vorticity magnitude is achieved with small outer holes in the arrangement of the device, relatively closer to the tube centre and at higher speed flow; conversely, bigger holes at the same distance from the centre tube (as the datum design), and a very low flow speed are required to operate the device at the minimum normalised difference in total pressure. The above compromise design stands between the aforementioned extreme designs. Nevertheless, the optimisation process was driven by a version of GPU-LBM that was compared against a single experimentally measured case. Although the results appear to be reasonable, once GPU-LBM is validated, it could be used to confirm the validity of the optimisation. It is important to mention that this is the prototyping phase of the method and more validations of the optimum and
near-optimum designs should be carried out against real-world data, in order to 
increase the confidence in the results and employ this method in a production 
environment.

Regarding the effectiveness of kick, this is the first time where the move actually 
affected the course of the search, as discussed in subsection 4.2.4 (on page 189). 
Although the conditions to activate kick were met very late in the optimisation 
search, a few designs were discovered and the optimiser explored the corresponding 
area. However, further investigation is required on the conditions of activating the 
kick move, in order to demonstrate it as a valuable strategy that could assist the 
optimiser to identify more promising areas in other real-world applications.
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Concluding Remarks and Discussion

5.1 Main Research Contributions

The most important points of this research are listed below:

- An optimisation methodology has been introduced and demonstrated in ATO and design optimisation studies, so as to suggest alternative solutions for real-world applications.

- A new optimisation algorithm, called MOTS2, has been developed from scratch to support the computational engineering design process for real-world applications. During the development, it was verified against benchmark cases and validated against a simple real-world application. It was further developed to scale up the optimisation process when the number of variables increases by harnessing the computational efficiency of GPUs, a very competitive feature that many optimisers (including NSGAMO) cannot demonstrate. The newly introduced move (kick) requires further investigation, as there is not enough evidence to judge its effectiveness. MOTS2 was used in three prototypes applications of real-world cases. First, the trajectory of a commercial aircraft in climb phase with 2 objectives was optimised under operational (ATM) constraints. Second, a 3-phase trajectory (44 variables to describe climb-cruise-descent) with 3 objectives was optimised under operational (ATM) constraints. Third, the geometrical layout of a microreactor with 3 design variables and 2 objectives was optimised under geometrical constraints.

- A GPU-LBM code has been developed to resolve flow simulations in microscale within relatively shorter time intervals, so as to enable studying micro-mixing for environmentally-friendly aircraft technology.
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- Two ATO applications were performed, where the flight path of a medium-haul aircraft has been optimised to minimise its environmental impact and its fuel burn at the climb flight phase and for a climb-cruise-descent flight. First, by employing two native MOO algorithms, it was found that the aircraft should reach the top of climb by the middle of the range of the flight phase and should fly at a relatively low speed before accelerating to the next flight phase. As a local-search-based optimiser MOTS2 discovered many more optimum points within a relatively closed area of the trade-off, which complements the findings of a global-search-based optimiser that found fewer points that spread over a longer area. In the 3-phase flight the interplay among time, fuel burn and emissions was demonstrated, a clear advantage for MOTS2. In both cases, it was shown that determining the altitude of the initial segment had the greatest impact on the performance of the trajectory.

- The performance of a microreactor has been optimised by altering the geometrical shape and the flow characteristics of the device. In a design optimisation application, where MOTS2 was combined with GPU-LBM, a wide range of solutions were generated among which a compromise design improved both objectives by 30%, outperforming an earlier study.

5.2 Discussion of Findings

In a nutshell, this thesis briefly introduced important environmental issues caused by aviation and a two-stage approach was proposed, for short-term and long-term solutions. Related work from the fields of aviation, aerospace research, computational engineering sciences, HPC and CFD was presented. In order to accelerate the computational engineering design cycle for environmentally-friendly applications three tools were developed to tackle the needs of real-world applications. Firstly, a native MOO algorithm called MOTS2 was developed to be used in ATO and design optimisation studies. Secondly, MOTS2 was extended to harness the computational efficiency of HPC infrastructure with the intention of using it on MOO problems of higher dimensionality. Thirdly, a LBM code has been created in order to simulate the flow within a microreactor; this code was ported on GPU architecture to carry out simulations within very short time intervals. All the tools were developed to operate either as a monolithic application or as a component of a larger framework, and are interoperable and reusable. The aforementioned tools were applied to two real-world problems. Firstly, the flight path of existing aircraft was optimised based on operational and environmental performance metrics. MOTS2 was combined with tools that simulate the performance of aircraft and engines in order to optimise the environmental impact and the operating cost.
Secondly, as part of design optimisation studies, the GPU-LBM code was combined with MOTS2 to optimise the geometrical and flow characteristics of a microreactor so as to maximise its mixing capability while reducing its environmental impact. The ability of a device to perform efficient mixing at a microscopic level is key when the fuel is based on hydrogen, which could be used as an alternative fuel in aircraft gas turbines so as to generate energy, as described in [41] and used in [280].

It was demonstrated that the tools and methods proposed can deal with the complexity of examples of ATO and design optimisation, and deliver sensible results within a reasonable time frame, where a large number of innovative and improved solutions (compared to baselines) was discovered. Nonlinear and highly constrained decision space can be effectively searched more rapidly. The trade-off of the considered systems is revealed, more data are produced to assist the decision-making process, the user gains a deeper insight into the problem and the decision maker could make more informed decisions.

Regarding the ATO system, the factors that affect the efficiency of an aircraft flight were investigated and analysed. An APM and an EPM were used on a variety of flight paths and flight speed profiles to determine the performance of the trajectory, where the objective was to minimise the fuel consumption of the aircraft and to minimise the flight time. This is a genuine bi-objective problem, which should be addressed by using native MOO algorithms that can deal with the complex decision space and constraints of the climb phase of an aircraft.

In order to find optimal flight paths that comply with ATM constraints, a method was proposed that combines MOO algorithms and specific APM and EPM models. In subsection 4.1.1, monolithic tools were linked together and then were coupled in a modular way with MOTS2 and NSGAMO, where it was shown that MOTS2 is a competitive optimiser against NSGAMO. Because of the nature of each optimiser, two different trade-offs were discovered for a large number of evaluations, which complement each other in terms of information and performance, while showing a different perspective on the considered problem. Similar trends were found by both optimisers for the decision variables that belong to the common section of PF. Processing and understanding the contribution of each decision variable of the high dimensional decision space was demonstrated, too. Next, in subsection 4.1.2 in order to demonstrate the generality of the method and the flexibility of MOTS2, three software packages were linked together and coupled with MOTS2 so as to perform ATO in 3-phase trajectory with 3-objectives. The second application could be considered an extension of the first, as 44 design variables were used to calculate 3-objectives in a 3-phase trajectory. The flight time, fuel burn and emissions were simulated by combining different software packages than before. Without loss of generality, this method could be used to study even more complicated cases with a greater level of detail, for higher accuracy and
The optimal flight paths share the feature that their performance is governed by the altitude of the first segment of the flight. Thereafter, the importance of the remaining decision variables is greatly reduced by the order of occurrence, as listed in Table 4.3 and Fig. 4.14. This attribute was identified by both optimisers, in both applications, and were used to guide the optimisation search. Further cases should be carried out with more decision variables to determine the global efficient behaviour of the climb phase.

By analysing the profile of altitude and speed of the optimum designs that belong to the common area of the PFs, the optimal performance is related to a simple pattern, as illustrated in Fig. 4.5. In general, the aircraft should reach the top of climb as soon as possible and then it should maintain a level flight; it should increase speed for the first segment, then it should fly at an almost constant speed for the next two segments, and it should accelerate to the maximum allowed speed at the end of the climb phase. From the multi-dimensional analysis, the fact that many decision variables are gathered at the maximum allowed altitude suggests the ATM constraints should be revisited so as to balance legislation constraints against environmental gain. A wider flight envelope would allow the optimisers to further improve the considered objectives.

This study has revealed that employing two optimisers, one global-search-based and another local-search-based, was beneficial to understanding the complexity of the problem. Of course, the PFs are different in terms of span and richness but comparable in terms of hypervolume quality indicator, see Table 4.4. They can be used to either emphasise a certain region of the trade-off, where MOTS2 discovered many optimal designs in a relatively short range or to appreciate the big picture of the problem with less information between certain objective values. It is expected that if the configuration settings of the optimisers (see Table 4.2) were specified to balance between exploration and exploitation, then a similar trade-off would be revealed.

Relative to NSGAMO, a narrower and richer PF was revealed by MOTS2, whereas the other optimiser found a wider trade-off with fewer points, as shown in Fig. 4.4. The optimisers discovered fractions of the PF that are common to both, where the objectives behave similarly and their corresponding decision variables follow similar trends. The wider range between extreme trajectories found by NSGAMO in Fig. 4.5 is expected, since the range of its PF is also wider. In any case, the selected compromise trajectory found by both optimisers is almost identical. Although the PFs are not identical, they have the same shape at similar ranges, which implies that the optimal behaviour of the considered system has been reached.

Regarding the design optimisation system, the factors that affect the efficiency
of the microreactor were investigated and analysed. The GPU-LBM was used on many different combinations of geometrical arrangements and flow speed to determine the performance of the device, where the objectives were to maximise its mixing capability and to minimise its environmental footprint. This is a genuine bi-objective problem, which should be addressed by using native MOO algorithms that can deal with the constrained decision space of the operational characteristics of a microreactor that is simulated by using the LBM.

The GPU-LBM flow solver was combined with MOTS2 in a modular way so as to find the optimum operational characteristics subject to geometrical constraints that adhere to the concept of a microreactor, which was originally tested experimentally. GPU-LBM greatly reduced the simulation/evaluation time of a single design point to approximately 145 seconds, which is approximately 20 times faster than the parallel CPU implementation of [46]. By extending a previous study [64] many more designs were investigated in shorter time intervals. The discovered trade-off is wider, richer, and closer to the ideal target. Similar designs have been found, but as mentioned in [45] minor changes can have a great impact on the performance of the device. Analysing the contribution of each decision variable to the PF and the performance of the optimisation process was presented, too. The computational design cycle has been significantly accelerated. This can be integrated with experimental processes for the complete design and testing of products, as was also suggested in [47].

Optimal geometrical shape and flow speed were found. Similar trends compared to [64] were found, but now the discovered performance was better because it was computationally inexpensive to evaluate many more designs within acceptable time frames. More layout concepts (i.e., triangle shaped holes instead of circular ones) of the baffle plate could yield even better behaviour.

By analysing the specification of the optimal designs (i.e., the shape of the baffle plate and the flow speed), as shown on page 192, a simple pattern was identified: For a fixed combination of the geometry decision variables, any change to the flow speed results in a linear response in the objectives. Moreover, big outer holes in the baffle plate are related to minimum normalised difference of total pressure, which means fewer losses and, consequently, a better environmental impact. Conversely, small outer holes maximise the mixing capability at the expense of large normalised difference in total pressure. A compromise design can improve both objectives by more than 30% relative to the datum design.

Using a local-search-based MOO algorithm like MOTS2 for optimising a microreactor was very beneficial in the design optimisation process. All the optimum points were discovered by using the local-search scheme to navigate in constrained decision space.

The revealed PF is wider, richer and closer to the ideal targets. This was expec-
ted, since it was possible to evaluate many more designs. It was demonstrated that even the geometrical factors considered in the optimisation case have a significant impact on the performance of the microreactor. This had also been confirmed experimentally. Consequently, the extreme designs look very similar to the ones presented in [64], but their performance is better as their gap in the objective space is larger, see Fig. 4.32. The flow speed is the actual difference between the compromise designs.

Parallel Coordinates has been undoubtedly a useful technique to appreciate multi-dimensional data. This had been used to visualise the complexity of the studied systems. It was particularly important to understand the impact of the decision variables on the PF and to identify patterns based on the target performance. Moreover, they can reveal hidden interaction(s) among the considered designs and objectives. Hence, the user gains a deeper insight into the problem and can make more informed decisions.

5.3 Main Conclusions

Findings from the benchmarks and applications are summarised below:

- It was demonstrated that MOTS2 can handle the multi-modality of the PF of ZDT4, whereas there is no evidence of NSGAMO in this particular test function [273]. Nevertheless, MOTS2 demonstrated the worst performance on ZDT3, but NSGAMO successfully captured the target PF. Comparing their performance, if the shape of the trade-off is known, MOTS2 should be used in problems with a multi-modal trade-off, whereas NSGAMO should be employed in discontinuous trade-offs.

- The shape of the trade-off between the objectives in airfoil shape optimisation, ATO and micro-mixing optimisation was continuous. The weakness of MOTS2 to sufficiently capture the discontinuous PF of ZDT3 was not critical in the studied examples.

- When optimising the climb phase, MOTS2’s trade-off was narrower than NSGAMO; the gap between the most fuel-efficient trajectory discovered by MOTS2 and NSGAMO’s is approximately 80 kg over a time period of approximately 35 s. The flight path trends revealed by NSGAMO are closer to the theoretical optimal cruise-climb trajectories.

- In the 3-phase ATO, the trends of the altitude profile during the climb are very similar for all the trajectories with a notable difference in the speed profile for the same phase. With respect to performance, the most notable gap in performance among the extreme designs is in the fuel consumption.
5.3. MAIN CONCLUSIONS

- In both ATO applications, the altitude of the first segment of the flight is the most significant factor with respect to the optimum behaviour.

- The combination MOTS2 with GPU- LBM delivered a trade-off approximately 5\% better in terms of hypervolume compared to reference study. More importantly, the performance of the discovered designs is very similar with respect to the area of low difference of total pressure, even after the considerable speed up. However, the vorticity magnitude (i.e., the mixing capability) improved by approximately 20\%. The suggested compromise design geometrically is very similar to the minimum pressure losses design, but relatively distant in terms of performance (mainly because of the flow speed), which also confirms the experimental observations of [45], where minor changes can bring dramatic changes in performance.

With reference to the objectives:

1. Six instances of the devised methodology were applied to test and benchmark functions, ATO studies and micro-mixing, where a satisfactory trade-off was obtained, which in some cases is comparable to other state-of-the-art methods (i.e., MOTS2 against the original Multi-Objective Tabu Search).

2. A version of GPU- LBM was developed and qualitatively compared against experimental measurements, where similar flow features in the geometry of a microreactor were identified, which also follow theoretical observations of the flow in a pipe (i.e, parabolic speed profile after the baffle plate). This version was applied to a micro-mixing optimisation, where a compromise design was suggested that could improve both objectives by approximately 30\%.

3. MOTS2 was compared against NSGAMO in the climb phase optimisation, where the performance of the latter was better in terms of hypervolume indicator and trade-off span. Compared to the original implementation of Multi-Objective Tabu Search, the integration of GPU- LBM into MOTS2 revealed a trade-off that is approximately 5\% better in terms of hypervolume and expanded the trade-off discovered in an earlier study.

4. When MOTS2 was applied to a 3-phase ATO, a number of extreme trajectories were identified that are Pareto-equivalent, so as to demonstrate the effectiveness of the methodology.

5. The compromise design in the micro-mixing optimisation improved both objectives by approximately 30\%.
5.4 Assumptions and Limitations

This section includes a list of limitations and assumptions, where each entry has the following elements:

- Risk description
- Impact
- Importance (Low/Medium/High)
- Probability to raise issue (Low/Medium/High)
- Mitigation plan

Considering the technology readiness level of this research, the following assessment is the view of the author and it is expected to vary as the methods and tools mature.

1. So far, when selecting the compromise solution(s) (for implementation), they were selected manually and deliberately from the middle of the PF, so as to be as fair as possible. This could be biased by the personal preference of the stakeholder, but potentially not acceptable in real-world cases, depending on short-term/long-term strategies or otherwise. (Low, Low). Multi-criteria decision making processed could be employed, as detailed in sub-subsection 5.5.1.1.

2. For simplicity and proof-of-concept, the climb rate of the aircraft was not considered, which accounts for the discontinuous flight level (as shown in Fig. 4.18 for greater detail) and the immediate transition from the climb phase to cruise phase (as shown in Figs. 4.16 and 4.17). (High, High). Although the remainder of the trajectory is sensible, a new case should run again with explicit ATC constraints for continuously ascending climb in conjunction with a tighter flight envelop, so as to produce a more realistic trajectory plan. Nevertheless, for the purposes of demonstrating the capability of the optimisation methodology, this is acceptable. This limitation can be addressed by introducing a climb rate constraint.

3. For methodology demonstration purposes, it was assumed that climb-cruise-descent accounts for 90% of the flight. However, other flight phases also contribute to the objectives. (Medium, Low). In order to produce a more realistic trajectory, all the phases should be considered, block-to-block.

4. HERMES does not allow to specify a flight range (i.e., it is auto-specified). How could it handle waypoints? By design, HERMES is a point-mass model,
which is appropriate for prototyping purposes. (Medium, Low). When higher levels of precision and/or fidelity are required, models that can model 6 degrees of freedom should be used, as demonstrated in subsection 4.1.1. However, this is expected to increase the computational workload and the time required to solve a problem.

5. Because of the complexity and the number of principles involved, the generation of ATO will not cover a very wide range of variables and parameters, but only enough in order to be sensible to employ it as a method. In the current form of GATA, according to the author’s experience, setting up a big case on GATA is expected to be a time-laborious task. Additional programming skills might be required to set up a new case, similar to the application in 4.1.2. (Medium, Low). A number of strategies is suggested. Variables could be grouped, so as to reduce dimensionality. An additional application programming interface should be provided by GATA. Alternatively, the architecture of the optimiser should support this, but this would invalidate the use of GATA.

6. By using GATA, when small cases are considered in terms of the time needed to carry out a single evaluation, the overhead of the interfacing mechanism could cause small delays and might be affordable. However, when the problem scales up, the communication overhead could cause significant delays comparable to the simulation time and using the proposed method is not be advisable. Moreover, the interface between modules by exchanging files is expected to be a performance bottleneck if communication is required very frequently. (Medium, Low). An event-based communication protocol will be expected to be more effective and should be handled by a framework like GATA or a similar one. Alternatively, the 3-phase ATO did not depend on GATA.

7. The total number of threads depends on the CUDA compute capability of the device. The computational efficiency is subject to the underlying hardware. (Medium, Low). In the absence of CUDA the original LBM could be used.

8. Because the geometry is represented in nodes, it is not possible to model a general curvilinear surface. For the purposes of the current technology demonstrator, a stepped approximation is expected to be sufficient. (Low, Low). In fact, this problem will always persist. A finer grid could be used, that could yield higher levels of precision. However, this could increase the computational workload.

9. The environmental variables will always be known, will be provided and will remain constant throughout the simulation. This can drastically alter the
performance of aircraft and, consequently, the trajectory. (Low, Low). A profile of the environment could be developed, that would alter the environmental variables accordingly.

10. For the purposes of this study, multiple APMs, the EPMs and GATA C were required. Lower fidelity models could be developed from scratch, but this would require considerable resources to test, verify and validate. (Medium, Medium). They could be substituted by other modules of the same class or even ones of lower fidelity. It was demonstrated that MOTS2 could also operate as a stand-alone optimisation algorithm. In fact, it was designed to cope with this risk, too.

11. Currently, only 2D trajectories were considered. Considering a single aircraft in an empty airspace, the effects of 3D trajectories could affect the validity of certain discovered solutions and could affect additional objectives (e.g., stability). (Medium, Medium). Appropriate constraints should be modelled and implemented in the models. This is expected to increase the complexity of the models that simulate the performance of an aircraft and could reduce the feasible area of the decision space. However, a 3D representation is out of the scope of this research.

12. It is assumed that the aircraft pass from the exact point. For current technological level, this is not expected to raise any issue. (Low, Low). Normally, any deviation from the exact point is important because this would specify what air navigation procedures should be followed and it affects the ATM to a greater extent. Here, for simplicity, it is assumed that the operator and the FMS will make sure that the aircraft would follow a strictly prescribed path. Otherwise, in the formulation of the model, stochastic noise should be introduced, which would increase the overall complexity.

13. During the simulation of a segment on APMs, the flight conditions are assumed to be constant throughout the segment. Both as an assumption and a limitation, straight line segments were used. Otherwise, the modelling of the trajectory would be harder to resolve and a finer level of detail might be required. (Low, Low). Additional modules on GATA C or any framework could be developed, but this would increase the computational load.

14. Any other modification(s) to the APM, except for the quantities related to the trajectory, such as the configuration of runways and other airport's intrinsic features were not considered. This would only increase the complexity of the optimisation problem, as a range of constraints should be considered such as the structural and operational constraints of the aircraft,
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and the ATM procedures and regulations. (Low, Low). MOTS2 was originally developed to be deployed on such highly constrained cases, where global-search-based optimisers are expected to be trapped or (even worse) not to be able to discover any feasible solutions. This is also suggested in sub-subsection 5.5.2.1.

15. The number of threads should be a power of 2 and has to be specified following CUDA guidelines, so as to saturate the GPU with enough threads and enough memory per SM. Then, the computational efficiency can be appreciated. However, as suggested by the manufacturer, the speed up would be better if the previous condition is met. (Low, Low). By design, the architecture of GPU-LBM is flexible enough to run on any number of threads.

16. The simulation speed of the package described in section 3.3 depends on the combination of the hardware of GPU and the corresponding hardware driver. By design, LBM, as a computational method, is known for its ability to run fast on GPUs. (Medium, Low). Alternatively, the original flow solver based on LBM could be deployed on CPU. It has been tested on Linux-based environments, and it is expected to perform equally well on other platforms.

17. In traditional CFD studies, a computational grid is generated around the geometry of interest and grid dependence studies are carried out, as described in [281], so as to study the accuracy of the flow-solver. However, this mechanism is not accessible here. By definition, LBM is a different computational method and the precision partly depends on the collision operator (and the lattice size, which could be an analogous to the grid). In the current implementation of GPU-LBM only one type of operator was implemented. (Medium, Medium). The collision operators in LBM are fundamentally part of the solver and contribute to the speed up and the precision. In this case, appropriate memory management patterns should be employed, so as to achieve satisfactory performance on GPUs. Currently, it is only possible to change the lattice size, but this would require modifying any software/system that generates the geometry of interest, so as to consider a finer computational domain.

18. The configuration settings of MOTS2 were specified based on the author’s experience, but might not be applicable in other cases. The optimiser would still be able to run, but (possibly) more objective function evaluations would be required to achieve a satisfactory PF. (Low, Low). By design, the configuration settings of MOTS2 are easier to understand, which is expected to assist (even novice) users to carry out any changes with greater confidence. Even in the verification of MOTS2, in sub-subsection 3.1.6.1, the settings
listed in Table 3.1 are not unique; there might be a better combination that yields the target PFs with fewer objective function evaluations.

19. Currently, the underlying simulation of the microreactor by using GPU-LBM needs to be enhanced, in order to increase the confidence in the simulation method and in the results of the optimisation process. Consequently, many more different geometrical arrangements could be simulated with higher precision. (High, High). Different boundary conditions and the numerical scheme of the relaxation method (described in [254, 282]) could be implemented. In addition, more comparisons against experimental measurements, for validation purposes, should be carried out, so as to accurately drive the optimisation process towards solutions whose actual performance can be obtained in their physical design.

5.5 Future Work

This section describes work in progress, which is based on the foundations of the research presented in the previous pages. A number of future extensions are suggested below, starting from the improvements from the top level to enhancements at lower levels. The majority of these proposals can be implemented independently, unless stated otherwise. They all aim to enhance the methods and tools presented in this research; they are mainly expected to reduce the elapsed time of certain engineering processes or procedures while increasing their quality and providing more data. This will allow the decision maker to perform a more informed decision and will increase their confidence.

The importance, complexity (in terms of development/research effort) and abstraction (in terms of the level of detail) of the listed recommendations vary from short-term tasks to very strategic tasks. Depending on the level of seniority of the reader, the former tasks target individual researchers (perhaps at an early stage) that would decide to immediately carry on existing work, whereas the latter tasks aim at managers and/or head of departments who might be looking for a vision and future trends.

5.5.1 Improving the Methods

Below, the reader can find the most abstract upgrades to carry out and their merit can be easily appreciated. Implementing and testing these takes longer, but they are anticipated to pay off in the long term.
5.5.1.1 Improving Optimisation Process and Procedures

A powerful extension would be to integrate the optimisation process with multi-criteria decision-making methods [283] after performing an optimisation search (or in a proactive approach) so as to select a number of solutions from the PF. The merits of linking MOO with multi-criteria decision making were reported in [284]. Among the methods mentioned in [283], using the family of methods ELimination and Choice Expressing REality \(^1\) can be a very promising step. This family of methods has the ability to handle data sets that are characterised by a high degree of uncertainty, which seems appropriate for environmental applications. It is less sensitive to changes in the data set and considers more aspects than other methods. In addition, discrete criteria of either quantitative or qualitative nature could be manipulated.

Essentially, the methodology attempts to present a series of steps that reveal optimal solutions to ATO problems. The optimiser conducts an intelligent search over complicated decision space and learns from it as long as the operation goes on. This systematic gathering of information is mostly automated, while the decision making is left to the decision maker. The ultimate goal is to harmoniously combine the computational and intellectual parties while appreciating and complementing the contribution of each side. Hence, more mechanisms should be provided for more interactive operation between the decision maker and the system.

If the time required to evaluate a decision vector is no longer important or it is improved by using alternative methods and tools, it will be worth increasing the number of evaluations to discover solutions of a higher quality. An important feature of many objective(s) is their robustness to slight variations of the variables. The robustness can be studied for the environmental conditions, the internal attributes of the system of interest or both. Obviously, the latter is more complicated to resolve. Hence, from a single objective, a robustness metric can be derived by evaluating similar decision points in the local neighbourhood in decision space around a candidate decision vector for evaluation. Then, the robustness can be calculated by assembling all these surrounding evaluations either as a simple averaging or another more sophisticated process; this will capture additional behaviour around a certain decision point which could be used in later stages of the search by other memories and processes.

Frequent and recurring information should be stored and recovered as a wrapper of the actual module that performs an objective function evaluation. Therefore, unnecessary evaluations of decision vectors will be kept to a minimum. On the one hand, this technique looks similar to HISTORY, but can be linked with any type of optimiser, giving them a memory feature that can be used as shown

\(^{1}\)In French it translates to ELimination Et Choix Traduisant la REalité, or ELECTRE
in the previous chapter. In the event of a restart, this information could remain there, saving even more time and computational budget. On the other hand, if the evaluation consists of an assembly of partial solutions, such as in ATO where the same sub-modules are called on a separate flight segment, then this could also assist MOTS2 to advance faster. As part of the evaluation manager, an external look-up table could be created, where partial solutions are saved after a successful execution. In latter stages of the optimisation process this is expected to save considerable wall-clock time because the table would already be populated; if the decisions of the PF share similar decision variables, most likely any partial solutions will already exist in the look-up table. In general, this feature is expected to be a good enhancement in local-search-based optimisers; the more computationally time consuming the evaluation is, the more beneficial this approach is.

The existence of memories could further be used to extract even more information by applying data mining techniques, as suggested in [215]. Because the nature of the decision variables of the problem is continuous, in combination with a previous look-up table, certain conditions could be predicted by using Kriging interpolation [285, 286], Support Vector Machines [287, 288], design of experiments [289] or similar methods. This interpolation could be further accelerated by using the ideas described in [290, 291] and by developing them on GPUs, because of the number of highly intensive computational procedures applied to structured data. If the computational cost increases because of employing higher fidelity processes, this approach will be even more beneficial because considerable time will be saved. This improvement will also assist and/or enable other processes, such as calculating the robustness of the system, calculating sensitivities and creating performance maps. Surrogate models [140] can add an extra perspective of intelligence to the optimisation process, as demonstrated in [292], by predicting the evaluation of the objective function without actually executing the resource intensive computational procedure. Of course, this comes with a range of confidence, and specifying certain thresholds could automate the decision of either evaluating an objective or predicting its value. This would be particularly beneficial when either the number of variables increases, or the number of objectives increases, or more objective functions are required, or all of the above. Alternatively, having such a system could either be linked to existing optimisation processes or could be used independently to conduct performance-based optimisation with expected improvements, as described in [140]. Normally, there should be a single surrogate model per objective. Hence, this will lead to the development of multi-surrogate modelling. Nevertheless, the designer’s experience and insight are mandatory to determine the ongoing stages. As pointed out in [293] Design and Analysis of Computer Experiments (DACE) and Radial Basis Functions (RBF) behave particularly well for low-order non-linear functions. The differences between design
of experiments and DACE are explained in [294]. However, for the same type of functions, the accuracy is not improved significantly by using a large sample size. This behaviour depends on the expensive fitness function calculation, the lack of an explicit model for calculating the fitness function, the noisy environment of Evolutionary Algorithms and multi-modal objective space, as presented in [295]. As observed, applying RBF and DACE in cases of high dimensionality might be prohibitively costly compared to exact calculation, as also stated in [296].

Selecting a better initial point is an important feature in many single-solution-based and local-search-based optimisers. By using more effective sampling on decision space, the sensitivity of decision space can be extracted. Thereafter, the optimisation algorithm should start from the most promising area of the decision space.

Another important feature of any optimisation process is to understand the importance and contribution of the decision variables to objective space. Hence, the optimisers could navigate more effectively and could converge to the global optimal behaviour faster. One standard method to calculate the sensitivity of decision variables is to apply PCA, as suggested in [297]. This could be performed as a procedure of MOTS2 for higher effectiveness in carefully selecting the decision variables while considering their contribution to objective space. It is described in greater detail for MOTS2 in sub-subsection 5.5.3.1. Finally, based on the calculated sensitivity, procedures could also be launched proactively by the decision maker. These procedures will discover an optimal behaviour within a relatively small fraction of decision space and will feed the results into a top-level optimisation process so as to give the flexibility to the user to intervene whenever it is considered appropriate.

5.5.1.2 Improving Process and Procedures for Aircraft Trajectory Optimisation

Following subsection 4.1.1.6, the first immediate study would be to investigate the performance difference between MOTS2 and NSGAMO, so as to increase the effectiveness of MOTS2. Among others, different problem instances (i.e., a combination of flight paths and underlying models) and/or various optimiser parameters could be trialled. Next, additional moves for MOTS2 could be implemented specifically for ATO.

The main idea is to gradually integrate all the different principles from strategic planning, to operational planning, up to the lowest levels of simulation. Most of these can be implemented for the current aircraft and infrastructure. Then, they could serve as the basis for frameworks to design future aircraft that will use the current infrastructure and would deal with the future political, environmental, social, technological and economic challenges. The increased computational cost
could be alleviated by employing tools and methods such as the ones described in section 3.2, which could deal with high dimensionality. The vision of commercial aviation is described in [298, 299].

The methods presented above were originally developed to modify the trajectories in which existing aircraft would fly, but involving new aircraft and alternative routes would give deeper insight into how the flight path changes. Following the process of reducing the aircraft contrails [300], several other forms of environmental impact could be improved such as emissions and noise, where the contribution of the weather should be considered, too. Additional measured quantities from [301] should be considered for future developments, as they are very important in the environmental sciences. Moreover, researching and developing any of the following modules will give a more pragmatic view of the problem: a legislation module will handle ATM constraints and taxation modules will calculate flight costs when crossing international airspace and when using airport infrastructure, respectively. All of these could be part of a module with constraints related to economics. One level below, fundamental additions would be to compute structural dynamics of the aircraft during flight and to carry out CFD simulations.

Of course, MOTS2 could be specifically improved for ATO in a number of ways. First of all, it should be able to perform PCA on each memory during each iteration. This will enable the optimiser to realise the importance of each component of the decision vector and to focus the search accordingly, for instance by readjusting the SSRF for each decision variable separately, as described in sub-subsection 5.5.3.1. Then, it should be modified to manipulate integer variables, because the big picture of ATM for free flight will require searching for discrete decisions such as the number of aircraft flying at a certain flight level.

Although the method was effective, higher levels of fidelity will be required for higher precision solutions. Since straight line segments seem a crude approach, refining the trajectory with more points will produce more accurate results. Trajectories could also be generated through curves, similar to the parametrisation technique used in airfoil optimisation, described in sub-subsection 3.1.7.1. Furthermore, high-fidelity CFD tools could be used to feed information to the APM about the aircraft's attributes, because they are currently too computationally intensive to employ frequently as the black box evaluations tools.

Industrial data could be integrated into the process, on aircraft that fly on a regular basis and whose trajectories are recorded for a variety of reasons. Hence, trajectory data could be used in two ways. Firstly, this information could be combined to infer trends of the trajectories like a swarm of aircraft, similar to swarm optimisation. Then, this would help to form common practices and serve as a starting point of the ATO process. In addition, it should be possible to compare how much the generated trajectory approached the real one and to assess
any benefit. Thereafter, more feedback could be provided to the process to take more information and operational needs into consideration. Certainly, it would be beneficial to integrate the computational processes with experimental tests, should they be available. Secondly, this could influence the design of FMSs so as to assist the operator to stick to the optimal course; the FMSs could also automatically perform minor corrections to the course. This will be one step closer to the integration of optimisation practices with flight control and closer to performance-based navigation.

5.5.1.3 Improving Process and Procedures for Multi-Disciplinary Design Optimisation of the Microreactor

Considering the software as a system from the field of CFD, it can be combined with other principles to be used in more complicated applications. More specifically, as with most of CFD tools, LBM could be coupled with tools that can perform structural analysis so as to resolve any structural deformation, which should be provided to CFD processes, as part of fluid-structure interaction studies. Another addition would be to carry out computational aeroacoustic studies by following the method described in [135]. One step further, all of the above could be coupled with optimisation practices so as to design products with higher performance as part of multidisciplinary design optimisation studies.

Smart systems can be created by combining this application with control theory, as follows. Further expanding the idea of using a nozzle for the shape of tube downstream, another concept could change that shape dynamically, as this is relatively easy to implement with LBM. Thereafter, control theory could be employed to dynamically control the shape of the whole nozzle considering again the same objectives. Of course, this would require further developing the model of the code for unsteady flows, which could be developed because of irregular shapes. Similarly, a few of the outer holes of the baffle plate could open and close, which could also be enhanced by implementing control features for better management of energy and performance. Since the flow has to be laminar, a suggestion for the future would be to investigate more mechanisms and arrangements to create laminar flow and/or to maintain a low $Re$ as long as possible under a variety of conditions.

5.5.2 Expanding the Applications

The previously described enhancements could be used on new cases, too. The ultimate goal is to help shape the future of aviation. The future developments are to improve the framework and other participating modules.
5.5.2.1 Future Aircraft Trajectory Studies

Using a parameterisation scheme to generate the shape of trajectories is expected to further speed up the optimisation process. Also, the discovered trends will be integrated within the new trajectories. A more realistic scenario will involve trajectories in 3D and more objectives, by including additional emission values, engines’ life expectancy, and contrails path.

A promising research path is the integration of additional modules to enhance ATO. The following modules presented in [302–306] are suggested, each of which comes from different principles and could be part of a unified framework:

- Environmental externalities in air transport [303]
- Model for risk assessment [304]
- Risk and safety models for ATM operations were presented in [305], and they seem to be ideal for the concept of ATO
- At a higher level, a system that assesses global emissions from aviation was demonstrated in [306]

The authors of [155] predicted that it will be challenging to integrate modules. All this will lead to the development of a framework for aircraft conceptual design and environmental performance studies such as the one presented in [307]. However, it is important to mention that all these are expected to dramatically scale up the optimisation problem in terms of decision variables, constraints and objectives.

When it comes to studying an aircraft trajectory, more segments and flight phases could be considered so as to optimise for more realistic flight paths. By introducing additional points, more realistic trajectories could be generated. Currently, the trajectories were modelled by using a relatively small number of points. However, the dimensionality will increase and appropriate tools would be required in order to deliver sensible results within reasonable time intervals. This leads to the development of optimisation algorithms that can manage a large number of decision parameters, like GPU-MOTS2. Since the ultimate goal is to carry out optimisation in real-time, further developments that eliminate the evaluation cost are required. This can be achieved either by developing/adapting new algorithms or by employing an alternative computational infrastructure. The tools and methods employed are intended to be further improved and integrated into the FMS so as to carry out trajectory optimisation in real-time while flying.

Determining the aircraft speed in the cruise flight phase is not a trivial task because of the nature of the flight. Due to the total drag (profile and induced drag) flying the aircraft at the most optimal speed (where total drag is minimum) can be very challenging. The balance between the different types of drag in the total
drag can easily change because of variations in speed. An increase in drag causes the performance to drop and, hence, more power is required to increase aircraft speed. However, aircraft regularly fly at cruise speed higher than the speed of minimum drag curve to ensure a safe operating margin [308, 309]. Hence, special mechanisms should be included to care for speed variations when the cruise phase is encountered. Similar studies, such as [310], investigated how to reduce the environmental impact at cruise phase. Combining this along with the proposed method in this research could complement the investigation of aircraft performance.

In addition to the aforementioned points and according to the author’s experience, the following suggestions will further enhance the effectiveness and applicability of the framework:

- Searching, gathering and administrating available resources
- Continuous monitoring of the allocated resources and the progress of the optimisation process
- The framework should be self-adjusted when interruptions occur
- Quick interfacing between participating modules via dedicated data exchange channels
- Operating in a batch mode
- More constraints will be inserted into the optimisation problem

An important addition to the process would be to individually modify the black box evaluation system to take advantage of the locality of partial solutions by inserting extra memory, which is separated from the optimiser. In addition, because of the nature of the problem, by using the concept of look-up tables described above, local solutions are more likely to save computational budget, independently of the optimiser. Since the trajectory consists of individual segments, whose individual performance is accumulated with some extra information exchange, it would be beneficial to store the calculated performance for each segment in a look-up table. The latter will be queried at a latter stage to avoid unnecessary re-evaluation under the same conditions, where partially stored performance for each segment could be combined with others. Local optimisers and robustness studies could be assisted by this enhancement because evaluating (and exploring) local neighbourhoods will be faster. In conjunction with the local-search features of MOTS2 this will result in a faster optimisation process, where more information could be discovered in shorter time-intervals.

The authors of [311] introduced a new way of performing robust optimisation. The initial problem was successfully transformed in optimising the system’s
decision parameters subject to probabilistic criteria by employing Monte Carlo methods. The calculation technique of the Monte Carlo method and the technique to optimise the parameters determine the solutions' efficiency. Herein, a direct search was combined with the aforementioned approximations in a parallel and multilevel fashion proposing decision points that are more likely to be manufactured. The same method produced satisfactory results in aircraft trajectories, too [312].

Secondly, following the optimisation of the climb flight phase, it is sensible to optimise the cruise and the descent flight phase of the same type of aircraft for the same pair of objectives, as part of a flight within European airspace. The same compilation of tools will be used, too. The former case will continue and will stop at the last point of the climb phase and will cover twice the previous range, where the aim is to investigate what the optimum flight path and speed are. Similar trajectory modelling will be applied to a wide flight envelope, which will allow the optimiser to select either level flight or stepped cruise. The descent flight phase will continue from the end of the cruise flight phase over the same range as the climb flight phase. The reverse flight envelope from climb phase will be used so as to find optimum trajectories, where the optimiser will be allowed to select among a stepped descent, a continuous descent approach or a combination of these. The trends from the individual flight phases will be used for the next application.

Thirdly, the lessons learned from the previous applications will be used to perform ATO of a complete flight that will include climb, cruise and descent for the same type of aircraft considering the same objectives. This will be implemented in two ways: on the one hand, the same compilation of tools will be used on the scaled problem so as to investigate whether it is sensible to break the trajectory in individual phases or to simulate all of them in a single case. On the other hand, the same study for the same trajectory will be carried out on alternative tools to evaluate the performance of a trajectory because the computational cost is expected to increase exponentially. More specifically, a combination of an engine and aircraft performance model, described in [268], will be used instead. The results will be used to compare the trends of the optimal trajectories and will be used to study how the computational process could be accelerated in order to become part of an operational FMS.

5.5.2.2 Future Multi-Disciplinary Design Optimisation Studies

In order to further understand the optimised environmentally-friendly trajectories that can be deployed by airlines, it is important to investigate the impact of degraded engine performance on these trajectories at a multi-disciplinary level assessing trade-offs among fuel burn, flight time, emissions and direct operating cost. This will bring environmentally sustainable and economically feasible solutions to
From a multidisciplinary design optimisation perspective, more complicated cases could be created to design a higher quality microreactor that could combine financial modelling, structural dynamics modelling, fluid dynamics modelling, etc. As expected, adding more objectives will enable the stakeholders to analyse and to understand how the microreactor behaves on different principles. This would require expanding the existing LBM code. In addition, more decision parameters could be introduced to simulate a wider range of geometrical arrangements and flow conditions.

The current implementation can be improved in many different ways at various levels, whose significance decreases by their order of appearance. First, the most important and challenging task is to improve the computational model itself, because the other enhancements depend on this. The immediate target is to extend current LBM by adding an extra lattice for thermal properties as described in [98, 99, 102, 103]. However, the lattice size will be smaller so as to mitigate the additional data load and processing for the information to be obtained. Another worthwhile improvement, closer to the approach of finite volumes, is to extend the model as described in [100] so as to obtain more accurate results. In addition, the capability of resolving more complicated boundary conditions will strongly demonstrate the suitability of LBM to real-world applications. Thereafter, the approaches discussed in [313] and after [106] should be considered in order to increase the accuracy of the model and to make it suitable for many more applications.

Since a wide range of results has been quickly discovered, just by changing three variables, the next step would be to take advantage of the ability of LBM to easily change the computational domain of interest. Again starting from the same datum design, an optimisation process that changes additional geometrical features and flow features would be more beneficial in order to study alternative concepts. More specifically, the overall size of the reactor could be changed up to the level where $K_n$ would be practical for using the LBM. For instance, larger tube diameters could be tested. An extreme approach would be to manipulate the tube as a nozzle with convergent and divergent sections. In addition, the orientation of the baffle plate could also change at different angles, not perpendicular to the flow. Different numbers of holes can be tried, at different diameters each. Even the shape of the holes can change. Another extension would be to consider more separated chambers to simulate the flow from three or more sources; furthermore, each of the simulated fluids could be different in nature and/or in multiple phases. Perhaps the impact of adding another baffle plate or introducing an orifice plate on the interplay of objectives could be investigated. Under the current framework, all these require minimal programming effort and could be fully automated and pre-configured.
Next, the code is going to be applied to more complicated geometrical arrangements and mathematical models. An immediate application is that of a micro-combustor, where the thermal extension will also be used. Then, the performance of the current code and a future extension based on [100] will be compared against standard turbulence mathematical models from conventional CFD: Reynolds Averaged Navier-Stokes and Large Eddy Simulation. Alternatively, it could be more easily coupled to another system as part of fluid-structure interaction applications, which study the interaction between a deformed or movable structure with a fluid, and could be integrated with design optimisation applications as is the last item in section 1.5.

5.5.3 Improving the Tools

5.5.3.1 Improving the Optimiser

As the optimiser is the core of the optimisation process that will generate data from the top level, closer to the user’s understanding, the following improvements are suggested.

Obviously, MOTS2 should be compared to the most recent version of the original multi-objective tabu search. This could include a range of comparisons, where possible, so as to compare the impact of configuration parameters on the quality of the revealed trade-off, the computational efficiency/quality of the revealed trade-off when testing against benchmark when running the same applications, and any acceleration when running against GPU- MOTS2. It could also be useful to investigate what would be the benefit of integrating both versions.

Introducing the principle of robustness is easy to implement in MOTS2. Following the current structure of MOTS2, only the originally proposed decision points would be candidates for the role of BP for the next iteration. This evaluation of local decision points smoothly links with the local features of the optimiser and can be considered as an enhancement, which also links with other approaches that take advantage of the locality and similarity of solutions.

Failed objectives should be manipulated differently. Currently, all the infeasible decision points are assigned a penalty value that is a very large number, and it is almost impossible to select these points anymore during the remainder of the optimisation process. An alternative would be to locate the closest feasible decision point to the failed decision point and to investigate a few points within this distance by inserting them into the list of proposed decision points. These decision points could be flagged differently and should be treated with caution when analysing the final results.

One of the biggest challenges of optimisers is to asynchronously evaluate points. Here, it is suggested that the structure of the code be modified to create a batch
memory that will contain a number of points to be evaluated from one iteration to
the other before selecting the BP. In the first implementation, this batch memory
should be populated by the Hooke and Jeeves Move and the Pattern Move. Then,
different methods could be integrated to propose new decision points for evaluation.
The local-search functionality of MOTS2 can be maintained if the decision points
in the batch memory are inserted by a mechanism that generates local points. The
balance between exploration and exploitation can change if a few global decision
points are inserted into the memory; if the number of global decision points is
significantly lower than local decision points, the chances of selecting a global
decision point as the new point are significantly slimmer. To some extent, this is
another mechanism to escape from local optima.

When the number of variables becomes so big that they cannot be managed by
the user, sensitivity analysis will be employed to assist the user to select the best
possible axes in Parallel Coordinates that capture the behaviour of the studied
system. Here, PCA would play an important role in identifying the most sensible
axis to include in the analysis, based on the variability of each axis.

GPUs can assist MOTS2 by being part of a separate system that implements
surrogate modelling techniques, such as Kriging, RBF, Support Vector Machines.
These methods require highly intensive number crunching applications and can be
significantly accelerated by GPU. GPU-MOTS2 can be particularly useful when
the number of dimensions and objectives is so large that an even larger number
of objective function evaluations is required. The practicality is more obvious
when GPU-MOTS2 has to find solutions within very tight time restrictions; it
could also be part of systems for tactical decision making. These applications vary
from controlling airspace, to controlling the power distribution of utility services,
to gambling companies, just to name a few. They all consist of too many vari-
ables, and there are conflicting interests between the participating entities and
stakeholders. In general, it is believed that GPU-MOTS2 is good for tactical op-
timisation problems, where decision space is massive and the user is bound by
time limits. Then, MOTS2 assisted by GPUs will work either to provide the
process additional information about the objective function (for instance, by us-
ing surrogate modelling) or to calculate faster objective function(s), or (ideally)
both. The optimisation process will understand more from meta-data such as the
sensitivity of variables and the prediction of the objective function value(s). Nev-
evertheless, as pointed out in [229] and demonstrated in 3.2.5, the implications of
the underlying GPU in the architecture/structure of the algorithm and the overall
performance of the application should be considered before making any conclusive
or investment decisions.

Hybrid optimisers will have to be considered for future applications that com-
bine features from various classes of optimisers. An instance of tabu search was
combined with genetic algorithms [314], but more generic cases, such as [186], should be investigated, too. In [315] automatic switching between 6 classical optimisers was presented. More generic moves can be created and be part of MOTS2 as part of its portfolio of moves. This will allow the optimiser to tackle different types of problems more effectively by using these problem-specific moves. This case involved both gradient-based and non-gradient-based algorithms operating in an interchangeable mode for local and global search, respectively. Another optimiser that can deal with many objectives was described in [316].

Introducing sampling techniques could have a number of advantages. In conjunction with greedy sampling schemes [317], fewer computations were needed, simulation results were predicted successfully, and the dimensionality was reduced [317]. The techniques described in [318, 319] could also be used. Even effective sampling can be computationally intensive, where advanced computational systems could assist. This is true because of the nature of the techniques, which require performing operations on matrices and other types of single-instruction multiple data functionality. Hence, it is an ideal fit for GPU-based hardware and code. Different techniques from Design of Experiments could be employed for sampling purposes so as to configure more effectively an optimisation process [289, 293]. Furthermore, Game Theory could be combined with intelligent sampling. This could be used to propose better points to sample (during the sampling phase). It could also assist in generating new points, where an agent will be proposing new points to be evaluated; this could either replace the Hooke and Jeeves Move, or work along with that, or be another module in the overall optimisation process to assist the optimiser. In addition to the previous method, supposing that a sampling method is provided, the user can also select more appropriate configuration settings by considering the sensitivities of decision space. This can certainly affect MOTS2's SS and SSRF. Also, by performing a statistical analysis more settings can be configured, such as the frequency of intensification, diversification and step size reduction. Furthermore, the above method can also be used to self-adapt a few of the configuration settings of the optimiser as more areas of decision space are explored. This self-adaptation can take place at any number of consecutive iterations, predefined by the user.

Two of the existing moves could be improved. Diversifying could generate a random point by using biases, from PCA applied to decision space. Alternatively, it could generate a new point within an expanded area around the BP, at a user-defined distance either by complementing or replacing STM. Very remote regions either will have less probability or will not be selected at all, which means that the next BP will not be very different than before. This links with other proposals, too.

As many local-search-based optimisers, the main disadvantage of tabu search is
the selection of the initial point. As a single decision, this will determine the overall performance of the optimiser. In addition, because the size of the decision space will be increasingly larger, this weakness has to be addressed. Therefore, it was proposed to combine the optimiser with methods from statistics and multivariate analysis, so as to enhance its functionality. The three-fold idea is to obtain a global preliminary understanding of problem space to resolve its sensitivity and then to appropriately deploy an optimiser at the most promising region so as to explore and capture the optimal behaviour.

Therefore, the whole optimisation process consists of three individual modules that are called in a sequential fashion in order to deliver the desired PF at the end phase. The first step aims at creating a sampling plan that uniformly samples decision space and will be used to obtain global information about the problem. This will help to decide the initial point and the search step before launching the optimiser. A sampling method is employed: a variant of the Latin Hypercube Sampling is enhanced with orthogonal criteria. This method evenly samples the entire decision space so as to efficiently capture the complexity of the problem. The number of points to sample is predetermined and is a fraction of the computational budget considered for the case. Usually, it should vary between 10% and 20% of that. By definition, the Latin Hypercube Sampling remembers the sampled points; an idea that naturally fits with the concept of memories presented in MOTS2.

Following the sampling plan provided by the Latin Hypercube Sampling, each of the points will be evaluated through the objective function. Then, all of them will be ranked for Pareto-dominance, where the non-dominated set will be formed. Among the fitness points of the PF, one of them will be selected randomly, and its corresponding decision variables will serve as the initial point for the next phase. If more than one set of decision variables has the same fitness, one of them will also be selected randomly. At this point, all the pairs of decision variables and fitness points will be inserted into the memories of MOTS2.

The second phase uses the PF discovered so far in order to estimate the sensitivity of the current optimal set. At the beginning of this phase, the covariance matrix of the optimal set is calculated, because the data are at a similar scale. Thereafter, PCA is applied to the covariance matrix. This returns the Principal Component Analysis, where the order of components variance reflects the importance of each component to the data set; the higher the variance of a decision variable is, the more sensitive the optimal set is when altering that variable. Hence, depending on the search state a larger or smaller step should be selected appropriately. Nevertheless, because the current data set is the optimal set so far, then the result of the second step represents the global importance of each decision variable to the problem. It is noteworthy that this is not a satisfactory estimate, because it is highly dependent on the sampled decision points. The significance
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could be used either to reduce the dimensionality of the problem or to assist in the selection of the initial search step for the third phase. The latter will be applied before launching the optimisation algorithm to increase the chances of the optimiser discovering the global optimal performance of the system of interest. Several approaches have been introduced in the past, such as reducing the number of objectives [320, 321] or the number of decision variables [322, 323]; however, to the best of the author's knowledge, none of them was applied in a MOO context to conduct environmentally-friendly studies that demonstrate the impact on the environment.

Before the start of the last step, a number of important elements are determined, which will make the optimisation search more effective. In particular, the initial point is selected to start from one of the extremes of the PF. The search step for each decision variable is individually specified and the remainder of the optimisation search is performed as normal.

5.5.3.2 Improving the Flow Solver

The flow solvers could be validated and computationally improved. First, given appropriate experimental measurements with a variety of flow conditions and geometries, the same results ought to be generated via simulation. Under this condition, the code structure of GPU-LBM will be modified in order to achieve better performance, closer to the device's theoretical performance. This means optimising the memory manipulation so as to take full advantage of every computing cycle. Memory strategies could be employed [114, 122, 123] and all the levels of memory mentioned in subsection 3.3.2 could be used. Mixed precision could also be tested following the idea from [133]. Although these suggestions require more effort to be integrated by harnessing every computing cycle, they are subject to a further investigation without obstructing the aspects above.

The code should also be flexible to use. The configuration parameters could dynamically self-adapt to the problem in order to make the method easier to employ. Statistics from the resources and their operation could be used to self-adjust the important configurations (e.g., number of spawned threads, etc.); higher computational efficiency could be obtained by identifying the most active regions of the lattice, which is a feature provided directly from the hardware in the most recent GPUs. Although this seems to introduce a small overhead, it could pay off in terms of computational time required performing a converged simulation. Implementing models with less or more discrete densities will also allow one to perform trade-off studies, where the number of densities will be altered in order to appreciate the computational cost for the information benefit at desired levels of accuracy.

From the lowest practical perspective, the impact of hardware has to be con-
sidered, especially in cases where the number of evaluations per time unit and/or computational size is very large. Replacing one GPU with a more powerful one in terms of memory size and speed is expected to directly speed up the application, because the codes have been designed to take advantage of the features of the provided GPU. Therefore, this is a very straightforward change, which can be immediately appreciated. The next step would be to take advantage of the most recent features of GPU technology, where two or more GPUs can have a common address space and could transparently exchange data. This will considerably increase the performance of a single simulation.

Finally, the application of fluid-structure interaction of the work mentioned in section 1.5, could be re-implemented on GPU-LBM. The velocity magnitude and the location of three inlets on an experimental device could be optimised, so as to minimise the tangential velocity of the flow at the outlet. MOTS2 could be integrated with the same simulation code to study a more complicated geometrical arrangement with a master inlet and two secondary inlets, whose purpose is also to control the flow.

5.5.4 Long-Term Extensions

Based on the outcome of this work, an additional list of research questions follow so as to demonstrate the potential of extending this research:

- What is the cost of using the recently developed technology?
- What business models could be employed to enable this technology to be used by a number of stakeholders for a variety of purposes, while balancing between a sustainable development and standards to integrate systems from diverse principles?

Questions regarding the social impact are:

- What is the level of research-community trust in modelling, simulation and optimisation technology?
- What is the potential for linking different platforms and simulation systems together?

Questions regarding the economic and policy impact are:

- What would the impact of ownership model be on funding? (e.g., changes to tax/fuel revenues)
- How can one create a clear vision and policy?
• How can we link to other policies?

Questions regarding the technology are:

• How do we assess the impact of different levels of adoption within the operations of aviation?

• How do we assess the impact of different levels of integration on the aviation industry?

• How would differing performance specifications be assessed?

• Would there be a requirement for intelligent management?

• What is the threshold for manual against autonomous control?

Questions regarding the environmental impact are:

• What is the impact on noise?

• Will we be moving towards zero emissions aircraft with this technology?
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Appendices
Appendix A

Scalability of GPU-MOTS2

The following figures depict the performance discussed in subsection 3.2.6.

Figure A.1: Scalability of the Elapsed Time of GPU-MOTS2 on ZDT1 when the Number of Variables Increases
Figure A.2: Scalability of the Elapsed Time of GPU-MOTS2 on ZDT2 when the Number of Variables Increases
Figure A.3: Scalability of the Hypervolume Indicator of GPU-MOTS2 on ZDT1 when the Number of Variables Increases
Figure A.4: Scalability of the Hypervolume Indicator of GPU-MOTS2 on ZDT2 when the Number of Variables Increases
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Appendix A

Rebuttal - TEMPORARY Chapter

Format:

1. all the numbered items are the suggested corrections.

   • The bullet point(s) that follow each numbered item is my reply.

Indices:

   • Statement of Thesis Deficiencies (SoTD): Statement of Thesis Deficiencies
   • Revised Assessment By Dr Parks (P2): Corrections suggested by Dr Parks
   • Revised Assessment By Dr Sethi (S2): Corrections suggested by Dr Sethi

A.1 Statement of Thesis Deficiencies

1. SoTD. The title abstract and presentation of the thesis imply that there is a strong focus on design for climate change mitigation. In reality the principal contributions of the work done by the candidate lie in the development of new tool and methodologies for computational design optimization. Although case studies presented in the thesis can be related to climate change mitigation, this does not alter the fact that the research undertaken is really about methodology rather than application; the applications merely illustrate the methodologies developed. In revising the thesis the candidate should ensure that this balance is more appropriately presented.

   • The abstract adheres to a new structure, suggested by Dr Sethi, and is expected to be adequate.
The text balance of the text changed to emphasise on the developed tools and methods, which could be used to address the problem described in introduction.

2. SoTD. In the oral examination it became apparent that some of the candidate’s most significant contributions are not reported in the thesis at all. The thesis therefore needs substantial revision not only to change its emphasis but also to report these contributions properly.

- The emphasis in section 1.2 (on page 6) and the contribution in section 1.5 (on page 11) are expected to be adequate.
- The case of 3-objective aircraft trajectory optimisation was added in section 4.1.2, on page 134.
- More information regarding the development of GPU-Lattice Boltzmann code was added in subsection 3.3.4 (on page 94) and 3.3.7 (on page 105).

3. SoTD. The project context is vague. It is not clear exactly what the problem/limitations of state-of-the-art optimization methods and computational design methodologies are and what new methods are required.

- Following the above, the first chapter reduced in size (to a few pages), where it is explained that the conflicting challenges of aviation can split into two categories. By using optimisation techniques and alternative computational technology it is possible to accommodate these challenges.

4. SoTD. The candidate should make clear what the research questions are, what the aims and objectives are and what approaches and methodologies were adopted to achieve these aims and objectives and to answer the research questions. None of these are clear.

- The contribution to knowledge in section 1.5, page 11, explains what are the most important reasons one to use the products of this research. Following the advice by Dr Sethi, the objectives are re-formed to describe what this research will do. Then, each item is linked to a method, which describes how to correspond to the objectives. Following this, the structure of the second chapter changed, so as to report progress against the items in the list of methods and how my research contributes to knowledge.

5. SoTD. Within the abstract, the outcome and conclusion of the research are also presented in a very vague way. What were the main limitations of the research? What are the contributions to knowledge?
A.1. STATEMENT OF THESIS DEFICIENCIES

- Starting from the paragraph that starts with "MOTS2 can handle the multi-modality...", the findings are presented.
- The new abstract is expected to be adequate.

6. SoTD. The introduction and Literature Review are much too wide in scope. The candidate has made an effort to capture (poorly in places) the complete context of civil aviation. The introduction should be more focused on the research topic. Appropriate revision should result in a substantial reduction in length of the opening two chapters of the thesis.

- Following the above, the first two chapters were modified, to be shorter and more focused. The emphasis is on developing the tools and methods up to the point where it is possible to demonstrate that the products can be applied in applications of ATO and design optimisation of a microreactor for mixing.

7. SoTD. The candidate should include additional aircraft trajectory optimization case studies. We understand that studies of three-dimensional trajectories with three objective functions have already been completed. These studies should be incorporated. In comparing the performance of the state-of-the-art (NSGAMO) with MOTS2, the candidate should be more dispassionate and recognize that a finding that in some cases MOTS2 does not add value is perfectly acceptable research outcome. The candidate should also include discussions of the underlying physics to explain why certain trajectories are optimal.

- The case of 3-objective aircraft trajectory optimisation was added in section 4.1.2, on page 134.
- It is clearly mentioned in sub-subsection 4.1.1.6, on page 133, 2nd paragraph, that the performance of MOTS2 is inferior to NSGAMO. In future work, in section 5.5.1.2, on page 213, first paragraph, recommendations are made, so as to increase/explore the effectiveness of MOTS2.
- Underlying physics of optimal trajectories are discussed in 4.1.1.5, on page 127.

8. SoTD. The candidate should include a new chapter describing the substantial effort apparently undertaken in implementing Lattice Boltzmann Method (LBM) on GPU-based hardware. Evidence of the process of validation of the GPU-LBM implementation should also be presented.

- More information regarding the development of GPU-Lattice Boltzmann code was added in subsection 3.3.4 (on page 94) and 3.3.7 (on page 105).
9. SoTD. The case study of the design optimization of a micro-reactor should be presented as an illustration of the capabilities of the GPU-LBM implementation combined with MOTS2. The "emission mixing" descriptor used for the application is highly misleading and should be changed. The results produced by previous researchers from Cranfield (in reference [3]) should be included for purposes of comparison, illustrating more clearly the benefits of the new methods developed. The candidate should 'tone down' or properly evidence claims about the complexity of the design space for this problem. In presenting this case study the candidate should compare the computational costs of his new approach with the existing state-of-the-art (in terms of other LBM implementations and alternative [i.e. CFD] simulation tools).

- The subsection 4.2, on page 163, was renamed.
- Table 4.26, on page 179, was added, for comparison purposes. Discovering more design points and faster execution time are described in the text in subsection 4.2.4, on page 178, paragraph that starts with "Compared to [64], many...".
- All references to "complex design space" were removed.
- Regarding the computational costs, there is room for improvement (as mentioned at the last paragraph of subsection 3.3.7, page 113) and more future work is detailed in sub-subsection 5.5.3.2, on page 224 first paragraph.

A.2 Common Corrections

1. P2 and S2. The candidate has made some efforts to rewrite the thesis so that it is more focused on the development of new tools and methodologies for computational design optimization, but unfortunately not at the expense of the excessive widely scope of the Introduction and Literature Review. Although some material appears to have been moved around in the revision of the thesis, it is not obvious that any substantial cuts have been made; indeed, the number of references has increased by 10%, to nearly 400. Chapters 1 and 2 are in need of further revision to satisfy the concerns expressed in the Statement of Thesis Deficiencies. In my view, the Appendices are completely unnecessary and symptomatic of the candidate's reluctance to "let go".

- Chapter 1 and 2 reduced in size (about half) and focused more on the objectives and related work about the objectives, as suggested in the Statement of Thesis Deficiencies.
• The original appendices were completely removed, as they add no value. Four figures were placed in the Appendix A, to support the findings about the scalability of GPU-MOTS2, described in 3.2.6 (on page 84).

• The summary of chapter 3 was improved and reduced in size, on page 113.

• For clarity, the configuration settings of the optimisers for ATO, in section 4.1, were moved to each subsection. In each subsection, under the sub-subsection "Preparing...", it is clearly mentioned which tools had been used. The reason(s) for selecting the particular tools can be found under the respective "Methodology...", in the same subsection.

• The parameterisation of the optimisation for the microreactor, in subsection 4.2.3, on page 169, was simplified and linked to the simulation description in section 3.3.7.

• Unnecessary references (in the sense that do not add value to the messages in the text) were removed.

• The Overall Project Methodology in section 1.3, page 7, was modified so as to give at a glance (visually and briefly) everything that has been used in the research. All the benchmarks and applications are going to refer to this, in derived instances (e.g., Fig. 3.6 and Fig. 4.1).

A.3 Corrections suggested by Dr Parks

A.3.1 Generic Corrections

1. P2. Although macroscopically the thesis is well presented, there are still a fairly large number of minor typographical errors and formatting infelicities. I have taken advantage of the fact that the candidate has chosen to submit a soft-bound thesis to mark typographical corrections required on my copy.

   • All identified typographical errors and formatting infelicities were addressed.

   • The document was professionally proof read twice.

2. P2. I regret to report that issues of inconsistency in the presentation of references persist. In particular, there continues to be no consistency in the use of capital letters in paper and journal titles. Some references are incomplete and at least one appears twice.

   • All references were corrected, so as to be consistent.
• Fixed references that were identified inconsistent in terms of using capital letters in paper and journal titles: [39, 108, 156, 220, 264, 267, 271].
• Fixed references that were identified as incomplete: [93, 113, 159, 206, 314, 324, 325].
• All duplicates removed.

3. The writing style is still very 'flabby' and in places extremely repetitive.

- Repetitive points within individual paragraphs were discovered and merged. Paragraphs with similar messages were also merged. All the identified (in the annotated thesis) duplication was addressed.

4. A consideration is that is not clear that the limitations of the state-of-the-art optimisation methods and computational design methodologies have been clearly identified:

- The last two periods of the paragraph that starts with "Although there are numerous approaches to improve..." in section 2.2 (on page 14) demonstrate time and process limitations of the computational methods.
- The last period of paragraph that starts with "Available computational power and low..." in section 2.3 (on page 16) demonstrates the limitations of CFD in real-world problems.
- (in the following paragraph) The last period of paragraph that starts with "As usual, when implementing an..." in section 2.3 (on page 16) mentions the limitations of integration.
- The paragraph that starts with "For the purposes of advancing applications of aviation..." in section 2.3 (on page 17) describes the limitation in computational efficiency. (The top two sentences of this paragraph were also toned down).
- The last period of the paragraph that starts with "When it comes to designing technology..." in section 2.4 (on page 17) refers to a gap in software design.
- The last two periods of the following paragraph mention the gap to combine GPUs with CFD applications for micro-mixing optimisation.
- The period "In addition, it is clearly mentioned in [141] that alternative parallelisation techniques (e.g. using GPUs) should be employed in the future." was added near the end of the first paragraph of section 2.5 on page 18, to further support the argument for using GPUs.
For clarity, all the above are also listed at the beginning of the last section of chapter 2, on page 30.

A.3.2 Specific Corrections

1. **P2.** On page 12 the candidate defines the acronym MDO to mean "Multi-objective Design Optimisation". This is a perfectly reasonable definition in light of the work presented in the thesis. However, at multiple places later in the thesis the candidate uses the same acronym to mean "Multidisciplinary Design Optimisation" (the more conventional meaning of the acronym) and, more problematically, implies that his work is an example of multidisciplinary design optimisation. It is not. His failure to appreciate the difference between multi-objective design optimisation and multidisciplinary design optimisation is deeply concerning. The fact that many MDO (M for multidisciplinary) papers are referenced is particularly troubling, because, if the candidate has read and understood these papers, he should be in no doubts that his own case studies are not multidisciplinary design optimisation studies.

   - **P2.** It is clearly understood that this work is not an example of multidisciplinary design optimisation (MDO). All references to the acronym of MDO were removed. There are two minor references to multidisciplinary design optimisation (appears in full wording) in the literature, to highlight that GATAC has the potential to be used for MDO studies, and in the conclusion, to mention that MOTS2 could be used in such studies. All the cited papers (from MDO) are included to demonstrate applications of multi/many-objective optimisation.

2. **P2.** On page 67, the candidate identifies the so-called kick move to be a unique feature of his MOTS2 implementation, and it is elsewhere claimed as a contribution of the research. I have two concerns about this. First, the circumstances in which this move is made are not very clearly explained — a pseudo-code presentation of the MOTS2 algorithm and ALL its features would be helpful. Second, I believe that there is only one instance of the kick move being made in all the MOTS2 runs presented in the thesis. A single occurrence in one run cannot conceivably provide a sufficient evidence base on which to make any claims about the effectiveness of this move.

   - All the material of the kick move can be found, as follows:
     - Material to describe kick in 3.1.5 on page 56, paragraph that starts with "An extra move has been added in the portfolio of moves,..."
- Material to describe kick in 3.1.7.1 on page 68, paragraph that starts with "The configuration settings of the optimiser..."
- Material to describe kick in 4.2.4 on page 189, paragraph that starts with "In combination with Fig. 4.36,..."
- A discussion on the effectiveness of kick can be found at the last paragraph in 4.2.5 on page 197, paragraph that starts with "Regarding the effectiveness of kick,..."
- Kick is explicitly mentioned as non-effective on page 199 (key point that starts with "A new optimisation algorithm, called MOTS2,...")
- This is also mentioned in section 5.1 on page 199, point that starts with "A new optimisation algorithm, called..."

- Added Pseudocode/Listings:
  - Listing 3.1 (page 38) was added (also Fig. 3.3(page 45) was modified accordingly to reflect the pseudocode, for consistency).
  - STM Container: Listing 3.2 (page 40) was added.
  - Container: Listing 3.3 (page 41) was added.
  - LTM Container: Listing 3.4 (page 43) was added.
  - Hooke and Jeeves Move: Listing 3.5 (page 49) was added.
  - Pattern Move: Listing 3.6 (page 51) was added.
  - Intensify Move: Listing 3.7 (page 53) was added.
  - Diversify Move: Listing 3.8 (page 53) was added.
  - Restart Move: Listing 3.9 (page 54) was added.
  - Kick Move: Listing 3.10 (page 56) was added.

- Along with a pseudo-code, a UML class diagram of the top level was added in sub-subsection 3.1, on page 38. This is more useful for developers and describes the structural connections among the depicted modules.
- It is explained in the definition of the move, in subsection 3.1.5, on page 55, that kick was an experimental move and is expected to be used infrequently.

3. **P2.** The parameter values used in the tests presented in subsection 3.2.6.1 are not reported.

- At the beginning of the section 3.1.6.1, on page 59, it is mentioned that all the tests start from the middle of range of the search space. Also, the configuration settings are listed in Table 3.1.
4. P2. The performance testing of GPU-MOTS2 appears to be limited to tests on a single benchmark optimisation problem (ZDT2). That scale-up performance will be similar on other problems seems to be accepted as an article of faith. The one set of tests conducted is limited to examining how performance scales with the number of design variables for a fixed set of MOTS2 control parameters. No consideration is given to possible interactions between the algorithm configuration and the available hardware. This is a serious omission in my view.

- On page 72 (paragraph that starts with "The underlying hardware equally contributes to the overall..."), the implications of different hardware are discussed. This was originally commented on page 83 and is also included in the future work on page 221.
- The implications are also discussed in subsection 3.2.6 (page 84), which also links to Appendix A (page 258).
- Two paragraphs were added on page 88, the first starts with "The obtained speed-up is highly ..." and the second with "From the hardware perspective..."
- The subsection 3.2.6 was added on page 84.
- The discovered knowledge from the scalability studies was accommodated in subsection 3.2.7 on page 87.
- Two points: 3 (page 114) and 5 (page 114) were updated.

5. P2. At the original oral examination, the examiners were told that the development of the GPU-LBM implementation had presented considerable challenges. Although the development is now reported in section 3.4, it is not apparent from what is written that this was particularly difficult.

- Subsection 3.3.4, on page 94 was further extended to highlight the differences between the first version of LBM and the GPU-enabled LBM. Also, on page 102, the architecture of the flow solver is used to support the porting.

6. P2. On page 100, a single validation case is presented for the GPU-LBM implementation. No details of the case (geometry, flow conditions) are actually provided (the reader apparently being expected to look these up in one of the references), and the validation is limited to a visual comparison of flow patterns – with the images themselves appearing to be mirror images. This evidence is wholly inadequate for validation purposes in my view. Full details of the case presented must be provided and other cases, encompassing
different flow conditions, presented before the GPU-LBM implementation can be claimed to have been properly validated.

- The concept of this subsection 3.3.7, on page 105, has changed. It is oriented towards proof-of-concept simulation, to be used in an optimisation study. The details of the case were added. All references/wording of validation have been removed. The validation could be carried out in the future, as described on page 224.

- Handling the optimisation results with caution has been mentioned at the following points:
  - it was mentioned in the second paragraph of the abstract that the GPU-based solver is a prototype. The penultimate paragraph also mentions that MOTS2 + GPU-based flow solver is a prototype combination.
  - The point in 7, on page 114 that starts with "The LBM package has been..." clearly mentions that more comparisons should be performed so as to validate the solver. This is expected to affect the micro-mixing optimisation.
  - Last period of the paragraph that starts with "As presented in..." on page 166.
  - The first period of subsection 4.2.5 (on page 196) mentions that the method is for prototyping purposes.
  - The last two periods of the paragraph that starts with "By applying the aforementioned" on page 196 mention that more
  - it is also mentioned as a limitation at the last point on page 210.
  - In the micro-mixing optimisation, in 4.2.2, on page 4.2.2, the paragraph that starts with "As presented in [64], the concept..." also mentions that the results of the optimisation should be handled with caution.
  - The last two sentences of the paragraph that starts with "By applying the aforementioned method 3,000 different designs..." in 4.2.5 on page 196 also mentions that the results should be handled with caution and the same study could be repeated again when the code is validated.
  - This limitation/risk is also described in risk 19 on page 210 and a mitigation plan is suggested, too.

7. **P2.** Subsection 3.4.7.2 appears to be incomplete – it is only three lines long.

- On page 102, the architecture of the flow solver is presented.
A.3. CORRECTIONS SUGGESTED BY DR PARKS

8. P2. The description of NSGAMO is too superficial to understand the significance of some of the parameters specified in Table 4.3.

   - NSGAMO is described in sub-subsection 2.6 (page 22), as also described in [220, 273].
   - NSGAMO is described in section 2.6, on page 22. Each of the settings from Table 4.2 (page 125) are also described in the text.
   - NSGAMO was also selected for comparison with MOTS2. MOTS2 demonstrated better performance in [257] and this is also mentioned in the last two sentences in sub-subsection 4.1.1.1, on page 118, paragraph that starts with "Following the integration of MOTS2 ...".

9. P2. The three-objective ATO case study presented lacks the equivalents of Tables 4.3 and 4.4 specifying the optimiser settings and control variable bounds (although some of the former can be deduced from Fig. 4.10).

   - The text in sub-subsection 4.1.2.2 (paragraph that starts with "The trajectory is decompose..."), on page 136, changed to be more specific.
   - Tables 4.5 (on page 137) and 4.8 (on page 149) introduce the variables and link them to flight segments.
   - Table 4.9 was inserted on page 151, so as to list the settings for MOTS2.

10. P2. Fig. 4.12 needs to identify which parameter is which.

    - The aforementioned figure is Fig. 4.14, on page 156, and it is linked to the tables mentioned below.
    - Table 4.8, on page 149, was inserted to help identifying the variables in Fig. 4.14, on page 156. For reading convenience, a reference to the list of variables is also mentioned in the text: in sub-subsection 4.1.2.5 (on page 154), in sub-subsection 4.1.2.6 (on page 155, first period of the sub-subsection. In the same paragraph it is explicitly mentioned that the altitude of the first segment in the climb phase is the first variable that accounts for 65% variability).
    - Table 4.5, on page 137, was modified, so as to explicitly declare which variable is which. This is expected to assist the reader to map the variables in Figure 4.14, on page 156.

11. P2. I would question whether many of the “Immediate Extensions” presented on pages 194 and 195 are remotely “immediate”. Many of them seem like difficult questions for a Business School, rather than straightforward extensions of the candidate’s work.
• The originally called section "Immediate Extensions" (section 5.5.4, on page 225) was removed, as the listed items are too complicated to be resolved in the short term or medium term. They were inserted into the future work, towards the end. The most strategic one can be found in subsection 5.5.4, on page 225.

A.3.3 Annotated Corrections

• The paragraph in the abstract that starts with "MOTS2 can handle the ..." was amended to explain ZDT functions.

• Following the point above, illustrations of the performance of NSGAMO in subsection 3.1.6.1 (on page 63) were added to support the statement in the abstract along with figures 3.13-3.15 (from page 63 to 65). In addition, a point was raised in section 2 (on page 114) that starts with "Compared to a state-of-the-art optimiser...", so as to highlight the strength and weakness of MOTS2 against NSGAMO in the benchmark functions.

• the potential user base shrank in section 1.1 (on page 1)

• The boundary conditions described in subsection 3.3.7 (on page 107) were supported by the referencing the original scientific journal and appropriate text book. Text starts with "At the outlet of the domain...". Also added reference [253].

• the scaling in figure 3.25 (on page 108) was corrected and the corresponding section in the text (on page 107, paragraph that starts with "The geometry of interest is a..." ) was updated with the correct number.

• Units were added in figures 3.28 (on page 111) and 3.29 (on page 111)

• figures 3.30 (on page 112) and 3.31 (on page 113) were swapped, for consistency with the text

• clarified that the new strategy in section 1 (on page 114) refers to kick (which was reinstated)

• it is clearly mentioned in the last point of section 7 (on page 114) that a single case was compared, which is also linked to the limitations (last point of the section of limitations 19 (on page 210). (two references were added [254,282] to complement the limitation/future direction)
A.4. CORRECTIONS SUGGESTED BY DR SETHI

- The text in section 3.3.7 (on page 109, paragraph "The effectiveness of the developed..." was clarified (last 4 periods, starting with "Although the flows between ...") so as to explain that images are not mirrored, but a close match for prototyping purposes, only.

- Software testing level (more than 50%) is backed up by citations in subsection 3.3.4 (on page 96, "A series of unit tests..."). Two references ([251, 252]) were added.

- Since the kick move was reinstated, it is reasonable to preserve the bottom two configuration parameters in table 4.10 (on page 173)

A.3.4 Other rebuttal comments

- the F in SSRF is indeed retain factor, as suggested by Dr Kipouros during the implementation of MOTS2

A.4 Corrections suggested by Dr Sethi

- More rationale of reducing NOx by mixing was added on page 4, paragraph that starts with "In order to reduce...".

- Following the skype session, the author removed any reference to datum design and compromise design from the text, starting from page 155, as the focus is on demonstrating that 3 competitive solutions can be discovered by applying MOTS2.

- A weakness in the trajectory, with respect to ATC regulations, is captured in the 'identified issues' and 'limitations', and could be addressed by introducing new altitude constraints.

- Additional evidence was added on page 160, paragraph that starts with "The shape of...", in order to support why the discovered optimal trajectories are sensible.

A.4.1 Corrections in Abstract

- The abstract is created following the structure below:
  - (from)project context
  - (from)aims and objectives WITH methods
  - (from)contribution to knowledge
A.4.2 Corrections in Introduction

1. Following the meeting on 13/10/2016, it was advised to add a sentence to link the introduction to the next chapter. At the end of the paragraph that starts with "Many processes or procedures could be...", the following period was appended: "This research is expected to contribute to the establishment and improvement of tools and methods in the field of optimisation via simulation, by suggesting solutions to address the identified limitations that are described in the next chapter.", which can be found in subsection 1.1.3 (on page 5).

2. S2. Adding methodology at beginning of the document
   - Subsection 1.3 can be found at page 7. It describes the overall methodology to answer the research questions.

3. S2. Again emphasis is placed on design for climate change and modelling environmental impact – as discussed during the viva, the main contributions lie in the development, refinement and verification of the methodology with appropriate case studies to illustrate the value of the new methodologies relative to existing tools/frameworks.
   - Section 1.2, on page 1.2, is expected to adequate and the technological readiness level is estimated in section 1.3, on page 7.

4. S2. What is the relevance of delays, UAVs in the introduction? These are not assessed within the scope of the thesis.
   - UAVs are not relevant in this study. So this paragraph was removed.

5. S2.1.2.3 – there are other asset management strategies, smart operations on ground, alternative fuels, emissions taxation etc. that may contribute to reducing the environmental footprint of aviation. Poor.
   - The second paragraph on page 1 was modified to state air transport challenges. The subsection 'Means of Reducing Impact of Aviation on the Environment' was removed. Section 1.1.2 (in page 3) is expected to be adequate (and more focused) towards hydrogen-based energy and CFD (and LBM, as an extent) to analyse such technology.
6. **S2:1.3** – very disjointed. Methodology? Case studies?

   - The aforementioned 1.3 (Research Questions and Hypothesis) has been removed, as it was very vague and unsuitable.
   - The new form of Aims and Objectives (in Section 1.2, on page 1.2) is expected to be adequate.

7. **S2:** Past tense

   - Present tense is used to highlight current problems/gaps.

8. **S2:** Research questions do not relate to aims and objectives and CTK statement.

   - The objectives were modified to be more measurable and link directly to the developments. The benefits of using/having the developed tools are reflected in the CTK. The items in the CTK are related to the structure of literature review.

9. **S2:** CTK – this is a bit better but it is necessary to provide a summary/overview of the limitations of existing frameworks/methodologies – e.g. we have done a lot of work on traj. Optimisation at CU alone – how and why is your framework more superior. The CTK need to be justified/substantiated. Section 1.5.1 attempts to do this but a lot more evidence is needed. You also need to provide some evidence of this in our case studies. Again it appears that the claims made are more than what is actually delivered (e.g. ...their aircraft will satisfy all the requirements...)

   - Section 1.5, on page 11, is expected to be adequate.
   - Identified limitations of other tools/methods, based on literature, are listed in 2.8.
   - Strong arguments were removed.

10. **S2:** Environmental performance indications have reached their limit and government is artificially trying to constrain this effect??

    - This period was removed.

11. **S2:** There is a lot of repetition – (in my opinion waffle) in the introduction section.

    - The size of the Chapter was reduced, to minimise any repetition.
12. S2: I feel an overall schematic of the framework which was developed with a clear indication of the specific novel features/capabilities developed by the author would help if included in this chapter.

- An abstract schematic is presented in section 1.3 on page 7, more specifically: 1.1 on page 8. This is further refined before each benchmark and application.

A.4.3 Corrections in Literature

1. S2: The literature review is fair although I still have some concerns with respect to the contributions and claims for CTK. These should be substantiated by the literature review. Limitations of existing methods for trajectory optimisation should be clearly and concisely summarised bringing out the main contributions of this research, beyond SOA (MOTS, framework, GPUs etc.). I suggest a summary section is added to the end of the literature review section to elaborate on these points.

- Limitations of methods in trajectory optimisation are listed in section 2, on page 13.
- As advised, summary of the key points from literature can be found in section 2.8, on page 30. These are effectively requirements that describe gaps of knowledge/missing features, so as to back up, why the new tools were developed, new methods were devised. Consequently, all these are demonstrated in the applications.

2. S2: Refer to the rebuttal chapter point 2c. This point should be made in the main part of the literature review and the value of this should be elaborated.

- In the copy that was submitted on 8th of January, I have put in the rebuttal chapter that "to the best of the author's knowledge, it was the first time that MOTS2, as a local search optimiser, was applied to ATO problem". This gap is demonstrated in section 2, on page 13. It is also mentioned as a requirement in section 2.8, on page 30, and is demonstrated in an application in subsections 4.1.1 (page 117) and 4.1.2 (page 134).

3. S2: No literature is provided w.r.t. the “reactor” which is used for one of the case studies. It is still not clear what this “reactor” is and why this was deemed important for the case study to substantiate the claims.

- Micro-reactor is defined in section 1.1.2, on page 4.
Section 1.1.2, on page 3, explains why a microreactor is important to study (i.e., it can do micro-mixing, which is one of the main features in order to use hydrogen as an alternative fuel).

Related literature can be found in section 1.1.2, on page 4.

### A.4.4 Corrections in Computational Tools

1. **S2:** As before I feel this chapter is significantly better than the previous two. It is well written, thorough and relevant.

2. **S2:** I feel a table/matrix which summarises the main characteristics of optimisation problems (either in general or more specific to ATO) (e.g., ability to handle multiple objectives and constraints, large number of variables, discontinuities, computational time, convergence and diversity etc.) should be provided with a qualitative assessment of different types of optimisation techniques. The strengths and weaknesses of these techniques based on each of the criteria should be discussed (qualitatively) and this will help provide a justification for selecting MOTS. A similar analysis would also be useful for the framework in general (relative to other frameworks available). These assessments will help justify the CTK claims. This can perhaps be included in the previous chapter.

   - At the end of Chapter two, a list of high-level requirements and gaps are presented.

3. **S2:** These claims then perhaps need to be quantitatively proved in some of the assessments and case studies (e.g. benchmarking against standard mathematical test functions).

   - At the end of Chapter two, a list of high-level requirements and gaps are presented.
   - Could this requirement be removed?

4. **S2:** The description and functionality of MOTS is good and thorough. The section on “unique features” is good – brings out the contributions but the value of these features need to be demonstrated in the case studies i.e. MOTS vs MOTS2.

   - To the best of my knowledge, MOTS can only run on linux and the source code is not available. Hence, it can only be used on linux environment. In the first optimisation of microreactor, MOTS was used along with the original version of LBM, as explained in section 2.4, on
page 17. However, this is not a fair comparison. This is was added in the future work, sub-subsection 5.5.3.1, on page 220.

5. **S2:** Benchmarking – it would be good to explain what specific features the ZDT functions are trying to assess (large number of local maxima, discontinuous PFs, convex PF etc.) What does the HV value represent? MOTS2 did not perform well for ZDT3 but NSGAMOII I believe does. What are the implications of this for the problems you are looking at (e.g. ATO)?

- The features of ZDT functions are listed in Table 3.2, on page 60, and this is linked to the text in sub-subsection 3.1.6.1, on page 59, paragraph that starts with "The verification methodology...".
- HV (i.e., hypervolume) is one of the standard quality indicators to assess the performance of multi-objective optimisers and is briefly explained in the footnote in subsection 3.1.5, on page 56, paragraph that starts with "In the portfolio of moves an extra has been added...".
- In this research, NSGAMOII was not tested on ZDT functions, but the results from another study were used for comparison purposes.
- In order to provide a reference to the performance of NSGAMO, the paragraph "For comparison/reference purposes and linking with the following chapter, the ability of NSGAMO (in the plots referred as NSGAMO3) to capture the target trade-off after 22000 objective function evaluations for three of the ZDT functions is demonstrated in Figs. 3.13-3.15. This is part of a comparison performance study of NSGAMO against state-of-the-art MOO algorithms and was conducted in [220]." was added in subsection 3.1.6.1 on page 63. This was also added for compliance with Dr Parks’ suggestion to add material to demonstrate NSGAMO’s performance, for completeness/convenience.
- Risk(18), on page 209, was also recorded.

6. **S2:** The air-foil shape optimisation validation is good but it does not bring out the value of MOTS2 relative to other optimisation techniques.

- At the last period of the paragraph in subsection 3.1.7, on page 65, it is mentioned that the aim is to reveal a non-dominated trade-off in an application, where the evaluation of the objective functions is more complicated and computationally intensive compared to ZDT functions. A comparison against another optimiser (NSGAMO II) is demonstrated in subsection 4.1.1, on page 117.

7. **S2:** It would be worth showing the architecture/structure of GATAIC.
A brief description of GATA can be found in section 2.6, on page 24, paragraph that starts with "In a collaboration between Cranfield...". Following that, a figure of the top-level structure of GATA can be found in Fig. 2.1, on page 25.

A.4.5 Corrections in Applications

1. S2: Environmental impact?
   - This is discussed in sections "Identified Issues" in Chapter 4, and important impact is also mentioned in the conclusions, under the section "Discussion on Findings".

2. S2: Elaborate on importance for optimising climb phase.
   - This is explained in the first paragraph of subsection 4.1.1.1, on page 117, paragraph that starts with "The flight path of...". It is advised in the guidelines of ICAO for Standard Instrument Departures and Standard Terminal Arrival Route.

3. S2: Pg. 110 there have been a number of studies at CU looking at 3 objectives (e.g. KP).
   - Appropriate references were added.

4. S2: Assumptions and limitations (and implications) of models used are not discussed.
   - A risk register has been generated in 5.4, on page 206. It appears as a text, as a matrix (the most common) is very sparse and hard-to-read.
   - This particular issue was registered as a risk (4), on page 206.
   - For all the applications, the limitations and assumptions have been moved to the conclusions, section 5.4. This was formed as a risk register that also includes the importance of each element and the development/research effort required to satisfactorily address it.

5. S2: Hermes - Waypoints? Hermes (point mass) or APM (6DOF).
   - This is clarified in the specific sub-sections of the applications section.
• It was explained in the two sub-subsections of Methodology why a method is required, which led to using each of these tools. Mainly for diversity and proof-of-concept. Of course, there are discrepancies wrt the complexity, fidelity, usefulness/practicality and computational need of each. Should this be elaborated further?

• Their use is also highlighted in the risks 4(page 206), 10(page 208), and 13(page 208).

6. S2: From the ATO case study, NSGAMO appears to offer superior performance (diversity).

• In subsection 4.1.1.6, it clearly mentioned that NSGAMO outperformed MOTS2 in terms of diversity.

7. S2: On what basis is the compromise design selected? How is this a fair comparison?

• In all applications, all the compromise designs were chosen manually, from the middle of the PF. This was registered as a risk(1) in section 5.4.

8. S2: What does the HV Indicator represent? Convergence, diversity?

• It is explained above.

9. S2: What is meant by ratio of high to low fuel efficiency?

• This was rephrased in sub-subsection 4.1.1.5, on page 133. It means the ratio of the number of trajectories with high fuel efficiency over the number of trajectories with low fuel efficiency.

10. S2: What is a micro-reactor?

• It is explained above.

11. S2: What is the specific application?

• It is explained above.

12. S2: What existing component(s)/ system(s) can it potentially replace and what is the justification behind the claim that it may yield “a greener future in aviation”? This is not clear and needs to be explained!

• It is explained above.
13. **S2:** Why was this considered to be a relevant case study to demonstrate the capabilities of the developed methodology?
   - It is presented in 2.3, on page 15 that MOTS + LBM could perform micro-mixing optimisation.
   - As also explained in sub-subsection 4.2.1(page 163), MOTS2, as an optimiser, should be able to manage this, so as to be used in other design optimisation cases, in the future.

14. **S2:** What were the criteria to assess performance relative to other frameworks/optimisation algorithms?
   - Again, hypervolume (Table 4.12, on page 179) was used to numerically compare the quality of the trade-off. This was commented on page 178, at the end of the paragraph that starts with "Compared to [64],...".

15. **S2:** The problem set up is not well defined.
   - The problem of optimising micro-mixing is defined in sub-section 4.2.1, on page 163, is expected to be adequate.

16. **S2:** What are the objectives and what do they represent? What are the variables? What are the constraints? It would be nice to summarise these in a table.
   - The optimisation problem is presented in subsection 4.2.3, on page 170.
   - As fewer variables are considered, it is clearer/concise to demonstrate the formulation of the optimisation problem in the form of equation (4.5), on page 171. This was set up to match with the previous work and for comparison purposes.

17. **S2:** Identified issues – fast relative to what?
   - As explained in the identified issues of the design optimisation study in subsection 4.2.5, page 196, the speed comparison was between the combination of MOTS+LBM vs MOTS2+GPU-LBM.

18. The risk 2 on page 206 highlights the non-flyable nature of the trajectories and how this can be mitigated. It is also described in 4.1.2.7 on page 161 at the end of the paragraph that starts with "The methodology and results for optimal trajectories ...".

19. The risk 3 on page 206 was rephrased for clarity.
A.4.6 Corrections in Conclusions

1. S2:A thorough description about what was done but what are the conclusions? Recommendations are through but in many cases too generic.

   • Following this comment, it was highlighted in section 5.5, on page 210, paragraph that starts with "The importance, complexity...", that the complexity and abstraction of the listed recommendations varies from short-term tasks to very strategic tasks. Depending on the level of seniority of the reader, the former target individual researchers that would prefer to immediately carry on existing work, whereas the latter later aim managers and head of departments that might be looking for a vision and future trends.

A.5 Other Corrections, Introduced by the Author

• Section 4.1 was restructured in such a way to keep the common/general parts at the the same level as the applications (subsections 4.1.1 and 4.1.2). Then, individual information/parts were pushed into these subsections, so as to minimise confusion and inconsistencies.