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1 Introduction

Satellite imaging is usually the most cost efficient means of collecting regular and frequent data about the earth’s surface. These data are routinely used to monitor land use change, urban expansion, agricultural health and productivity, the status of urban tree corridors, fire threat, environmental urban expansion, agricultural health and productivity, the status of urban tree corridors, fire threat, environmental condition, etc.1 High-resolution (HR) satellite images are strongly demanded in many applications, such as remote sensing, astronomy, geoscience, and geographical information systems, not only for providing better visualization but also for extracting additional information details, which can be crucial in these applications. For example, HR satellite images are crucial in distinguishing an object from similar ones and achieving a better classification of regions in a multispectral remote sensing image.2,3

When remote sensing image data are acquired by sensors on satellites and aircraft, the data can have errors in geometry and in the measured intensity values of the pixels. The first is referred to as geometric errors while the latter is referred to as radiometric errors.4,5 The geometric errors can result from many sources, such as the relative motions of the remote sensing platform, nonidealities in the sensors themselves, the rotation of the earth, and uncontrolled variations in the position and attitude of the platform. However, the radiometric errors can arise from the instruments used to acquire the image data, the wavelength dependence of solar radiation, and the effect of the atmosphere. Geometric distortion effects of the image data are more severe than radiometric distortion and lead to varying degrees of severity in the produced image. Therefore, image processing procedures are used to compensate for these errors and to find more general applications. Resolution enhancement is one of the applications for correcting the errors in image geometry.3 Resolution enhancement based on a single low-resolution (LR) image or multiple LR images, also called super-resolution (SR), recently has attracted lots of interest and has been used for different applications, such as satellite imaging,6–8 medical imaging,9,10 and video surveillance systems,11 etc.

Interpolation is one of the commonly used techniques for image resolution enhancement. Fundamentally, it is a process of estimating values at unknown locations using known data.12 There are four well-known conventional interpolation methods: nearest neighbor, bilinear, bicubic, and Lanczos. However, these linear methods cannot handle the fast growing statistics around edges and accordingly yield interpolated images with blurred edges and undesirable artifacts. To address this problem, other nonlinear interpolation-based resolution enhancement methods have been developed to improve the subjective quality by taking edge information into account, such as edge-directed interpolation (EDI)13 and new edge-directed interpolation (NEDI).14 EDI emphasizes the visual integrity of the edges, and NEDI is the upgraded version. Nevertheless, the improvements by these methods are limited at the textures and nonlinear edges of the interpolated images.15 However, a lot of research has achieved enhanced performance of NEDI because the NEDI method uses a relatively simple model and hence has low computational complexity. The modified NEDI method was presented in Ref. 16 by considering a modified training
Another class of resolution enhancement methods is wavelet-based. A common assumption of wavelet-based methods is that the LR image is the low-pass filtered subband of the wavelet-transformed HR image. Estimating the unknown wavelet coefficients in subbands containing high-pass frequency spatial information is the essential target of this class of algorithms to estimate the HR image from the LR image. A simple approach, called wavelet zero padding (WZP), is to recover an approximation to the HR image by filling the unknown detail wavelet coefficients with zeros and applying the inverse wavelet transform. Although this method is able to surpass the conventional interpolation methods, it commonly introduces artifacts, such as smoothing and ringing, into the reconstructed HR image.

Many advanced methods have been introduced to estimate the wavelet coefficients of high-frequency subbands. In Refs. 17 and 18, only the coefficients of high-frequency subbands with significant magnitudes were estimated as the evolution of the wavelet coefficients among the scales while it was difficult to estimate the other small coefficients. The performance is mainly affected by the signs of the estimated coefficients without any attempt to estimate the actual signs. However, the accepted fact is that there is very low correlation between the signs of the parent coefficients and the estimated coefficients. Therefore, the signs of the estimated coefficients using extrema evolution techniques cannot be relied upon. A hidden Markov tree-based method was proposed in Ref. 19 and an extended version of this method was presented in Ref. 20, to estimate the unknown detail coefficients by the mixed Gaussian distributions, which are symmetrical around zero. These methods are used to determine the most probable state for the estimated coefficient. The performance is also affected by the changes in the scales not being taken into account. A nondirectional CWT technique, 21 called WZP-CS, was developed as an effective method to reduce ringing artifacts by averaging out the translated zero-padded reconstructed images. However, ringing artifacts not only occur in the neighborhood of edges; in particular, they are predominantly correlated with the orientation of the edges. A directional CS technique, which can refine better edge orientation and prevent ringing artifacts, was introduced in Ref. 22. Additionally, it can reduce the computational complexity compared with a nondirectional CS technique. A further improvement of this method could be obtained by applying a CS and edge rectification technique. 23 Recently, a dual-tree complex wavelet transform (DT-CWT) technique was proposed for resolution enhancement of satellite images. One-level DT-CWT decomposes an input LR image into different frequency subbands, and then the high-frequency subbands and the input image are interpolated using bicubic interpolation. Finally, a super-resolved image is generated by combining all these interpolated subbands through the inverse DT-CWT. More recently, a DT-CWT technique based on non-local-means filter and Lancelos interpolation was proposed to improve the performance. In recent years, discrete wavelet transform (DWT)-based image resolution enhancement techniques have attracted increasing investigations. Acharya and Tsai 24,25 proposed using one-level DWT to separate an LR image into four frequency subbands, and then the three high-frequency subbands are upsampled by inserting zeros between successive rows and columns. An upsampled image is generated by performing the inverse DWT on these approximated subbands. Recently, a Demirel–Anbarjafari super-resolution (DASR) technique was proposed 26 in which the decomposed three high-frequency subbands and the input image were interpolated using bicubic interpolation. Upgrading from the DASR, Demirel and Anbarjafari 27 introduced a DWT-Diff method, in which the high-frequency subbands are further enhanced by considering the difference between the input LR image and the interpolated low-low (LL) subband. The same authors proposed a DWT–stationary wavelet transform (SWT) technique based on DWT and SWT, 27 which introduced an intermediate process by adding the high-frequency subbands obtained through SWT of the input image with the high-frequency subbands obtained through DWT.

This paper proposes an improved image resolution enhancement approach, called DWT-NEDI, which integrates merits from both the frequency domain and spatial domain. There are three major stages in the proposed method. First, a DWT is employed to decompose the input image into different frequency subbands in the frequency domain. Second, for the three high-frequency subbands, NEDI is employed to process each of them and output the estimated subbands using soft-thresholding. Meanwhile, the input image is directly interpolated by NEDI to output the low-frequency subband. Finally, after combining both low- and high-frequency subbands, the processed image is transformed back to the spatial domain as the outcome of resolution enhancement through inverse discrete wavelet transform (IDWT). Recently, learning-based SR methods have emerged to further boost the efficiency of single image SR. For example, Timofte et al. 28 introduced a simple function method and the anchored neighbor regression (ANR) method. The same authors further improved the ANR method and proposed the adjusted ANR (ANR’) for fast SR. 29 These methods divide the training data into a small number of groups and learn a regression model for each group. Deep learning-based SR approaches have also appeared to improve SR results. Huang and Siu 30 proposed using a decision tree method and an SR hierarchical decision trees (SRHDT) method for improving SR performance. To better model complex image contents and details, deep learning networks methods have been introduced. Dong et al. 31 proposed an SR convolution neural network (SRCNN) method to perform a sparse reconstruction. However, this method does not exploit natural image priors and suffers from losing sharp edges. Following the SRCNN method, a deep edge-guided recurrent residual method 32 was proposed to provide high-quality image SR and recover the edges by recurrent residual learning. A limitation of learning-based methods is that they require a large amount of training data sets.

The majority of developed SR approaches focus on grayscale or single-channel image SR, while this paper applies the performance of the proposed technique to color images. Although the proposed approach also works well for other types of images, this paper focuses its application on satellite images. The paper is organized as follows. Section 2 introduces the detail of the proposed method. Results and
discussions based on testing five categories of satellite images are presented in Sec. 3, and conclusions are given in Sec. 4.

2 Proposed Resolution Enhancement Approach

The main drawback for using a direct interpolation to enhance image resolution is the generated visual degradations around edge areas and, as a result, the production of blurred edges. This degradation is due to annoying levels of smoothing across edges caused by the employed interpolation method, which does not use any information pertinent to the edges in the original image. Preserving the high-frequency components (i.e., edges) and consequently increasing the quality of the resulted HR image is the fundamental target for reconstructing the HR image from the given LR image.

Therefore, in this work, the DWT process was employed to isolate and preserve the edges of the image using the interpolation of high-frequency subbands. This is due to the interpolation of isolated high-frequency components in the high-frequency subbands preserving more edges of the image than interpolating the image directly. On the other hand, DWT decomposes the given image into three directional high-frequency subbands, which isolate the edges in three directions and thus reduce the annoying interdirectional interference in the resolution enhancement process. Although a number of DWT-based interpolation methods7,24,26,27 have been developed for preserving the missing high-frequency components of the given LR image, the blurring effect from their employed interpolation methods causes the potential loss of edges in these subbands. For example, bicubic, the most widely used interpolation method in wavelet-based resolution enhancement approaches, can produce blurring around edge areas because of the smoothing process. Therefore, the blurring effect caused by the interpolation method needs to be addressed.

Many, DT-CWT-based resolution enhancement methods33-35 attempt to address this problem. In Ref. 33, EDI13 was employed as an alternative interpolation method of high-frequency subbands obtained by DT-CWT. Later, Izadpanahi and Demirel34 proposed an extended version of this approach for multiframe SR. Recently, the same authors applied NEDI,14 which improved the performance of EDI, for the interpolation of high-frequency subbands generated by DT-CWT for motion-based video SR.35 In this work, NEDI is employed to process the high-frequency subbands obtained through DWT and output the interpolated subbands using a nonlinear adaptive threshold.

This paper proposes combining DWT and NEDI, which integrates merits from both the frequency domain and spatial domain and substantially improves the visual quality of the pixels around edges. The advantage of using DWT with NEDI is it recovers the edge details of directional high-frequency subbands and thus decreases the undesirable interdirectional interference in the SR process. This merit cannot be achieved using only the NEDI method. Consider an input LR image with the size of $W \times H$, and the scale factor is denoted by $\alpha$. Initially, one-level DWT process decomposes the input LR image into four frequency subbands, called low-high (LH), high-low (HL), and high-high (HH) respectively. Each subband has half of the size of the input image due to downsampling. The high-frequency subbands (LH, HL, and HH) are interpolated using the NEDI method with the scale factor $\alpha$. Generally, data sets recorded by sensors are most commonly corrupted by noise, such as additive Gaussian noise and multiplicative noise. Therefore, to preserve more edges and reduce the noise in the estimated high-frequency subbands, a thresholding procedure using an adaptive threshold is included to process the produced wavelet coefficients. Many types of thresholding functions have been introduced for the modification of estimated wavelet coefficients, such as hard, soft, semisoft, and garrote.36 This paper employs a soft-thresholding technique proposed by Donoho37 and extended by Zhang.38 The universal threshold $\tau$ for the considered subband can be calculated as

$$\tau = \sigma \sqrt{2 \log(N)/N},$$

where $\sigma$ is the standard deviation of the subband and $N$ is the total number of pixels. The nonlinear soft-thresholding function is defined as

$$X_{\text{out}}(i, j) = \begin{cases} X_{\text{in}}(i, j) - \tau, & X_{\text{in}}(i, j) > \tau, \\ 0, & |X_{\text{in}}(i, j)| \leq \tau, \\ X_{\text{in}}(i, j) + \tau, & X_{\text{in}}(i, j) < -\tau. \end{cases}$$

The basic idea of this thresholding process is that the energy of a signal is often concentrated on a few coefficients while the energy of noise is spread among all coefficients in the wavelet domains. Therefore, the nonlinear soft-thresholding tends to maintain few larger coefficients representing the signal while reducing noise coefficients to zero in the wavelet domain. A universal threshold is intuitively expected to uniformly remove the noise since the Gaussian noise still has the same variance over different scales in the transform domain.38 The application of this soft-thresholding function is based on the hypothesis that the large coefficients in the high-frequency subbands reflect the true edges of objects while the small coefficients reflect the noise. This hypothesis can be proven by Fig. 1, where (a) shows the observed LR image and (b) shows the reconstruction image of high-frequency subbands only without thresholding. Both true edges and noise can be observed in Fig. 1(b). Figure 1(c) shows the reconstruction image of high-frequency subbands where the small coefficients are removed. It can be observed that the noise is significantly reduced while the true edges are preserved. The reconstruction image of high-frequency subbands where the large coefficients are removed is illustrated by Fig. 1(d), which is dominated by noise with very little true edge information found.

The input LR image, interpolated by the NEDI method with half of the scale factor $\alpha/2$, is used as the estimated LL subband because it contains more information than the LL subband produced by the DWT process, as suggested in Refs. 7, 24, and 26. Finally, IDWT is applied to achieve a super-resolved image by combining the estimated LL subband and corrected high-frequency subbands. The block diagram of the DWT-NEDI approach is illustrated by Fig. 2.

The proposed approach can be summarized by the following steps:

1. Consider the red channel of the observed LR image.
2. Compute one-level DWT decomposition of this channel.
3. Apply the NEDI method to LH, HL, and HH high-frequency subbands with the scale factor $\alpha$.

4. For each high-frequency subband, calculate the threshold $\tau$.

5. Apply the adaptive thresholding process for each high-frequency subband and create the estimated LH, HL, and HH.

6. Apply the NEDI method to the input LR image with the scale factor $\alpha/2$ to create LL.

7. Apply IDWT using (LL, LH, HL, HH) to produce the enhanced channel.

8. Repeat steps 2 to 7 for the blue and green channels.

9. Combine the three enhanced channels into the final enhanced HR color image.

3 Results and Discussions

3.1 Visual Evaluation

The proposed technique was tested on 20 different satellite images obtained from the Satellite Imaging Corporation webpage, which is a public data set. To assess the variation in performance in terms of different types of images, the studied satellite images were divided into five classes: "natural disaster, tourism, defence and intelligence, construction, and cadastre and land." Each class includes four images that were randomly selected from the data set. The size of the original HR images in the public data set is different. For the consistency of comparison, each original HR image was therefore resized to $512 \times 512$ pixels as the reference image. The input LR images with the size of $128 \times 128$ pixels were produced from blurring and downsampling the original HR images by applying twice cascaded DWT with the db.9/7 wavelet filter. The LR images are further corrupted by a Gaussian noise with the signal-to-noise ratio (SNR) of 40 dB. The biorthogonal Daubechies (db.9/7) was chosen because the literature review shows that it is the most commonly used wavelet function for the decomposition process by DWT. Note that all methods, including the proposed method and other considered methods, were implemented by the authors using MATLAB® 2015.

To demonstrate the visual quality of the produced results, one image was randomly selected from four groups and tested by the proposed technique. Figures 3 and 4 show the super-resolved images using the proposed technique and the other considered methods with an enlargement from $128 \times 128$ to $512 \times 512$ of the images from the construction and tourism groups. The visual results demonstrate the ability of the DWT-NEDI technique to enhance the observed LR images by proving more sharp edges, potentially offering more details of interested objects.

3.2 Quantitative Evaluation

The difference between the super-resolved images from different techniques can be small, and it is difficult to be inspected visually. This section presents the results of quantitative comparison. The peak-SNR (PSNR) between the super-resolved image and the original HR image is one of the most commonly used objective fidelity criteria for evaluating image quality. It can be calculated as

\[
\text{PSNR} = 10 \log_{10} \left( \frac{L^2}{\text{MSE}} \right),
\]

where $L$ is the maximum fluctuation in the image. If the image is represented by 8-bit grayscale, the value of $L$
will be 255. MSE represents the mean-square-error between the super-resolved image \(X(i, j)\) and the original HR image \(X(i, j)\). It can be calculated as

\[
\text{MSE} = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} \left( \hat{X}(i, j) - X(i, j) \right)^2.
\]

(4) The root-mean-square error (RMSE) between these two images is also one of the commonly used quantitative measures, and it can be expressed as

\[
\text{RMSE} = \sqrt{\text{MSE}}.
\]

(5)

Fig. 3 Resolution enhanced results from the proposed approach with an enlargement from 128 × 128 to 512 × 512 for an image selected from the construction group: (a) the whole input LR image; (b) the selected region of the input LR image; super-resolved HR images by (c) bicubic, (d) WZP, (e) DASR, and (f) the proposed method.

Fig. 4 Resolution enhanced results from the proposed approach with an enlargement from 128 × 128 to 512 × 512 for an image selected from the tourism group: (a) the whole input LR image; (b) the selected region of the input LR image; resolution enhanced images by (c) bicubic, (d) WZP, (e) DASR, and (f) the proposed method.
Entropy is another quantitative measure used to assess image quality when the error images for different image resolution enhancement techniques are very close to each other and it is very difficult to make assessment. The entropy of a negative error image, denoted by $E$, can be calculated as

$$E = - \sum_{k=1}^{L} P(r_k) \log_2 P(r_k).$$

where $P(r_k)$ is the probability of an intensity value $r_k$. The lower the $E$, the better the improvement is.

To complement the quantitative analysis, the structural similarity (SSIM)\(^\text{35}\) image quality measure has also been applied. The SSIM index evaluates the visual effect of three characteristics of an image: luminance, contrast, and structure. It is based on the computation of these three components and is an inner product of them. It is defined as

$$\text{SSIM} = \frac{(2\mu_X\mu_Y + C_1)(2\sigma_{XY} + C_2)}{\mu_X^2 + \mu_Y^2 + C_1^2 \sigma_X^2 + \sigma_Y^2 + C_2^2},$$

where $\mu_X, \mu_Y$ are the local means for the images $X, Y$, respectively, $\sigma_X, \sigma_Y$ are corresponding standard deviations, and $C_1, C_2$ are two constants used to avoid the instability.

The quantitative performances measured by PSNR, RMSE, entropy, and SSIM for the selected examples of each group are listed in Tables 1–4, respectively. In terms of the results of PSNR and RMSE, the proposed technique has the best performance for all five selected images. In terms of the results of SSIM, the proposed technique and WZP-CS achieve the highest performance for the images from the natural disaster and tourism groups, whereas the proposed technique is the best for the images from the remaining groups. In terms of the values of entropy, the nearest neighbor has the best performance for the images from

<table>
<thead>
<tr>
<th>Image groupa</th>
<th>Techniques</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest</td>
<td>22.42</td>
<td>25.87</td>
<td>22.53</td>
<td>19.66</td>
<td>15.92</td>
<td></td>
</tr>
<tr>
<td>Bilinear</td>
<td>23.25</td>
<td>26.67</td>
<td>23.21</td>
<td>20.42</td>
<td>16.65</td>
<td></td>
</tr>
<tr>
<td>Bicubic</td>
<td>23.20</td>
<td>26.68</td>
<td>23.18</td>
<td>20.39</td>
<td>16.61</td>
<td></td>
</tr>
<tr>
<td>Lanczos</td>
<td>23.15</td>
<td>26.65</td>
<td>23.13</td>
<td>20.35</td>
<td>16.56</td>
<td></td>
</tr>
<tr>
<td>WZP</td>
<td>23.65</td>
<td>26.92</td>
<td>23.50</td>
<td>20.82</td>
<td>16.93</td>
<td></td>
</tr>
<tr>
<td>WZP-CS</td>
<td>24.17</td>
<td>27.57</td>
<td>23.79</td>
<td>21.27</td>
<td>17.34</td>
<td></td>
</tr>
<tr>
<td>DWT</td>
<td>23.54</td>
<td>26.83</td>
<td>23.42</td>
<td>20.71</td>
<td>16.85</td>
<td></td>
</tr>
<tr>
<td>DASR</td>
<td>22.99</td>
<td>26.48</td>
<td>22.90</td>
<td>20.00</td>
<td>16.51</td>
<td></td>
</tr>
<tr>
<td>DWT-Diff</td>
<td>21.92</td>
<td>25.47</td>
<td>21.89</td>
<td>18.94</td>
<td>15.57</td>
<td></td>
</tr>
<tr>
<td>DWT-SWT</td>
<td>22.31</td>
<td>25.87</td>
<td>22.37</td>
<td>19.43</td>
<td>15.99</td>
<td></td>
</tr>
<tr>
<td>DWT-NEDI</td>
<td>24.90</td>
<td>27.83</td>
<td>24.53</td>
<td>21.93</td>
<td>18.01</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Group 1: natural disaster; 2: tourism; 3: defence and intelligence, 4: construction, and 5: cadastre and land.
the natural disaster and tourism groups, WZP and DWT-Diff produces the highest performance for the images from the defence and cadastre groups, while the proposed technique is the best for the images from the construction group.

Table 4 SSIM results of the selected images for resolution enhancement from 128 × 128 to 512 × 512, where the bold values indicate the best performance of each column in terms of SSIM.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Image group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest</td>
<td></td>
<td>0.27</td>
<td>0.26</td>
<td>0.21</td>
<td>0.24</td>
<td>0.17</td>
</tr>
<tr>
<td>Bilinear</td>
<td></td>
<td>0.31</td>
<td>0.29</td>
<td>0.21</td>
<td>0.26</td>
<td>0.19</td>
</tr>
<tr>
<td>Bicubic</td>
<td></td>
<td>0.33</td>
<td>0.31</td>
<td>0.23</td>
<td>0.26</td>
<td>0.21</td>
</tr>
<tr>
<td>Lanczos</td>
<td></td>
<td>0.33</td>
<td>0.31</td>
<td>0.24</td>
<td>0.28</td>
<td>0.21</td>
</tr>
<tr>
<td>WZP</td>
<td></td>
<td>0.34</td>
<td>0.34</td>
<td>0.29</td>
<td>0.33</td>
<td>0.25</td>
</tr>
<tr>
<td>WZP-CS</td>
<td></td>
<td>0.38</td>
<td>0.37</td>
<td>0.30</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>DWT</td>
<td></td>
<td>0.33</td>
<td>0.33</td>
<td>0.28</td>
<td>0.32</td>
<td>0.25</td>
</tr>
<tr>
<td>DASR</td>
<td></td>
<td>0.31</td>
<td>0.30</td>
<td>0.24</td>
<td>0.26</td>
<td>0.22</td>
</tr>
<tr>
<td>DWT-Diff</td>
<td></td>
<td>0.25</td>
<td>0.25</td>
<td>0.21</td>
<td>0.23</td>
<td>0.19</td>
</tr>
<tr>
<td>DWT-SWT</td>
<td></td>
<td>0.28</td>
<td>0.27</td>
<td>0.22</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>Proposed method</td>
<td></td>
<td>0.38</td>
<td>0.36</td>
<td>0.32</td>
<td>0.37</td>
<td>0.28</td>
</tr>
</tbody>
</table>

The above four criteria can be used to compare the performances of different techniques for a single image. However, they are not straightforward for collectively evaluating the performance for a number of testing images. This paper proposes four normalized criteria to better measure the improved performance of a considered resolution enhancement technique compared with a reference technique, which includes ratio of PSNR (RPSNR), ratio of RMSE (RRMSE), ratio of entropy (RENTROPY), and ratio of SSIM (RSSIM). They can be calculated as

\[
\text{RPSNR}(m_1, m_2) = \frac{\text{PSNR}(m_1) - \text{PSNR}(m_2)}{\text{PSNR}(m_2)} \times 100%,
\]

\[
\text{RRMSE}(m_1, m_2) = \frac{\text{RMSE}(m_1) - \text{RMSR}(m_2)}{\text{RMSE}(m_2)} \times 100%,
\]

\[
\text{RENTROPY}(m_1, m_2) = \frac{E(m_1) - E(m_2)}{E(m_2)} \times 100%,
\]

\[
\text{RSSIM}(m_1, m_2) = \frac{\text{PSNR}(m_1) - \text{PSNR}(m_2)}{\text{PSNR}(m_2)} \times 100%,
\]

where \(m_1\) is the considered resolution enhancement technique and \(m_2\) is the reference technique, which was chosen as the bicubic interpolation method in this paper due to its popularity. The higher the RPSNR and RSSIM, the better the performance of the considered technique is. A positive value of RPSNR indicates a better performance than the reference method.
method. The lower the RRMSE and RENTROPY, the better the performance of the considered technique is. A negative value of RRMSE and RENTROPY indicates a better performance than the reference method.

Figure 5 shows the results of the proposed criteria for all 20 testing images, organized by five groups, using the selected nine resolution enhancement techniques, which include the nearest neighbor, the bilinear interpolation, the bicubic interpolation, the Lanczos interpolation, WZP, WZP-CS, DWT, DASR, and the proposed technique. The wavelet function db.9/7 was used in the wavelet-based techniques. To evaluate the overall performance of the proposed technique for different classes of satellite images, Table 5 shows the percentage of images in which the DWT-NEDI technique has the best performance among the considered techniques. It can be inferred from Fig. 5 that the DWT-NEDI technique has superior performance against other methods in terms of RPSNR and RRMSE, which is supported by it topping the performance for 80% of images, especially for the image from the construction group in which it tops 100%. In terms of RSSIM, it tops the performance for 100% of all images from five groups. For the remaining 20% of images, the WZP-CS has the best performance. However, in terms of RENROPY, the difference of performance is not significant among the considered methods. On average, the DWT-NEDI technique still has the best performance as it tops 60% of images.

### 3.3 Variation of Wavelet Functions

All above results from the wavelet-based resolution enhancement techniques were produced by the most widely used wavelet function db.9/7. This section discusses the prospect of the proposed approach using other wavelet functions. Previous research shows that the selection of wavelet function can affect the performance. A total of 50 wavelet functions, including db.1-20, sym.2-20, bior.1-6, and coif.1-5, were tested using the proposed technique. Table 6 shows the calculated PSNR results for randomly selected satellite images from each group using nine wavelet functions, which include db1, db2, sym16, sym20, coif1, coif2, db.9/7, bior5.5, and bior6.8 as well as bicubic interpolation. These functions were selected due to their better performance than the remaining functions. The patterns for five groups of images are very similar; for example, (a) the performance of the proposed technique using the selected wavelet functions is better than the bicubic interpolation; (b) the function db.9/7 has relatively high PSNR and is in the top 3; and (c) the function bior5.5 has the highest PSNR value, although its superiority over db.9/7 is relatively small.

### 4 Conclusions

A resolution enhancement approach based on DWT and NEDI was proposed in this paper to correct the errors in image geometry and recover the details of directional high-frequency subbands. A nonlinear adaptive thresholding process is also included to boost the edges and reduce the noise in the estimated high-frequency subbands for enhancing satellite images. The motivation for this approach is to better preserve the edges and remove potential noise in the estimated high-frequency subbands since a direct interpolation through interpolation methods will blur the areas around edges. Five groups of satellite images (totally 20 images), randomly selected from a public data set, were tested by the proposed approach, and the results were compared with the conventional interpolation methods and state-of-the-art techniques. Four criteria were introduced to better evaluate the overall performance of the proposed technique for multiple images. Results show that the proposed method outperforms conventional image interpolation approaches, in both objective and subjective terms, and in most scenarios it also outperforms the state-of-the-art methods operating in the wavelet domain.

Future work will focus on the employment of other advanced decomposition approaches, such as curvelet, contourlet, and Shearlet transform, to further improve the performance.
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