Abstract—After 15 year development, it is still hard to find any real application of the self-optimizing control (SOC) strategy, although it can achieve optimal or near optimal operation in industrial processes without repetitive real-time optimization. This is partially because of the misunderstanding that the SOC requires to completely reconfigure the entire control system, which is generally unacceptable for most process plants in operation, even though the current one may not be optimal. To alleviate this situation, this paper proposes a retrofit SOC methodology aiming to improve the optimality of operation without change of existing control systems. In the new retrofit SOC systems, the controlled variables (CVs) selected are kept at constant by adjusting setpoints of existing control loops, which therefore constitutes a two-layer control architecture. CVs made from measurement combinations are determined to minimize the global average losses. A subset measurement selection problem for the global SOC is solved though a branch and bound algorithm. The standard testbed Tennessee Eastman process is studied with the proposed retrofit SOC methodology. The optimality of the new retrofit SOC architecture is validated by comparing two state of art control systems by Ricker and Larsson et al., through steady-state analysis as well as dynamic simulations.
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I. INTRODUCTION

OPTIMAL operation is the ultimate goal of all industrial plants. Nevertheless, achieving optimality is challenging due to inevitable uncertainties involved in any real plant operation. Real-time optimization (RTO) has been widely adopted by industry for decades to address this challenge, however, inadequately. In the solution, RTO is repeatedly carried out based on updated online detection and estimation of operational uncertainties. Then, the optimal solution is implemented as a setpoint update sent down to lower layer control loops in cascade. Optimization based on estimated uncertainties is an open-loop solution and its performance purely depends on the accuracy of uncertainty estimation, hence, is difficult to be robust. Meanwhile, the RTO has to wait for an operation reaching to a steady state for an optimality evaluation before applying any new change to the plant. This makes the RTO slow and not suitable to counteract fast changing disturbances [1]. To address the weakness of the RTO, the concept of self-optimizing control (SOC) was proposed in 2000 [2]. Instead of repetitively carrying out RTO online, SOC aims to select a set of controlled variables (CVs) offline such that when these CVs are controlled at certain constant setpoints online, the corresponding operation is automatically optimal or near optimal in spite of the existence of various uncertainties. Since then, the concept and theory of SOC have been advanced in many aspects, such as, instead of individual measurements [3], CV can be measurement combinations [4]; super-optimality of the average loss criterion over the worst-case criterion [5]; local linear-model-based CV selection [6] advanced to global SOC (gSOC) based on Monte Carlo simulation data over the entire operation space, which can be further enhanced by recent advancement in artificial intelligence [7], [8]; and efficient algorithms for subset measurements selection [9]–[12]. For more details of SOC development, readers are referred to [8].

In spite of aforementioned advancement, the SOC still has rarely been adopted by real industrial processes, while the traditional RTO has been widely accepted in industry. One of the main reasons is that the RTO update setpoints of existing control systems directly, hence, can work with any plant in operation, while the SOC was originally proposed to configure the entire control structure, hence, was misunderstood that it could only work with a completely new design of the entire control system of existing plants. Clearly, this is generally unacceptable for any real process in operation even though such an operation may not be optimal at all.

To alleviate this situation, this paper proposes a retrofit SOC methodology to show SOC can be implemented without reconfiguring existing control loops, but by updating the setpoint of these loops. In such a retrofitted system, two kinds of control requirements, namely the fundamental regulatory control requirements and operational optimality requirements are met by the existing control layer and a new retrofit SOC layer.
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respectively. A four step procedure is proposed to implement the retrofit SOC. This procedure ensures the previous control system is preserved, but some of process setpoints are automatically adjusted to achieve optimal or near optimal operation. Although the retrofit SOC is similar to RTO in terms of adjusting setpoints to achieve optimum, the retrofit SOC inherits feedback and dynamic control features from the traditional SOC, hence is more robust and faster than the RTO.

Preliminary works on the retrofit SOC method and measurement subset selection for gSOC problem for the Tennessee Eastman process (TEP) have been recently reported in two conferences [13], [14], respectively. This paper consolidates both with enhancements by, elaborating a systematic four-step procedure, which is easy to follow and potentially applicable to practical enhancements by, elaborating a systematic four-step procedure, respectively. This paper consolidates both with enhancements by, elaborating a systematic four-step procedure, which is easy to follow and potentially applicable to practical industrial processes, presenting a theoretical derivation to link the gSOC subset selection problem with the existing PB algorithm, and updating the case study with improved results. Besides of this, the new contributions in this paper show a way how various mathematical tools developed up to date are integrated to solve a realistic large-scale problem such as the TEP.

The content of this paper is organized as follows. Section II elaborates the proposed retrofit SOC methodology, while the details of a particular CV selection method and a measurement subset screening algorithm are presented in Section III. Section IV reviews the TEP. Application of the retrofit SOC to the TEP is given in Section V, and finally, the work ends up with some conclusions drawn in Section VI.

II. RETROFIT SOC METHODOLOGY

The retrofit SOC methodology proposed is concerned with such a process plant in operation with a workable control system, but requiring an improvement in its operational optimality. In order to work with the existing control system in operation, the retrofit SOC provides a cascade solution to adjust setpoints of certain existing control loops such that self-optimizing CVs constructed from measurement combinations are maintained at zero. This, in turn, leads to an improvement in operational optimality. It is assumed that the existing control system has already met the following requirements:

1) the closed-loop control system is stable;
2) core operational specifications, such as production grade and rate are properly controlled to follow given setpoints;
3) all operational constraints are handled appropriately under all scenarios to be considered.

The remaining degrees of freedom will be used to improve economic optimality. Assuming a mathematical/simulation model representative of the process plant is available, the proposed retrofit SOC methodology involves the following four main steps:

1) initial assessment of the economic performance of the existing control system;
2) selection of self-optimizing CVs;
3) configuration of retrofit SOC control structure;
4) performance validation.

A. Step 1. Initial Economic Performance Assessment

Assume the ultimate goal is to achieve the optimal operation by solving the problem as follows:

\[
\min_u J(u, x, d)
\]

\[
s.t. \quad f(u, x, d) = 0, \quad g(u, x, d) \leq 0
\]

where \( J \) is the cost function to be minimized, \( u \in \mathbb{R}^{n_u} \), \( d \in \mathbb{R}^{n_d} \), and \( x \in \mathbb{R}^{n_x} \) are the manipulated variables (MVs), disturbances, and state variables, respectively. \( f \) and \( g \) are the steady-state process model and operational constraints, respectively.

In order to justify the necessity of adopting a retrofit control system, it is essential to assess the economic performance of the existing system. To facilitate such an assessment, first, the operational data record will be reviewed to identify different operational scenarios. There are two kind of operational scenarios, namely, scheduled operational condition changes, such as production rate or grade changes, which can be identified by changes in setpoint variables, \( c_s \), and undesired disturbances, \( d \), which may vary in operation, however, were not introduced by operators, such as physical and chemical properties of raw materials changes and downstream pressure fluctuations. Both the operating conditions and disturbances define a particular operating scenario, noted as \( \Pi = \{c_s, d\} \) in the remainder of this study.

Under a particular operating scenario \( \Pi_{(i)} \) identified from historical dataset, the economic cost function, \( J_i \), is evaluated using corresponding historical data. Meanwhile, the theoretically optimal cost, \( J^{\text{opt}}_i \), is obtained by solving problem (1). Then, the economic performance is quantified by a loss function \( L \) as follows:

\[
L_i = J_i - J^{\text{opt}}_i.
\]

The overall economic performance for \( N \) scenario is identified in the entire historical dataset is then calculated as

\[
L_{av} = \sum_{i=1}^{N} \rho_i L_i
\]

where \( \rho_i \) is the probability of scenario \( \Pi_{(i)} \), which can be estimated from the historical dataset. \( L_{av} \) is an indication of the potential benefit by adopting the retrofit SOC.

B. Step 2. Selection of Self-Optimizing CVs

If the existing system has a significant loss, \( L_{av} \) to improve, then a set of self-optimizing CVs are to be selected. Although many CV selection approaches for SOC are available, traditional local SOC approaches may not be appropriate because the economic performance improvement achievable by a local SOC approach is much smaller than the gSOC approach, which is recommended and will be described in next section.

In a plant-wide process, there may exist numerous available measurements for CV construction. However, it is not necessary to adopt all available measurements for CVs. The tradeoff between the economic performance and CV complexity leads a measurement subset selection problem, which is a combinational challenge in nature and computationally intractable when
the number of available measurements is large. A tailored branch and bound approach is to be proposed to solve this problem in Section III.

C. Step 3. Configuration of Retrofit SOC Structure

In the existing control system, the primary CVs are first divided into two classes: 1) \( c_1 \), including CVs that have no steady-state effects (e.g., liquid levels) and active constraints (equality constraints); and 2) \( c_2 \): other CVs. On top of the existing control loops associated with \( c_2 \), a new upper control layer (SOC layer) will be configured such that the values of \( c_2 \) will be adjusted to maintain new CVs \( \tilde{c}_2 \), selected in Step 2, at zero. The retrofit control architecture, together with the existing control system, is illustrated in Fig. 1.

The proposed control system has the following features:
1) regulatory control tasks are naturally addressed by the preserved existing control system;
2) by controlling the self-optimizing CVs on the upper layer, the economic performance is improved.

D. Step 4. Performance Validation

Finally, the economic performance of the retrofitted SOC system can be validated through steady-state evaluation and dynamic simulation for operational scenarios identified. The steady-state evaluation is mainly to verify the economic improvement of the retrofitted system over the existing system based on the nonlinear process model. The verified results should be in high agreement with estimations made in the CV selection step. For dynamic simulation, it is devoted to verify the online controllability of selected CVs to ensure the dynamic performance is satisfactory. Results obtained from dynamic simulation could provide a guidance for control tuning in the new SOC layer.

III. PLANT-WIDE CV SELECTION FOR SOC

A. Global SOC Method

With appropriate pretreatments, we should be able to formulate an unconstrained static optimization problem as

\[
\min_u \ J(u, \Pi) \tag{4}
\]

with available measurements

\[
y_m = y + n = f_y(u, \Pi) + n \tag{5}
\]

where \( y_m \), \( y \), and \( n \) are the measured, true, and noise values of measurements, respectively, \( f_y \) is the measurement model. The objective is to select \( c = H y \) as CVs such that the average economic loss [defined in (3)] is minimized over the given set of operating scenarios, \( \Pi \) when CVs are maintained at constant setpoints, \( c_s \). Note, in this section, we use the symbol \( c \) instead of \( \tilde{c}_2 \) for a shorthand of notation. In gSOC, the CVs and their setpoints are considered together for optimization. This is done by inducing the general CVs \( \hat{c} = c - c_s \), which should be controlled at zero. The optimal value of \( c_s \) can then be obtained together with \( \hat{c} \) by expanding measurements \( y \) with a constant 1, e.g., introducing \( \hat{y} = \begin{bmatrix} 1 & y^T \end{bmatrix}^T \). For simplifying notation, in the remaining part of this paper, \( c \) and \( \hat{y} \) will be used to represent \( \hat{c} \) and \( \hat{y} \), respectively.

The gSOC method [8] aims to minimize the average loss over all operating scenarios, hence, leads to loses much smaller than what achievable with existing local approaches, e.g., [5], [6], [15], and [16]. In the gSOC, first, the economic loss \( L \) is approximated with a quadratic function in terms of \( c \) [4]

\[
L = \frac{1}{2} e_c^T J_{cc} e_c \tag{6}
\]

where \( e_c = c - c^{\text{opt}} \), the deviation of \( c \) from optimum, \( c^{\text{opt}} \), \( J_{cc} \) is the Hessian of \( J \) with respect to \( c \), obtained as \( J_{cc} = (H G_y)^{-1} J_{au} (H G_y)^{-1} \) with \( G_y \), the sensitivity matrix of \( y \) and \( J_{au} \), the Hessian of \( J \), both with respect to \( u \). Since \( e^{\text{opt}} = H y^{\text{opt}} \) and through control, \( c_m = H y_m = 0 \), we have \( c = c_m - H u = -H u \) and \( e_c = -H (y^{\text{opt}} + n) \). Hence [8],

\[
L_{\text{av}} = E(L) = E(L^\Pi) + E(L^n) \tag{7}
\]

\[
L^{\Pi} = \frac{1}{2} (y^{\text{opt}})^T H^T J_{cc} H y^{\text{opt}}, \quad L^n = \frac{1}{2} \text{tr}(n n^T H^T J_{cc} H) \tag{8}
\]

where \( \text{tr}(\cdot) \) represents the trace of a matrix. \( L^{\Pi} \) and \( L^n \) are losses caused by uncertainties and noises, respectively.

In general, the optimization problem to find \( H \) that minimizes the average loss (7) is nonconvex. In [8], a short-cut algorithm was proposed to simplify the optimization problem by assuming the Hessian term \( J_{cc} \) is constant over different operating scenarios such that an analytical solution can be readily derived, as presented later. Moreover in order to ensure the uniqueness of \( H \), \( J_{cc} = I \) is enforced by incorporating a constraint of \( H G_{y,u} = J_{uu}^{-1} \), where the subscript \( (\cdot,\cdot) \), denotes a chosen reference operating point. With this constraint, the loss function is simplified as

\[
L^{\Pi} = \frac{1}{2} (y^{\text{opt}})^T H^T H y^{\text{opt}}, \quad L^n = \frac{1}{2} \text{tr}(n n^T H^T H) \tag{9}
\]

Furthermore, by introducing \( W^2 = E(n n^T) \), \( Y \) and \( \hat{Y} \) as

\[
Y^T = \begin{bmatrix} (y^{\text{opt}}(1)) \cdots (y^{\text{opt}}(N)) \end{bmatrix}, \quad Y = \begin{bmatrix} \frac{1}{\sqrt{N}} Y \\ W \end{bmatrix} \tag{10}
\]
the gSOC CV selection problem is finally formulated as
\[
\min_H L_{ay} = \frac{1}{2} \| \tilde{Y} H^T \|_F^2, \quad \text{s.t.} \quad H G_{y,r} = J_{uu,r}^{1/2}
\] (11)
which is convex and an analytical solution follows as [8]
\[
H^T = (\tilde{Y}^T \tilde{Y})^{-1} G_{y,r} (G_{y,r}^T (\tilde{Y}^T \tilde{Y})^{-1} G_{y,r})^{-1} J_{uu,r}^{1/2}.
\] (12)

In summation, the CVs are selected by the following steps.
1) Sampling the operational space using Monte Carlo simulation, a dataset corresponding to disturbance scenarios \{\Pi_{(i)}\}, \(i = 1, ..., N\), is generated.
2) Choose a reference point, the sensitivity matrix, \(G_{y,r}\), and Hessian, \(J_{uu,r}\), are evaluated.
3) For each scenario \(\Pi_{(i)}\), optimization problem (4) is solved and corresponding values, \(y_{opt}^{(i)}\) are stored. Then, construct \(\tilde{Y}\) and \(\tilde{Y}\).
4) Obtain combination matrix \(H\) in (12).

B. Algorithm for Measurement Subset Selection

The aforementioned gSOC method is based on a given measurement set. However, a real plant may contain substantial measurements, which are not necessarily be contained in the CV function. The subset selection problem is combinational in nature and may be computationally intractable to search exhaustively when the number of measurements is large. Kariwala and Cao [9]–[11] have developed a series of bidirectional branch and bound algorithms for fast subset measurement selection based on the local SOC. For example, the widely used PB3 algorithm [11] was based on the local average loss criterion [5]. In these algorithms, candidate subsets are divided into branches and evaluated against upwards and downwards pruning criteria. Branches, which satisfy either upwards or downwards pruning criteria will be fixed or removed from candidate list, respectively. In this way, most nonoptimal candidate subsets will be eliminated without further evaluations so that the optimal subset can be efficiently identified.

In order to use the PB3 algorithm to solve the gSOC subset selection problem, the subset selection criterion is derived as follows. For a given measurement subset \(y\), the minimal global average loss can be calculated by inserting the optimal combination matrix derived in (12) into (11), as
\[
L_{\text{min},y} = \frac{1}{2} \| \tilde{Y} H^T \|_F^2
= \frac{1}{2} \| \tilde{Y} (\tilde{Y}^T \tilde{Y})^{-1} G_{y,r} (G_{y,r}^T (\tilde{Y}^T \tilde{Y})^{-1} G_{y,r})^{-1} J_{uu,r}^{1/2} \|_F^2
= \frac{1}{2} \| \tilde{Y} (\tilde{Y}^T \tilde{Y})^{-1} G_{y,r} (G_{y,r}^T (\tilde{Y}^T \tilde{Y})^{-1} G_{y,r})^{-1} J_{uu,r}^{1/2} \|_F^2
= \frac{1}{2} \sum_{i=1}^{n_u} \lambda_i^{-1} \left( G_X^T (\tilde{Y}^T \tilde{Y})^{-1} G_X \right).
\] (13)

where \(\lambda_i\) is \(i\)th largest eigenvalues of a matrix, \(\tilde{G} = G_{y,r} J_{uu,r}^{1/2}\). Equation (13) indicates that the achievable minimum average loss, \(L_{\text{min},y}\) is independent from \(H\), but depends on measurement set \(y\) adopted for combination. For a subset, \(X \subset y\), denote \(G_X\) a submatrix of \(\tilde{G}\) with rows selected corresponding to \(X\) and \(\tilde{Y}_X\) a submatrix of \(\tilde{Y}\) with columns selected corresponding to \(X\). Then, the subset of measurements selection problem can be represented as follows:
\[
\min_{X \subset Y} \sum_{i=1}^{n_u} \lambda_i^{-1} \left( G_X^T (\tilde{Y}_X^T \tilde{Y}_X)^{-1} G_X \right).
\] (14)

Based on the aforementioned analysis and preparations, the core part of the existing PB3 algorithm [11] can be directly used to solve the gSOC subset selection problem although some modifications to the original code are necessary to prepare appropriate matrices and to ensure constant 1 is always included. For more details in general principles and computational complexities of bidirectional branch and bound and the PB3 algorithm, readers are referred to [9]–[11].

IV. TEP CASE STUDY

A. Brief Process Description

The retrofit SOC technique is applied to a well-known benchmark example, the TEP [17]. The plant-wide TEP consists of four reactions with \(A, C, D, E\) are the reactants, \(G\) and \(H\) are the desired products and \(F\) is the byproduct. Besides, there exists an inert component \(B\) in the material circle, which is contained in the feed and removed through the purge to maintain inventory balance. The process includes five major operating units: a gas–liquid two phase reactor, a product condenser, a vapor–liquid separator, a recycle compressor, and a product stripper. The flowchart of the TE plant can be found in [17].

1) Process Variables: The TEP has 12 MVs and 41 measurements as described in [17]. All MVs have been scaled within 0–100 limits in percentage, which can be viewed as valve positions accordingly (11 valves and 1 agitation rate). For the measurements, they were defined with different sampling frequency/dead time together with random noises to keep consistence with industrial practice, see [17] for more details.

2) Operating Constraints: Five process operating constraints were present for safe operation and equipment protections including reactor pressure and temperature, and three liquid levels (reactor, product separator, and stripper base). Among them, the reactor pressure is most likely to be violated because of the open-loop instability. In particular, this pressure should be constrained within 2895 kPa and triggers a shutdown action when it exceeds a limit of 3000 kPa. The reactor temperature is constrained within 150 °C. The three liquid levels are limited within 50–100% for the reactor level and 30–100% for others. Besides of these five process constraints, all MVs are physically restricted, which can be however directly handled in operation.

3) Operating Conditions: In general, the process involves six possible operating modes, which are defined by the desired mixup of product (G/H mass ratio) and the production rate. Among them, the first one (Mode 1) was considered as the base case and has been most intensively studied. In this model, the G/H mass ratio is 50/50 with a fixed production rate, 7038 kg · h⁻¹ for both G and H. In this study, we also consider Mode 1 as an illustration for the proposed methodology.
Besides, Downs and Vogel [17] have introduced several test scenarios with step setpoint changes, which were proposed as testing benchmarks for different control strategies. These step change scenarios are as follows:

1) production rate change by $-15\%$;
2) product mixup change from 50 G/50 H to 40 G/60 H;
3) reactor pressure change from 2705 to 2645 kPa;
4) B in purge by $+2\%$.

Furthermore, the process suffers from 20 possible disturbances [IDV$(1–20)$], 15 of which are caused by identifiable reasons, while the sources of others are unknown. IDV$(1–15)$ are further distinguished from step, random variation, slow drift, and valve sticking types, see [17] for details.

### 4) **Operational Objective**

The operational objective of TEP is to minimize the operating cost, $J$ consisting of four parts, *i.e.*, costs of purge, product, compressor, and steam determined by the corresponding unit costs, $r_i$ and flow rates, $Q_i$, as

$$J = \sum_{i=1}^{4} r_i Q_i \tag{15}$$

which gave a total steady-state cost of about 170 $/\text{h}$ at the base case provided by Downs and Vogel. This operating cost was encouraged to be further reduced using whatever appropriate optimization techniques.

### B. Two State of Art Control Structures

Although substantial control solutions have been developed for the TEP in the literature, in this subsection, we focus on two state of art control structures proposed in [3] and [18], which are both very efficient for controlling the TEP. For the sake of convenience, they will be denoted as “CS_Ricker” and “CS_Skoge,” respectively, throughout this paper (named after their corresponding authors). The summaries given later highlight the choice of primary CV selection, which is of particular interest in this study. According to the control policy of CS_Ricker [18], the following nine process variables were selected as controlled variables.

1) Separator level and stripper level for stable operation.
2) Production rate and mole $\%G$ in product.
3) Five active constraints were: reactor pressure (maximum) and level (minimum), compressor recycle valve (closed), stripper steam valve (closed), and agitator speed (maximum), with physical interpretations why these constraints are active at the optimum provided in [19].

For the remaining three unconstrained degrees of freedom (DOF), Ricker [18] chose to control the reactor temperature, $\%A$ and $\%C$ in the feed heuristically. The setpoints of these 12 CVs were optimized in [19], with an operating cost of about 114 $/\text{h}$. For dynamic control, all feedback controllers are proportional-integral (PI) type and parameters were tuned reasonably. As has been intensively demonstrated, this designed control system, CS_Ricker was indeed efficient and nicely achieved various control targets proposed by Downs and Vogel [17].

Although the operating point in CS_Ricker was optimized in [19], the problem with operational uncertainties was not addressed. Obviously, the plant operation may lose optimality when disturbances occur or under other unconsidered operating conditions. In this context, Larsson et al. [3] reconsidered the TE challenge problem by applying the SOC methodology [2] to improve the operational economic performance to cover some more scenarios in addition to the nominal condition. Following the methodology in [2], a systematic procedure for the plant-wide control structure design was carried out thoroughly. Apart from the same nine primary CVs as adopted in CS_Ricker, a series of mathematic evaluations combined with ad hoc logics were carried out to finally identify three most promising self-optimizing CVs [3]: the reactor temperature, recycle flowrate, and $\%C$ in the purge. CS_Skoge gave an overall economic loss of 3.8 $/\text{h}$ for all considered scenarios, as compared to a loss of 9.8 $/\text{h}$ in CS_Ricker.

### V. **Application of Retrofit SOC to the TEP**

#### A. Step 1. Evaluation of Existing Control Structures

To follow the retrofit procedure, the economic performance of CS_Ricker and CS_Skoge are first evaluated.

The first step is to identify operating scenarios for study. For disturbances, although Downs and Vogel have defined 20 disturbance scenarios, CS_Skoge [3] only considered IDV$(1)$ and IDV$(2)$ for the purpose of self-optimizing control, this is because other disturbances are either with no steady-state effects, or too severe to be handled consistently (IDV$(6)$: loss of feed A, which was recommended to be handled using override control). Besides of disturbances, they also included the situations when the setpoint of production rate (throughput) is changed by $\pm 15\%$. In this paper, we will include two additional situations as were posed by Downs and Vogel [17]: 1) when the product mixup changes from 50 G/50 H to 40 G/60 H; and 2) a step change of reactor pressure setpoint to be 2645 kPa. Hence, including the normal operating condition, we have seven operating scenarios under considerations.

For each of the seven scenarios considered previously, optimization to minimize the cost function in (15) is performed using the SQP algorithm. Since there are only three unconstrained DOF for optimization, the optimization uses the setpoints of reactor temperature, $\%A$ and $\%C$ in the feed as the decision variables while keeping other associated variables actively controlled. A summary of optimal steady-state values for some variables are given in Table I. For all seven operating scenarios, the economic losses for both CS_Ricker and CS_Skoge are calculated at steady state and shown in the last two rows in Table I. The closed-loop results are in high agreement with ref [3] investigated, namely, CS_Ricker gives some big losses particularly when throughput $+15\%$ (6.74 $/\text{h}$). In contrast, CS_Skoge outperforms CS_Ricker mainly in the case of throughput changes and reduces the overall loss. However, in the new operating condition when the reactor pressure setpoint is 2645 kPa, CS_Skoge gives an unexpected poorer economic loss of 5.29 $/\text{h}$ than CS_Ricker (0.41 $/\text{h}$). As an overall assessment, the total loss for CS_Ricker and CS_Skoge is 13.01 and 9.38 $/\text{h}$, respectively. Therefore, if an overall 6 $/\text{h}$ is considered as an acceptable loss [3], both of them need to be improved. In the following study we will, without loss of generality, consider a retrofit configuration...
upon CS_Ricker by using it as a base control system in the new control architecture.

B. Step 2. Selection of Self-Optimizing CVs

Three measurement combinations are to be selected as CVs for three unconstrained DOF. The gSOC algorithm requires the following information.

1) Optimized measurement values for all operating conditions of interest, which have been calculated when assessing CS_Ricker and CS_Skoge.

2) The sensitivity matrix, \( G_{\text{y,r}} \) and Hessian, \( J_{\text{y,u,r}} \), at a reference point. The normal operating condition is selected as the reference point. The setpoints of reactor temperature, \( C \) in the feed are taken as the MVs, hence, \( G_{\text{y,r}} \) and \( J_{\text{y,u,r}} \) are evaluated in terms of them using the finite-difference method.

3) Magnitudes of measurement errors were estimated using the historical data.

1) Measurement Subset Selection: Combining all XMEAS and XMV variables gives us a set of \( 41 + 12 = 53 \) candidates. However, there have been nine closed loops with constants setpoints, which cannot be used as measurement candidates including: XMEAS(7, 8, 12, 15, 17, 19, 40) and XMV(5, 9, 12). Note XMEAS(19) (steam flow) and XMV(9) (steam valve) actually the same because steam valve is closed, hence both of them are eliminated. It is unnecessary to use all remaining 43 measurements for CVs. Hence, we consider a small size of subset to balance the economic performance and CV complexity. Next, we further differ two options: with and without composition variables (Option 1 and 2) as candidate measurements. This is motivated by the fact that compositions are more difficult to measure. Furthermore, since analyzers may lose function in daily operation, it was highly encouraged to avoid relying on compositions as much as possible [17].

Option 1 contains 43 candidate measurements, while Option 2, by eliminating XMEAS(23–41), contains 25, which is still substantial in number and intractable to search exhaustively. Instead of using a heuristic approach together with quantitative analysis to eliminate unpromising candidates as in [3], which would be time consuming and very much rely on the designer’s expert knowledge, in this paper, the tailored PB\(^3\) algorithm is applied based on the global average loss criterion.

All possible sizes of measurement subset \( m \) are considered, with promising subsets automatically identified quickly by using the PB\(^3\) algorithm (within 40 s for a PC with Intel i5 CPU, 8-GB RAM). The trends of minimal average losses against \( m \) for both Option 1 and 2 are illustrated in Fig. 2. Evidently, the minimal average losses show a same decreasing trend as \( m \) increases. However, the achievable minimal loss for Option 1 is much smaller than Option 2 for the same \( m \), which is not actually surprising because Option 1 has more general measurements to choose. Overall, Fig. 2 suggests that a choice of \( m = 5 \) or 6 for Option 1 and \( m = 8 \) or 9 for Option 2 offers a reasonable compromise.

As a final choice, we select 2 schemes: the best subset when \( m = 6 \) [XMEAS(4, 18, 20, 24, 31, 34)] and \( m = 9 \) [XMEAS(1, 3, 11, 14, 16, 18, 20, 21) and XMV(6)] in Option 1 and 2, respectively.

The optimal combination matrices for the selected two schemes are calculated as shown at the bottom of the page,

### Table I
Optimal steady-state values for different operating scenarios

<table>
<thead>
<tr>
<th>Variables</th>
<th>Normal</th>
<th>IDV(1)</th>
<th>IDV(2)</th>
<th>Thrgpt.</th>
<th>Thrgpt.</th>
<th>40 G/</th>
<th>Rect. Press.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>+15%</td>
<td>−15%</td>
<td></td>
<td></td>
<td>60H</td>
<td>2645 kPa</td>
</tr>
<tr>
<td>MV1, %</td>
<td>62.97</td>
<td>62.88</td>
<td>63.06</td>
<td>72.74</td>
<td>53.28</td>
<td>50.60</td>
<td>62.95</td>
</tr>
<tr>
<td>MV2, %</td>
<td>53.13</td>
<td>53.07</td>
<td>53.94</td>
<td>61.51</td>
<td>44.85</td>
<td>63.85</td>
<td>53.47</td>
</tr>
<tr>
<td>MV3, %</td>
<td>26.26</td>
<td>26.70</td>
<td>29.59</td>
<td>31.48</td>
<td>21.51</td>
<td>27.12</td>
<td>27.28</td>
</tr>
<tr>
<td>MV4, %</td>
<td>60.57</td>
<td>57.15</td>
<td>61.10</td>
<td>69.91</td>
<td>51.29</td>
<td>59.55</td>
<td>60.59</td>
</tr>
<tr>
<td>MV5, %</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>MV6, %</td>
<td>25.82</td>
<td>24.68</td>
<td>46.92</td>
<td>31.39</td>
<td>20.57</td>
<td>29.62</td>
<td>32.70</td>
</tr>
<tr>
<td>MV7, %</td>
<td>37.26</td>
<td>37.10</td>
<td>37.14</td>
<td>43.53</td>
<td>31.33</td>
<td>37.04</td>
<td>37.44</td>
</tr>
<tr>
<td>MV8, %</td>
<td>46.44</td>
<td>46.39</td>
<td>46.27</td>
<td>53.66</td>
<td>39.30</td>
<td>45.65</td>
<td>46.36</td>
</tr>
<tr>
<td>MV9, %</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>MV10, %</td>
<td>35.94</td>
<td>35.89</td>
<td>35.35</td>
<td>42.06</td>
<td>30.09</td>
<td>33.18</td>
<td>35.77</td>
</tr>
<tr>
<td>MV11, %</td>
<td>12.39</td>
<td>12.20</td>
<td>12.16</td>
<td>16.32</td>
<td>9.22</td>
<td>12.58</td>
<td>12.59</td>
</tr>
<tr>
<td>MV12, %</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>XMEAS9, °C</td>
<td>122.9</td>
<td>123.0</td>
<td>124.1</td>
<td>124.3</td>
<td>121.5</td>
<td>123.2</td>
<td>123.6</td>
</tr>
<tr>
<td>XMEAS23, %</td>
<td>32.15</td>
<td>32.28</td>
<td>30.63</td>
<td>33.35</td>
<td>30.90</td>
<td>32.99</td>
<td>32.01</td>
</tr>
<tr>
<td>XMEAS25, %</td>
<td>18.66</td>
<td>18.78</td>
<td>17.82</td>
<td>19.66</td>
<td>17.49</td>
<td>18.92</td>
<td>18.82</td>
</tr>
<tr>
<td>XMEAS31, %</td>
<td>13.01</td>
<td>13.19</td>
<td>11.62</td>
<td>13.57</td>
<td>12.34</td>
<td>13.52</td>
<td>12.87</td>
</tr>
<tr>
<td>XMEAS8, kscm³/h</td>
<td>32.37</td>
<td>32.44</td>
<td>31.43</td>
<td>31.58</td>
<td>33.19</td>
<td>32.25</td>
<td>30.17</td>
</tr>
<tr>
<td>Optimal cost, $/h</td>
<td>114.01</td>
<td>111.26</td>
<td>168.99</td>
<td>140.50</td>
<td>90.98</td>
<td>129.08</td>
<td>134.93</td>
</tr>
<tr>
<td>loss (CS_Ricker), $/h</td>
<td>0.00</td>
<td>0.06</td>
<td>2.52</td>
<td>6.74</td>
<td>2.45</td>
<td>0.83</td>
<td>0.41</td>
</tr>
<tr>
<td>loss (CS_Skoge), $/h</td>
<td>0.00</td>
<td>0.02</td>
<td>1.77</td>
<td>1.49</td>
<td>0.56</td>
<td>0.25</td>
<td>5.29</td>
</tr>
</tbody>
</table>

The optimal combination matrices for the selected two schemes are calculated as shown at the bottom of the page,

\[
H_1 = \begin{bmatrix}
-42.7 & 0.88 & 0.33 & 0.02 & 0.15 & 0.11 & 0.79 \\
-45.4 & 0.82 & 0.38 & 0.07 & -0.26 & -0.12 & -0.36 \\
-26.9 & 0.48 & 0.26 & 0.0014 & 0.02 & 0.50 & -0.34 \\
\end{bmatrix}
\]

\[
H_2 = \begin{bmatrix}
-73.4 & -1.32 & 0.0005 & 0.16 & 0.59 & 0.007 & 0.65 & -0.04 & -0.13 & -0.05 \\
-11.0 & -0.59 & 0.0009 & 0.25 & 0.18 & -0.004 & 0.21 & 0.09 & -0.45 & 0.02 \\
227.1 & -6.1 & 0.006 & -2.39 & -0.91 & 0.03 & 4.66 & -0.39 & -2.90 & -0.03 \\
\end{bmatrix}
\]

Fig. 2. Minimal average loss against subset size using PB\(^3\) algorithm.
where the first columns of both $H_1$ and $H_2$ correspond to the virtual measurement, constant 1.

C. Step 3. Retrofit Control Structure

With obtained self-optimizing CVs, it is straightforward to configure a retrofit SOC architecture following the design approach as has been presented. Using CS_Ricker as the existing control system, the three self-optimizing CVs are now the primary CVs to replace reactor temperature, %A in feed, and %C in feed, whose setpoints are now manipulated to control the new self-optimizing CVs, as indicated in Fig. 3.

D. Step 4. Performance Validation

1) Steady-State Evaluation: The steady-state performances for selected control schemes is evaluated, which are calculated through the nonlinear process model of TEP. The results are summarized in Fig. 4. To get a more intuitive overview of the results, Fig. 4(a) and (b) shows various optimal measurement values under all seven operating scenarios. (In the figure, measurement values are first scaled by values at the normal condition, then centered to 0.) This is for comparison on the criterion to select variables with optimal values insensitive to disturbances [2]. As shown in Fig. 4(a), both CS_Ricker and CS_Skoge selected measurements with optimal values varying as operating condition changes. Nevertheless, the desired insensitivity of CVs can be achieved by measurement combinations. All six optimal CV values of Scheme 1 and Scheme 2 are almost invariant to operating condition changes. Fig. 4(b) clearly shows that the economic losses is significantly reduced comparing to CS_Ricker and CS_Skoge. For both retrofit schemes, none of a loss larger than 0.05 is observed. However, their losses (0.04–0.05) are slightly bigger than CS_Ricker and CS_Skoge at the normal point. This is because in order to minimize the global average loss we allow some extra loss occur at a particular operating point. The total loss for Scheme 1 and 2 is calculated as 0.16 and 0.19 $/h$, respectively.

2) Dynamic Simulations: Finally, dynamic simulations are performed upon the retrofit control structure. For steady-state decoupling at the reference point, the combination matrix, $H$ is modified by left-multiplying a nonsingular matrix, $M$ such that the resulting gain matrix, $MHG_{y,r} = I$. This gives, $M = (HG_{y,r})^{-1}$. Note that the SOC performances of $H$ and $\tilde{H} = MH$ are equivalent. With this treatment, the combination matrices used in dynamic simulation for Scheme 1 and 2 are modified accordingly. PI controllers are employed for all loops configured in the upper control layer, where controller parameters were tuned with the SIMC rule [20], which ensures the stability. For best insurance of safe operation, the outputs for these controllers are constrained within 123–125 °C, 30–34%, 18–20%, respectively. These ranges are selected based on experiences of TE operation.

A sequence of operating scenarios is designed as follows: (1) initially, the system is operated under normal condition; 2) at 10 h, the setpoint of throughput is increased by +15%; and 3) At 80 h, the throughput is reset back, while the reactor pressure is changed from 2800 to 2645 kPa. All setpoint changes are ramped within 10 h to avoid abrupt fluctuations.

The designed Scheme 1 and 2, together with CS_Ricker and CS_Skoge, are applied to the aforementioned arranged scenarios. Obtained dynamic responses show that regulatory control tasks can be completed nicely for all four cases, however, their economic behaviors are different, as indicated in Fig. 5. (More detailed responses of various variables are however omitted here due to space limitation.) For CS_Ricker, it is noted that at about 20–80 h (throughput +15%), the operating cost runs above the minimal cost line (red line). However, when the reactor pressure is maintained at 2645 kPa (90–150 h), the operating cost is around the minimal cost. Finally, in the whole 150-h simulation time, the overall economic cost for CS_Ricker is calculated as 21088 $. While for CS_Skoge, it is observed that during 20–80 h, the economic cost, however, is maintained virtually around the minimal value, which indicates that the economic loss is not large. In the phase of 90–150 h, the economic cost approxi-
and %C in feed. The optimality of the designed control architecture is validated both through steady-state analysis and dynamic simulations to demonstrate a great potential of the proposed retrofit methodology. To take full advantage from the advancement of artificial intelligence (AI), various AI tools will be adopted for CV selection in future work. On the other hand, application of the proposed method to real industrial process is also currently under consideration.

A package contains MATLAB code and model to generate results presented in this paper is available in MATLAB File Exchange [21].

VI. CONCLUSION

In this paper, we made an effort to push the theory of self-optimizing control into practical applications considering the current industrial practice. The proposed retrofit SOC methodology aims to improve the economic performance of control systems that have been in usage for chemical plants. In general, the approach is to add a new self-optimizing control layer on top of the existing control system, where the derived self-optimizing CVs are controlled by adjusting setpoints of the lower layer control loops. A four-step procedure is given for configuration of a retrofit control structure.

The methodology was applied to a plant-wide TEP testbed by configuring the retrofit SOC control system upon CS_Ricker. The self-optimizing CVs were selected as measurement combinations using the gSOC method, and the measurement subsets were identified by a tailored PB³ algorithm. Two different schemes were considered with and without incorporating the composition variables in the self-optimizing CVs, which are controlled by adjusting setpoints of reactor temperature, %A and %C in feed. The optimality of the designed control architecture is validated both through steady-state analysis and dynamic simulations to demonstrate a great potential of the proposed retrofit methodology. To take full advantage from the advancement of artificial intelligence (AI), various AI tools will be adopted for CV selection in future work. On the other hand, application of the proposed method to real industrial process is also currently under consideration.

A package contains MATLAB code and model to generate results presented in this paper is available in MATLAB File Exchange [21].
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