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Abstract 

Decisions about whether or not to approve a project plan for execution are critical. A decision to continue 

with a bad plan may lead to a failed project, whereas requesting unnecessary additional planning for an 

already high-quality plan may be counterproductive. However, these decisions can be influenced by 

psychological biases, such as the endowment effect, optimism bias and ambiguity effect, which are 

enhanced when uncertainty is substantial and information incomplete. As a result, a non-biased model for 

evaluating the quality of project planning is important to improve planning approval decisions and resource 

allocation. This paper introduces a novel artifact (QPLAN) that evaluates and improves planning quality, 

and a case study to demonstrate its effectiveness within a business environment. 

 

Keywords: Decision support tool; Dual process theory; Planning quality; Software projects; Planning-

performance theory. 
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QPLAN: Decision Support for Evaluating Planning Quality in Software Development Projects  

1. Introduction 

The information technology (IT) industry, which encompasses enterprise software, data centers, 

devices, IT services and telecom services, was predicted to expend US$3.5 trillion in 2017 [19]. 

Nonetheless, poor performance of software development projects has plagued the IT industry for years 

[33]. In 2013, for instance, organizations successfully completed only 39 percent of software projects [64], 

which led to estimated annual losses for the United States (US) and European Union (EU) markets of 

around US$100 billion each [67]. 

Research has identified planning quality
1
 as a key area for improvement in overcoming software 

projects‘ poor performance [13,21,66,74]. Similarly, planning-performance theory suggests a positive 

impact of planning formality on financial performance [5]. Among other advantages, planning allows 

managers to better understand project requirements [21] and business contexts [15], reduces projects‘ 

inherent uncertainty, and provides a reliable basis for monitoring and controlling projects [72]. Planning 

involves comparing alternative courses of actions [4,8], and establishing a pathway to accomplish the 

project‘s goals [59]. Because planning precedes major financial expenditures in a project, and because a 

small group of people is typically employed during this stage, improving a project plan, if needed, has a 

relatively low cost compared with its high value. 

However, managers can find it difficult to determine if a plan is of sufficient quality as a basis to 

start software development or if it requires further improvements. In particular, managers are required to 

make an important decision at the end of the planning phase: whether or not to approve the plan as is, re-

                                                 

1
 ―Planning quality‖ is equivalent to ―quality of planning‖ and refers to a project‘s planning stage, which a project 

manager leads and commences immediately after project approval. During the planning stage, the project manager 

develops a project plan that should be aligned with the business case and provide a clear direction for the work to be 

done during project execution. Planning quality measures the quality of the planning processes undertaken by the 

project manager and influences directly the quality of the project plan document. 
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work and improve it, or terminate the project before the organization invests more resources in it. An 

incorrect decision can cause managers to: (1) continue with a bad plan, which increases the chance of a 

failed project; (2) invest unnecessary additional resources in an already high-quality plan; and (3) not 

terminate bad projects on time. 

Because the level of uncertainty is at its peak at the time of this decision [73], psychological biases 

can often prevent managers from making correct decisions regarding project plans. For example, an 

―endowment effect‖ causes managers to feel ownership of a project, hence valuing it more than its real 

worth [30], or defining requirements beyond the actual needs of the customer or the market [61]. 

Moreover, managers can have a tendency to overestimate the quality of project plans or be too optimistic 

about future projects‘ performance (―optimism bias‖) [29,69], hence approving project plans that are of 

questionable quality. Finally, an ―ambiguity effect‖ supports a tendency to avoid decision making due to 

missing information [29], and managers can avoid making a decision on project termination when they 

should do so.  

These psychological biases have a negative impact on decision making [44], especially under high 

levels of uncertainty when information is incomplete and ambiguous [29,35,46]. These biases are 

intensified when decision makers rely on their personal knowledge, known as an ―inside view‖ [29,69]. In 

an ―inside view‖, decision makers build overly optimistic scenarios of events that may affect the project 

[17]. Alternatively, an ―outside view‖ is based on previous actual objectives and comparable data from 

similar actions already completed. An ―outside view‖ is more likely to produce a quality decision because 

it bypasses cognitive biases. In an ―outside view‖, decision makers consider similar past projects to 

forecast a project‘s future [17,29]. 

Accordingly, dual process theory aims to explain the decision-making process from the view of 

decision makers through a general framework comprising two distinct systems of thinking: System 1 and 

System 2 [56]. System 1 corresponds to intuitive thinking, which is emotional, fast and unconscious 

thinking; System 2 corresponds to reasoned thinking, which is logical, controlled operations, slow and 
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conscious [29,43]. Systems 1 and 2 operate in parallel and interactively [56]. In case of high uncertainty 

levels, System 2 can monitor the information quality provided by System 1 by framing it to be subservient 

to System 2 [29], i.e., System 1 provides inputs to System 2, which rationalize the reasons why a particular 

judgment was made. Poor project plan decisions are more likely when only System 1 is in use, due to the 

psychological biases discussed above [43]. In adding System 2, the evaluation of a project plan is also 

based on relevant, reliable and quantitative information. As a result, introducing System 2 to decision 

making under uncertainty can reduce bias and improve decision quality.  

Therefore, organizations can improve their decision making processes by using an objective tool 

that evaluates planning quality independently, thus encouraging System 2 thinking. The evaluation 

literature provides support for this argument by stating that: 1) better evaluation improves the quality of 

decision makers‘ thinking [16,42,50], and 2) evaluation requires measurement and learning [20]. Thus, we 

address the following research question: ―How can the planning quality of software development projects 

be better evaluated and improved?‖ 

To address this question, we introduce the quality of planning (QPLAN) tool, so named because it 

evaluates how well one plans software-development projects. QPLAN is an innovative decision support 

tool that helps managers make better decisions by reducing psychological biases and empirically evaluating 

and enhancing the quality of project planning.  

This paper proceeds as follows: In Section 2, we review the relevant literature related to evaluating 

planning quality. In Section 3, we discuss our research approach, and in Section 4 describe how we 

developed, validated and used QPLAN in a case study. In Section 5, we apply QPLAN to an organization 

from the defense industry as a case study. Finally, in Section 6, we conclude the paper. 
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2. Existing methods for evaluating planning quality 

The literature has identified three leading methods for evaluating planning quality in software-

development projects: the project management planning quality (PMPQ) model, checklists, and metrics. 

We discuss each approach below. 

2.1 PMPQ model 

The PMPQ model evaluates the quality of project planning through key planning products [74]. 

The literature has extensively validated and used this model (e.g., Zwikael and Globerson [75]; Masters 

and Frazier [41]; Zwikael and Sadeh [71]; Papke-Shields et al. [47]; Zwikael and Ahn [73]; Barry and Uys 

[10]; Rees-Caldwell and Pinnington [51]). The model‘s overall planning quality indicator comprises two 

sub-indices: planning quality by the organization (QPO), which evaluates organizational-support processes, 

and planning quality by a manager (QPM), which evaluates the planning-quality processes for which a 

project manager is responsible. The model measures planning quality by a weighted linear combination of 

16 planning processes that the project management body of knowledge (PMBOK) defines [74] (Table 1).  
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Table 1 

Sixteen core planning processes in the PMPQ model (adapted from Zwikael and Globerson [74]) 

Code Planning process Description 

4.2 
Develop project management 

plan 

Document actions necessary to define, prepare, integrate and coordinate all 

subsidiary plans 

5.2 Define scope Develop a detailed description of the project and product 

5.3 
Create work-breakdown 

structure 

Subdivide project deliverables and project work into smaller, more 

manageable components 

6.1 Define activities Identify specific tasks to be performed in the project 

6.2 Sequence activities Identify and document relationships among activities 

6.3 Estimate activity resources 
Estimate type or quantities of material, people, equipment or supplies 

required to perform each activity 

6.4 Estimate activity durations Approximate the number of work periods needed to complete each activity 

6.5 Develop schedule 
Analyze activity sequences, durations, requirements and constraints to 

create the schedule 

7.1 Estimate costs Approximate the monetary resources needed to complete project activities 

7.2 Determine budget 
Aggregate the estimated costs of individual activities to establish an 

authorized cost baseline 

8.1 Plan quality 
Identify and document quality requirements and how the project will 

demonstrate compliance 

9.1 Develop human resource plan 
Identify and document roles, responsibilities and required skills and report 

relationships between them 

9.2 Acquire project team 
Confirm human resources availability and obtain the team necessary to 

complete project assignments 

10.2 Plan communications 
Determine project stakeholder information needs and define a 

communication approach 

11.1 Plan risk management Define how to conduct risk-management activities 

12.1 Plan procurements Determine purchasing approach and potential sellers 

2.2 Checklist approaches 

Checklists are a common approach to assessing planning quality and risks [32]. Based on expert 

knowledge [24], software-development projects often use checklists to determine whether the planning 

phase has finished and the project can proceed with the next phase [32], guide reviews, and ensure project 
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teams adhere to procedures. Checklists are a common tool that various models and methods use, such as: 

(1) the capability maturity model integration (CMMI) [62]; (2) Six Sigma, a set of techniques and tools for 

improving manufacturing [12] and software-development processes [39]; (3) ISO/IEC 15939, a 

measurement process applicable to system and software engineering and management fields [25]; (4) 

process improvement training and appraisal program for software development [62]; and (5) the SQuaRE 

model, a general data-quality model for data retained in a structured format in a computer system [26]. 

Checklists can incorporate expert knowledge of a process, including lessons learnt from past projects [24]. 

Checklists provide guidance on crucial questions that one needs to ask and a systematic approach 

to the various stages involved in planning. Checklists are perhaps the simplest and most productive tool for 

analyzing quality. However, excessive and uncritical use of checklists can be counterproductive [9,24]).  

2.3. Metrics approaches 

Metrics have a vital role in software development because of their potential to improve quality and 

productivity as efficient feedback mechanisms. The rationale for using metrics arises from the notion that 

one cannot improve something without first measuring it [20]. For this purpose, practitioners collect and 

analyze metrics relevant to software projects to better manage the software-development process and make 

necessary changes to increase productivity and quality and, thereby, reduce cycle times and costs in the 

long run [14]. To be successful, the implementation of a metrics program should have the support of the 

organization and be easy to use [20]. In addition, practitioners should understand that metrics are not the 

goal but an important tool that highlights problems and gives ideas as to what the organization can do [14]. 

2.4. Problems with current methods 

Some limitations with the above models and approaches should be discussed. As a generic model, 

PMPQ does not specifically cater to software-development projects, does not consider the project 

manager‘s personal characteristics (e.g. appropriate approach for people management [51]), and does not 

consider the relationships among planning processes [36,50]. Checklists assume the experts‘ knowledge of 
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a process and lessons learned from past projects [24]. For example, checklists can help project managers 

identify risks, but a non-comprehensive checklist can also identify non-existent risks [32]. Moreover, 

checklists have not been tested systematically [32]. Metrics have high potential of business value return; 

however, few organizations succeed in their implementation [14,67] for the following reasons: a) metrics 

are based only on quantitative data and, thus, do not consider other factors that affect how plans are 

evaluated, such as pressure from marketing to deliver the product in the shortest timeframe (even with 

lower quality); b) metrics‘ implementation is usually a long process; c) practitioners‘ viewpoints are not 

always considered, hence lead to potential conflicts [20]; and d) irrelevant metrics are often defined [67]. 

Furthermore, none of these methods has been reported as aiming to reduce psychological biases that 

prevent managers from making correct planning decisions. Because of these limitations, we need a new 

approach to assess planning quality in software-development projects that, if possible, integrates the best of 

each prior approach and overcomes their limitations. 

3. Research approach 

We selected the design science research (DSR) as the research method, because of its strength in 

solving a real problem using applied research [23] in the field of information systems [11]; in our case a 

tool to improve the planning quality of software-development projects. DSR focuses on knowledge-

intensive design [2], helps solve real problems through the development of innovative artifacts [6,11,23], 

and can be effective in the management field [3]. In addition, DSR is a complementary research approach 

to behavioral science, in that DSR aims to extend the boundaries of human and organizational capabilities 

by creating new and innovative artifacts, and behavioral science aims to develop and verify theories that 

explain or predict human and organizational behavior [23]. We used the design science research process 

(DSRP) model [48] to develop the new tool. This model is consistent with design science processes in prior 

studies [22] and provides a general process for conducting DSR. In accordance with Peffers et al. [48], Fig. 

1 shows the six DSRP steps, which we discuss in Sections 3.1 to 3.6. 
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Fig. 1. Design Science Research Process applied to this study (adapted from Peffers et al. [48]). 

In Step 1 (Problem Identification and Motivation), one identifies the research problem, defines the 

scope, and justifies the value of the proposed solution. This step helps one motivate the stakeholders 

interested in the research and allows them to understand the researcher‘s reasoning for addressing the 

problem. In this study we identified that planning quality is a key area for improvement in overcoming 

software projects‘ poor performance [13,21,66]. However, it is difficult for managers to make the correct 

decisions at the early planning stage, when uncertainty is substantial, information is scattered, and some 

psychological biases are intensified. 

In Step 2 (Objectives of a Solution), one defines the objectives of a solution to the problem 

inferred in the previous step. In this study, we aim to improve decision and planning quality of software-

development projects by developing a tool that evaluates planning quality and introduces best planning 

practices aimed at reducing psychological biases. This objective is motivated by the limitations identified 

in the existing approaches for planning quality evaluation.  

In Step 3 (Design and Development), one designs and develops artifacts to address the research 

problem. The process involves defining requirements and designing the architecture for developing the 
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desired artifact, which can be constructs, models, methods, or instantiations [23,40]. We performed white-

box and black-box testing to ensure QPLAN‘s functionality, completeness, and usability [1].  

In Step 4 (Demonstration), one demonstrates the artifact‘s utility [23]. We performed multiple case 

studies in 12 organizations from eight types of industries (automation, IT, education, R&D, defense, 

pharmaceutical, logistics and banking) and across six countries (Australia, Brazil, the US, Israel, Germany 

and Italy) using a variety of quantitative and qualitative methods. We further refined QPLAN while 

conducting these case studies. The demonstration of QPLAN within the business environment was 

undertaken concurrently with the design and development (Step 3). Although this approach required us to 

maintain compatibility with project data already collected, feedback received from research participants 

allowed us to improve the software throughout the development and validation process, such as: a) 

QPLAN user interface; b) project reports; and c) organizational knowledge from previous projects. Thus, 

the development process became an iterative search that helped in finding an effective solution to the 

problems that motivated this research [23], and supported the essence of DSR [23], which is to develop an 

artifact that demonstrates its utility to researchers and practitioners. 

In Step 5 (Evaluation), one evaluates the outcomes from the use of the artifact. In this paper we 

report on one of the case studies as a summative evaluation (in a multinational organization from the 

defense industry that has development centers in Brazil and Israel) to evaluate QPLAN‘s use and 

effectiveness. The case study includes: (1) an open-ended interview with the top manager responsible for 

developing software in the organization [54]; (2) evaluating the effect of QPLAN in enhancing planning 

quality over time [12]; and (3) discussing the value from using the artifact with project managers at that 

organization [20].  

In Step 6 (Communication), one communicates one‘s findings. To date, we have presented and 

discussed QPLAN with a large audience of industry and academia participants (e.g., at a workshop 

promoted by the Australian and New Zealand Academy of Management, a seminar organized by the 
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Brazilian chapter of the Project Manager Institute and a seminar by P&D Brazil—a Brazilian association of 

organizations in the electronics field). 

4. The QPLAN tool and approach 

A design artifact is complete and effective when it satisfies the requirements and constraints of the 

problem it was meant to solve (Hevner et al. [23], p.85).  

4.1. Overview 

This research developed QPLAN, an innovative tool that one can use to evaluate the planning 

quality of any type of software project and hence support better decisions. As a knowledge management-

based decision support system (KMDSS), QPLAN supports decision making by helping one store, process, 

and retrieve knowledge [7]. QPLAN has four components: (1) a model for evaluating planning quality 

(giving the QIPlan index), (2) an extended Karnaugh map for identifying the strengths and weaknesses of 

planning [55], (3) a novelty, technology, complexity and pace (NTCP) diamond model of project 

characteristics [58], and (4) a knowledge base that supports learning from past projects developed by the 

same organization [20].  

4.1.1. Evaluation model 

In QPLAN, evaluating planning quality involves two measures: the planning quality of the 

manager (QPM) and planning quality through cognitive map factors (QCM), as follows: QPM is an 

existing index used in the PMPQ model to evaluate planning quality by assessing 16 planning products 

(top-down approach) (Table 1). QCM uses cognitive maps, which is a methodology based on expert 

knowledge [63] that graphically describes the behavior of a system [53]. According to Stach et al. [63], a 

single expert can reliably develop cognitive maps; however, because a group of experts usually improves 

scale reliability, we also had other project managers examine the factors. Moreover, according to 

Rodriguez-Repiso et al. [53], even if the initial mapping of the factors is incomplete or incorrect, further 

additions to the map may be included. We developed QCM in this study to evaluate planning quality via 
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the factors that affect planning processes (a bottom-up approach). The combination of both approaches 

should help one more accurately evaluate planning [28].  

The output of the model is the planning quality (QIPlan) index, which one calculates as the average 

of QPM and QCM and ranges from 0.0 (lowest) to 1.0 (highest) (see Fig. 2). QPLAN reports on all three 

metrics (QIPlan, QPM, and QCM). 

 

Planning quality by manager (QPM)

(Top-down)

Planning quality through cognitive maps 

(QCM)

(Bottom-up)

Planning 

quality index 

(QIPlan)

Index

Measures

 

Fig. 2. Model for evaluating planning quality 

Whereas QPM is an established measure, we developed QCM based on 55 factors: the tool 

assesses 23 factors when one begins to plan and the remaining 32 factors when finishing. We used the 

following process to identify a concise list of generic project management factors and specific software 

development factors that affect planning. After searching leading project management, general 

management, and computer science journals (e.g., IEEE Transactions on Software Engineering and 

Information Systems Journal) between 1986 and 2012 using the keywords ―project success‖, ―planning‖, 

―project management‖, and ―software development‖, we identified 37 relevant papers and, from them, 211 

factors that affect project planning. Example factors included ―realistic effort estimates‖ [18,27,45,70] and 

―secured funding‖ [37,68]. Motivated by the fact that many factors to be evaluated by the project managers 

would cause an additional workload that could derail this study, based on the researchers‘ judgment and 

experience, we reduced the number of factors from 211 to 55.  

We then grouped the 55 factors into 21 cognitive maps. The relationship between the cognitive 

maps and project factors is illustrated in the ―Top Management Support‖ cognitive map. This cognitive 

map indicates the extent to which senior managers provide support to the project [76]. Fig. 3 shows how 

this cognitive map is related to its six factors: (1) quality of organization project planning (the average of 
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the QIPlan index of projects already undertaken by the organization); (2) appropriate project manager 

assignment [8,18,74]; (3) involvement of the project manager during the initiation phase [18]; (4) 

confidence of top manager support in the project [8,18]; (5) secured project funding [37,68]; and (6) 

sufficient resources for the project [18,37]. 

 

Appropriate project manager assigned

Confidence of top manager support 

during the project

Involvement of the project manager 

during the initiation phase

Sufficient resources

Secured funding

Top Management Support

Quality of organization project planning

 

Fig. 3. The structure of the ―Top Management Support‖ cognitive map 

To enable one to compare both measures, QCM has 16 cognitive maps to represent the same core 

planning processes that QPM uses (Table 1), though measured bottom-up rather than top-down. In 

particular, QCM includes 55 factors and five cognitive maps that enhance the measurement of the 16 core 

planning processes. For example, the ―Top Management Support‖ cognitive map illustrated in Fig. 3 is one 

of five maps that, according to the software project success literature, are linked to the core planning 

process of ―develop project management plan‖. The other maps (represented in Fig. 4) are: ―Project 

Manager Characteristics‖, ―Technological Expertise‖, ―Enterprise Environmental Factors‖, and ―Quality of 

Methods and Tools‖ [66]. This means that the development of the project management plan is affected by 

success factors that refer to project manager characteristics [51], support from top management to the 

project (that can lead to its success or failure [76]), environmental factors that affect the quality of 

planning, and the infrastructure that surrounds or influences a project‘s performance [71,74]. In addition, 

the ―Technological Expertise‖ cognitive map impacts the ―Define Scope‖, ―Create Work Breakdown 
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Structure‖, ―Estimate Costs‖ and ―Determine Budget‖ cognitive maps. This means that the planning 

process related to scope (―Define Scope‖ and ―Create Work Breakdown Structure‖) and cost (―Estimate 

Costs‖ and ―Determine Budget‖) are affected by factors that refer to the knowledge and experience 

available in the project team (―Technological Expertise‖) [21,27,28,36]. All cognitive maps are measured 

on a five-point Likert scale and normalized to a value that ranges from 0.0 to 1.0.  

Project Manager

Characteristics

Top Management

Support

Quality of Methods

and Tools

Develop Project

Management Plan

Estimate Activity

Resources

Plan Quality

Acquire Project

Team

Plan Procurements

Technological

Expertise

Define Scope

Create Work

Breakdown

Structure

Sequence Activities

Estimate Activity

Durations

Estimate Costs

Develop Human

Resource Plan

Plan

Communications

Enterprise

Environmental

Factors

Define Activities

Develop Schedule

Plan Risk

Management

Determine Budget

QCM

 

Fig. 4. The 21 cognitive maps of QCM 

ACCEPTED MANUSCRIPT



AC
CEP

TE
D M

AN
USC

RIP
T

 

15 

 

4.1.2. Expanded Karnaugh map 

The Karnaugh map is a method from the electronics literature that was developed by Karnaugh in 

1953 to simplify real-world logic requirements [31]. Karnaugh maps use the human brain‘s pattern-

matching capability to attain simple logic expressions. This method is mostly used in the electronics 

industry; however, there are creative exceptions. For example, Sedoglavich expanded the original 

Karnaugh map into three discrete zones (low, medium and high) for identifying strengths and weaknesses 

of New Zealand high-tech small and medium enterprises (SMEs) in the agro-technology sector [55]. In 

QPLAN, the expanded Karnaugh map is an output from QPLAN used for contrasting results from the two 

measures (QPM and QCM). 

4.1.3. NTCP diamond model 

The NTCP is a model based on contingency theory developed by Shenhar and Dvir [58] for project 

classification. This is a free-of-context model that helps the project manager to plan the project according 

to its characteristics. The NTCP diamond model has four dimensions: novelty, technology, complexity and 

pace. 

 Novelty: the uncertainty of requirements. The scale is composed of derivative (improvements in 

currents products), platform (new generation of current product) and breakthrough (new product). 

 Technology: the uncertainty of know-how. The scale is composed of low-tech, medium-tech, high-

tech and super high-tech, which are technologies that did not previously exist. 

 Complexity: the number and diversity of elements in the system. The scale is composed of 

assembly (performs a single function), system (set of subsystems in a product) and array (dispersed 

set of systems interconnected). 

 Pace: the urgency and available timeframe in time management activities and team autonomy. The 

scale is composed of regular (delays not critical), fast-competitive (time is important), time-critical 

(crucial) and blitz (needs immediate solution). 
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4.1.4. Knowledge base 

The knowledge base of QPLAN is a database comprising qualitative and quantitative data formed 

from data from past projects developed by the participating organization. It is available during the entire 

project lifecycle and serves as a reference for the project manager to check whether the evaluation of a 

factor that affects the quality of planning, a planning process or even the final quality of planning, is being 

overestimated or underestimated. 

4.2. QPLAN user interface 

QPLAN is a desktop application for Microsoft Windows developed in C#, an object-oriented 

programming language from Microsoft [38], in the integrated development environment (IDE) Microsoft 

Visual Studio [52]. Fig. 5 shows QPLAN‘s primary interface with data from a fictitious project as an 

example. 

 

Fig. 5. QPLAN main screen. 
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The main screen of QPLAN is divided into three main areas. On the left-hand side, from top to 

bottom, there is the logo of the organization that participated in this research (in this example, the 

Australian National University), index of the organization number in the QPLAN knowledge base (e.g. 

zero), organization name (e.g. ANU), number of projects provided by the organization (e.g. 8) and total 

number of projects in the QPLAN knowledge base (e.g. 66). Below that, there is an indication of the 

project‘s success according to the Lechler and Dvir [34] definition (e.g. efficiency of 0.4 of 1) and the 

graphic representation of the NTCP diamond model in the planning phase (the orange dotted-line) and as 

perceived at the end of the project (the solid line). In addition, there are six management buttons, including 

load (to load data from the knowledge base), save (to save data to the knowledge base), Evaluation Model 

(to access the model that evaluates planning quality), report (that generates project and organization 

reports), export (to export raw data from the knowledge base) and exit (to exit QPLAN). 

The center portion of the screen shows the typical project life cycle adapted from PMBOK [49], 

with the level of effort, degree of uncertainty and cost of changes across the four project phases. At the end 

of the planning, and at the end of the project again, the level of risk is represented as high (‗H‘), medium 

(‗M‘) or low (‗L‘). In addition, the QIPlan planning quality score is presented with values ranging between 

0 and 1, e.g. 0.56. Below that, there are 12 buttons associated with the step number that correspond to the 

QPLAN data collection approach.  

The right-hand side contains a table with the evaluations made by QPM and QCM measures (0.61 

and 0.51 in Fig 5, respectively), the average planning quality scores of past projects developed by the same 

organization (in this example, planning processes are ‗L‘ and ‗M‘), and the quality indices calculated for 

each of the 16 core planning processes, coded according to Table 1 [74]. Below this table, an expanded 

Karnaugh map [55] contrasts the scores from QPM and QCM, which is graphically represented by a 3x3 

matrix, i.e., it ranks each of the 16 core planning processes (coded according to Table 1) in nine color-

coded quality zones.  

ACCEPTED MANUSCRIPT



AC
CEP

TE
D M

AN
USC

RIP
T

 

18 

 

4.3. Using QPLAN  

The implementation of QPLAN in organizations is based on continuing evaluations of planning 

quality and introduction of best planning practices from within and outside the organization into the 

process. The four main phases and 12 main steps in using QPLAN are presented in Fig. 6 and discussed 

next. Each step also introduces the relevant questionnaire used for data collection. The questionnaires used 

in steps 4, 5, 6, 8 and 11 measured their items using a five-point Likert Scale (5=―Strongly agree‖ and 

1=―Strongly disagree‖). 

 

Fig. 6. QPLAN methodology implementation 

4.3.1. Phase 1—Before planning 

 Step 1—Interview with top manager: This step involves a) definition of the success factors adopted 

in each organization for validating whether the success factors adopted by QPLAN are suitable for 

software development projects (as the Lechler and Dvir [34] definition is not specific for software 

development projects), and b) identification of the barriers that have the most significant effect on 
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the project‘s success for verifying whether there are factors other than those considered by the 

evaluation model that affect the quality of planning. 

4.3.2. Phase 2—Beginning of planning 

 Step 2—Register project: This step involves registering the project in the QPLAN knowledge base 

(Section 4.1.4). This step involves a questionnaire that has eight items. An example item is 

―Project name‖. 

 Step 3—Identify project characteristics: This step involves classifying the project according to the 

NTCP diamond model characteristics for helping the project manager select an appropriate 

managerial approach for planning (Section 4.1.3). The relevant questionnaire has four items that 

were measured using the scale defined by Shenhar and Dvir [58]. An example item is ―How new is 

the product to customers and users?‖ 

 Step 4—Evaluate planning factors I: This step involves evaluating 23 planning factors at the 

beginning of planning through QCM (Section 4.1.1). It is the first set of factors for the bottom-up 

planning quality evaluation. The relevant questionnaire has 23 items. An example item is ―This 

project has clear and realistic objectives‖. 

4.3.3. Phase 3—End of planning 

 Step 5—Evaluate planning factors II: This step involves evaluating 32 planning factors at the end 

of planning through QCM (Section 4.1.1). It is the second and last set of factors for the bottom-up 

planning quality evaluation. The relevant questionnaire has 32 items. An example item is ―The 

project plan has small software releases planned‖. 

 Step 6—Evaluate planning products: This step involves evaluating core planning products at the 

end of planning through QPM (Sections 2.1 and 4.1.1). It is the set of 16 factors for the top-down 

planning quality evaluation. The relevant questionnaire has 16 questions. An example item is ―The 

project plan is able to deliver the scope required on-time‖. 
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 Step 7—Analyze quality of planning: This step involves analyzing planning quality by the project 

manager through data collected in previous steps, including: (1) the expanded Karnaugh map; (2) a 

project report, which has all project data, suggestions for enhancing planning quality, and 

comparisons with past projects; (3) an organization report, which has a roadmap of projects, their 

performance, and a list of common planning issues that project managers have reported; and (4) 

raw data existing in the knowledge base, which one can export to other tools. The analysis 

available at the end of this step serves to determine whether the project should progress to the 

execution phase, planning should be improved until better results are achieved (by focusing on the 

most important planning issues identified in this step), or the project should be terminated before 

investing more resources. 

4.3.4. Phase 4—End of project 

 Step 8—Evaluate project success: This step involves evaluating the project‘s success at the end of 

the project based on the measures defined by Lechler and Dvir [34]: (1) efficiency: the extent to 

which the project has met time and cost plans; (2) effectiveness: the extent of the benefits that the 

project has brought to its client; (3) customer satisfaction: the extent of satisfaction with the 

benefits that the project has provided; and (4) business results: the perceived value of the project to 

the client organization. The relevant questionnaire has 12 items. An example item is ―The project 

was completed on schedule‖. 

 Step 9—Register lessons learned: This step involves registering two open-ended questions for 

capturing what went well and what should be done differently in the future through a qualitative 

approach [27]. 

 Step 10—Confirm project characteristics: This step involves confirming project characteristics 

entered in Step 3 through the NTCP diamond model (Section 4.1.3) to support the lessons learned 

process. The relevant questionnaire has four items that were measured using the scale defined by 

Shenhar and Dvir [58]. An example item is ―How complex is the system and its subsystems?‖ 
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 Step 11—Evaluate project performance factors: This step involves evaluating 12 project 

performance factors at the end of the project (i.e., actual versus planned factors) to support the 

lessons learned process. The relevant questionnaire has ten items. An example item is ―It was a 

high-risk project‖. 

 Step 12— Register demographic information: This step involves finalizing all project information 

registered in the QPLAN knowledge base (Section 4.1.4). Data from this project will serve as a 

reference for the next project to be undertaken by the organization. The relevant questionnaire has 

eight items. An example item is ―Number of employees in your organization‖. 

5. Evaluation case of QPLAN in the defense industry 

5.1. Overview 

In this section, we describe how one organization used QPLAN as a summative evaluation case. 

We performed the case study in a multinational organization focused on defense, homeland security and 

commercial products. The organization had approximately 12,000 employees. The case study was 

longitudinal and included qualitative feedback from a top manager and two project managers in Brazil and 

Israel. 

Note that, because QPLAN represents intellectual property and may be marketed, the case study 

organization did not use the final tool. Instead, it used a surrogate method with a ―QPLAN‖ questionnaire 

that included all the factors assessed in QPLAN and was emailed to managers. We then used QPLAN to 

create project reports based on their questionnaire responses, and we discussed and analyzed these reports 

with the project managers.  

5.2 Longitudinal study of QPLAN use 

The case study involved analyzing 20 projects that ranged in duration from three to 72 months 

(mean = 2.6 years). We divided the projects into two groups: one group included ten projects that had 
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occurred in the past (group 1) and the second group an additional ten current projects (group 2). The data 

provided by past projects (group 1) served to build the knowledge base of the organization to allow project 

managers to use them as reference for the planning of current projects, i.e., projects from group 1 did not 

receive the QPLAN intervention, whereas projects from group 2 did. However, we calculated the QIPlan 

index for all projects to analyze the impact of the intervention on the organization. 

We collected data from 18 project managers (some managers had more than one project) between 

January 2011 and October 2012 using questionnaires. These questionnaires are paper-based surrogates for 

the questionnaires used, as described in Steps 1 to 12 in section 4.2. Project managers were asked to 

identify the project, classify it, and evaluate the initial conditions at the beginning of the planning. At the 

end of the planning, project managers were asked to evaluate its quality. At the end of the project, 

supervisors were asked to evaluate its success, and project managers were asked to identify enhancement 

opportunities and compare actual data against planned data, as well as fill out the demographic information 

sheet. Questionnaires were completed with an average duration of 20 minutes (each). The QIPlan index for 

all projects had an alpha coefficient of .828, which suggests acceptable internal reliability. We then 

conducted a comparison analysis by assessing the efficiency of the observed QPLAN process in terms of 

differences in the QIPlan index [65] between groups 1 and 2. Results show that the organizational planning 

quality index had a positive and significant slope over time (β = .896, p < .001, t = 8.337). Fig. 7 shows 

that the average planning quality (QIPlan, ranging from ―0‖ to ―1‖) for the ten projects conducted without 

the QPLAN intervention and those ten conducted with the support of the tool were .52 and .61, 

respectively. In addition, the QIPlan range (difference between maximum and minimum scores) reduced 

from .32 (group 1) to .23 (group 2), suggesting the organization had a more controlled planning process 

after using QPLAN, i.e., QPLAN intervention reduced process variation [12].  
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Fig. 7 The effect of QPLAN on planning quality enhancement. 

Results of the longitudinal study showed that the QPLAN approach was adequate for enhancing 

the planning quality of software development projects over time in the company. This finding served to 

demonstrate the utility of the artifact, which is the essence of DSR [23]. 

5.3 Qualitative feedback 

We obtained qualitative data from a top manager in an interview and from two project managers 

using questionnaires. We conducted a 20-minute interview with the vice-president of engineering (VPE) in 

the Brazil branch, which had approximately 90 engineers who developed software, hardware, and 

mechanics projects. We conducted the interview face-to-face in April 2012. We asked the VPE how the 

company measured project success and to identify the common factors that led to project failure in the 

organization. In response to the first question, the VPE answered that delivering on time and on cost and to 

customer satisfaction were the success measures that the organization adopted. QPLAN covers these 

success measures as efficiency and customer satisfaction. For the second question, he identified two main 

issues that led to project failure: (1) requirements instability, which typically led to software redesign; and 
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(2) the software-certification process, which, due to its complexity, led to budget and schedule overruns. 

Two QCM factors cover these issues: ineffective change management and unrealistic effort estimates. 

Over the entire study, 20 project managers (out of 48) provided feedback about QPLAN. During 

the qualitative analysis of the transcriptions, three major feedback insights emerged relating to 

questionnaires, reports and QPLAN applicability to agile projects. This feedback has contributed to the 

improvement of QPLAN throughout the research.  

In the summative case study, two project managers provided feedback about their experience of the 

use of QPLAN in their projects. Some insights from this feedback are as follows. One project manager 

commented that the QPLAN-based questionnaire covered planning aspects that software development 

teams usually neglect: ―The questionnaires contain sets of very interesting questions that cover many 

program management aspects that sometimes are not completely understood or considered by the 

development teams.‖ In addition, he commented that the QPLAN surrogate helped the development of 

better planning: ―It leads to very interesting thoughts that sometimes change the perception of how we used 

to see the program by understanding the different points of view‖. Another project manager said that the 

information that QPLAN provided made sense and portrayed what actually happened in the project: ―The 

planning that seemed to be chaotic by someone who experienced the whole process, started to look not so 

bad after putting things together‖. 

5.4 Discussion 

The QPLAN approach implemented in this case study integrated existing and new methods for 

evaluating planning quality, including the PMPQ generic planning evaluation model (which has been 

validated and used extensively by the literature), QIPlan index (a software development evaluation metric), 

and QPLAN questionnaires (which serve as checklists). This case study showed that with a QPLAN 

intervention the average planning quality increased and the variation of planning process reduced. In 

addition, project managers recognized that QPLAN covers planning aspects that are sometime neglected, 

increases the understanding of what happens during this project phase, and organizes planning information.  
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QPLAN reduced planning bias and enhanced project performance in this organization by 

introducing a consultative and structured planning process, evidence-based evaluation process, and high 

quality information presented to decision makers. However, one should note that even a comprehensive 

and quality plan cannot guarantee success [53,58,60]. For example, volatility of requirements, intangibility 

of software products, and high level of system complexity remain challenges to software projects during 

their execution, hence require continuous changes to the original plan [45]. 

6. Conclusion 

Motivated by the significance of the contemporary software industry in the global economy and 

the poor performance of software-development projects, the literature has highlighted planning quality as a 

major factor that has the potential to enhance project and organizational performance. Better support is 

needed for managers in evaluating planning quality correctly and hence making better decisions on 

whether to approve a project plan and develop the software, improve the plan, or terminate the project. In 

this study, we identified limitations of existing methods for evaluating planning quality and the 

psychological biases that prevent managers from making correct decisions about projects. 

As discussed previously, dual process theory argues that the frequency of poor decisions increases 

due to psychological biases, such as the endowment effect, optimism bias and ambiguity effect. Because 

QPLAN is an empirical and evidence-based tool, it can resolve this problem by providing high quality 

planning information when the level of uncertainty is at its peak and thus improve the quality of decisions, 

i.e., QPLAN incorporates System 2 analysis into System 1 intuitions. In addition, as QPLAN is designed to 

be used by practitioners, it overcomes an important issue in decision support system research: the lack of 

relevance for IT professionals [6]. 

To develop QPLAN, we first examined the decision science, project management, information 

systems and psychology literatures. We selected DSR [23] as a research approach and used DSRP [48] as a 

research process because it provides a process for conducting DSR and a mental model for the research 
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output. We validated QPLAN in the business environment, concurrently with the design and development, 

through multiple case studies and a variety of quantitative and qualitative methods. The data collected 

represented a significant and rich sample of software development projects that were analyzed through 

quantitative and qualitative methods.  

As a result, the research question could be answered. The quality of planning of software 

development projects can be better evaluated through a model that combines two distinct and 

complementary analyses (top-down and bottom-up), and the quality of planning can be improved through 

the identification of the strengths and weaknesses of planning, the identification of project characteristics 

and a knowledge base for organization learning. This claim is supported by the results provided from the 

test of the long-term effect of QPLAN in enhancing the quality of planning over time and the feedback 

provided by practitioners in a summative case study. 

Nonetheless, a methodological limitation of this paper is the single case study approach, which 

does not allow the full validation of QPLAN. One may argue that the approach for enhancing planning 

quality discussed in this paper may not be as effective under different cultural and organizational 

circumstances. For example, QPLAN may be more effective where the levels of project complexity and 

uncertainty are higher, and information is incomplete or ambiguous. Differences may also be noticed when 

comparing different types of organizational approaches to project management. For example, software 

development organizations that use waterfall project management methodologies (where planning needs to 

be more comprehensive) may find QPLAN more effective than those using agile methodologies (where 

deliverables are set as late as possible [57] and planning is hence becoming an evolving process during 

project execution). Accordingly, future research could compare QPLAN effectiveness and bias reduction in 

different countries, industries, and project management approaches. 

Given the massive costs that can result from suboptimal decisions [43] caused by psychological 

biases, this work relies on replacing the instinctive and emotional decision-making (system 1) with a 
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formal analytic process (system 2), by introducing a decision support tool (QPLAN) that requires one to 

analyze data and evaluate planning quality rationally before making a decision.  
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