Amending of fluorescence sensor signal localization in human skin by matching of the refractive index
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Abstract. Fluorescence diagnostic techniques are notable amongst many other optical methods because they offer high sensitivity and noninvasive measurement of tissue properties. However, a combination of multiple scattering and physical heterogeneity of biological tissues hampers interpretation of the fluorescence measurements. Analyses of the spatial distribution of endogenous and exogenous fluorophores excitation within tissues and their contribution to the detected signal localization are essential for many applications. We have developed a novel Monte Carlo technique that gives a graphical perception of how the excitation and fluorescence detected signal are localized in tissues. Our model takes into account the spatial distribution of fluorophores, the variation of concentrations and quantum yield. We demonstrate that matching the refractive indices of the ambient medium and topical skin layer improves spatial localization of the detected fluorescence signal within the tissues.
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1 Introduction

The optical properties of skin tissues have been studied for many years and were reviewed by a number of authors over the past decades.1–3 The growing interest in skin optics is due to the diversity of recently developed noninvasive optical techniques used in modern medicine, both in diagnostics and therapy.4 The recent progress in physics, biochemistry, optics, and microelectronics has resulted in the successful development of variety of miniature biosensor devices capable of accurate monitoring biochemical parameters, but their application for in vivo monitoring remains limited. The reason for this is twofold: (i) difficult integration of artificial sensor elements with living tissue which often results in undesirable immunochemical response and/or fouling of the sensor surface; and (ii) the existing problems in communication between the implanted detector and the sensor.

Recently, a new noninvasive optical/fluorescence technique for express diagnostics and therapeutic monitoring of skin has been proposed as a possible routine clinical diagnostic instrument.5 The technique is based on scanning a “tattoo” pattern transferred onto the skin in a manner similar to children’s nonpermanent tattoos. By incorporating “smart” polymer nanoparticles in the tattoo formulation it is possible to generate fluorescence signals with specific spectral signatures that are indicative of the state of the tissue. Thus, physiological changes pertaining to the temperature, concentration of metabolites, or presence of drugs can be determined. Since a tattoo can combine several chemical sensors, either by intermixing or by separate patterning onto the skin, multiparameter measurements are possible. This new methodology has considerable potential for clinical application both in hospitals and in surgeries for routine monitoring as well as for more complex therapeutic management of drug administration regimes. Other important potential applications include early warning of excessive exposure to ultraviolet radiation, monitoring of general health, fundamental physiological investigation, measuring sensitivity to cosmetics or household products, detection of allergies etc.

The main advantage of this approach is the opportunity to localize the measurements in a small totally controlled volume that is of particular importance for probing biological tissues. Accordingly, understanding the spatial distribution of fluorescence emission within skin tissue as well as spatial detector depth sensitivity (i.e., sampling volume) is required.

Fluorescence emission is affected by several factors including spatial distribution of the fluorophore and its photophysical parameters (i.e., quantum yield, fluorescence lifetime, etc.)9 Both excitation and fluorescence radiation that traverse and arise from a volume of tissue are subjected to tissue optics (scattering, absorption, and anisotropy). To elucidate these effects various theoretical models have been developed: electromagnetic theory,10 Kubelka–Munk approximation,11 diffusion theory,12–14 random walk theory,15 and Monte Carlo (MC) techniques.16–23 At the same time, autofluorescence properties of human skin in vivo were systematically studied and characterized.24–26 The results demonstrated that the spatial distribution of the skin fluorophores is not uniform, as was assumed in theoretical models,10–15,24 and has a layered quasiperiodical structure.19,26

In this paper, we investigate the distribution of fluorescence emission within skin tissue and the detector depth sen-
itivity, provided that the distribution of skin fluorophores corresponds to the collagen fiber packing. Based on the results of our previous study, we pay particular attention to the influence of refractive index matching on changes in the sampling volume. Those results showed that contrast and spatial resolution of the shallow sampling volume produced by the fiberoptic probe can be significantly improved by matching refractive indices at the skin interface. A general MC technique for optical radiation propagation and the fluorescence simulation used to examine the fluorescence excitation and sampling volume in skin tissue are discussed in Secs. 2 and 3, respectively. The results of simulation and discussions are presented in Sec. 4, and conclusions of the study conducted are given in Sec. 5.

2 Simulation of Optical Radiation Propagation within Human Skin

The stochastic numerical MC method is widely used to model optical radiation propagation in complex randomly inhomogeneous highly scattering absorbing media like biological tissue. We employed the MC technique, which combines the statistical weight scheme and optical path simulation. This simulation approach is based on the modeling of a large number of possible photon packet trajectories from the site of photon injection into the medium (source) to the site where the photons leave the medium (detector). The elements of the simulation of individual photon packet propagation are modeled according to the optical properties of the medium. The initial and final states of the photon packets are determined entirely by the source and detector geometries and their numerical apertures.

Photon path length \( l \) can take any positive value with the probability density function \( p(l) = \mu_t \exp(-\mu_s l) \), where \( \mu_t = \mu_s + \mu_a \) is the extinction coefficient, and \( \mu_s \) and \( \mu_a \) are the scattering and absorption coefficients, respectively. Assuming independence of the absorption and scattering in the medium, we define a photon packet pathlength at the \( i \)th step as

\[
l_i = -\frac{\ln(\xi)}{\mu_s},
\]

where \( \xi \) is a uniformly distributed random number between 0 and 1. The position of a photon packet is specified in the Cartesian coordinate system. Additionally, the polar \( \theta \) and azimuthal \( \varphi \) angles are used to describe deviation of the photon packet direction due to scattering at each step of motion in the modeling medium (Fig. 1). Quantitatively, scattering is specified by the anisotropy factor \( g \) and the Henyey–Greenstein scattering phase function. A photon packet incident on a medium interface splits into reflected and refracted parts with weight attenuated by

\[
W(W) = W_j \exp\left(-\sum_{i=1}^{N_j} \mu_{a,i} l_i\right). \tag{3}
\]

Here, \( N_j \) is the number of scattering events undergone by the \( j \)th photon packet during its random walk, \( l_i \) is the photon packet path length at the \( i \)th scattering event [Eq. (1)], and \( W_j \) is the statistical weight of \( j \)th photon packet reached at point \( r \) in the absorption free medium [Eq. (2)]. This approach to separate simulation of scattering and absorption agrees with microscopic Beer–Lambert law, and allows rapid recalculation of the sounding radiation intensity at point \( r \) for a set of medium absorption.

The MC technique described above was validated through a comparison with the photon diffusion equation for a semi-infinite homogeneous scattering medium. It also demonstrated that when a computational model is used that has reasonable physical and structural parameters typical of skin tissue, the results of skin diffuse reflectance spectra simulation agree reasonably well with the results of in vivo skin spectra measurements.

3 Simulation of Fluorescence Emission

Typically, computational MC modeling of skin tissue fluorescence consists of three main steps. First, the fluence rate distribution within a tissue volume is calculated by the standard MC scheme. Then, the spatial fluorescence distribution is obtained by multiplying the fluence rate distribution by 
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the intrinsic fluorescence profile, which is defined as the product of the absorption coefficient of the fluorophore at the excitation wavelength and its quantum yield at the emission wavelength. Finally, the fluorescence detected is calculated as the convolution of the fluorescent source distribution throughout the tissue with the Green’s function. With in the framework of this model, the intensity of the simulated local fluorescence is proportional to the fraction of absorbed energy that is determined by the quantum yield of the fluorophore. Thus the fluorescent source distribution within the medium is mainly dependent on the fluence rate distribution.

Crilly et al. employed the MC fluorescence forward-adjoint model. This MC scheme utilizes solution of a transport equation in both the forward (excitation photon) and adjoint (fluorescent photon) calculations. Solution of the adjoint transport equation is obtained for those fluorescent photons that contribute to the fluorescence signal detected.

Recently, another scheme for independent simulation of how fluorescence acts was proposed. In this approach, emission of the fluorescence photons occurs at scattering sites and the quantum yield of a fluorophore serves as the fluorescence threshold probability [Fig. 2(a)]. The intensity of the simulated fluorescent light is defined by the fraction of absorbed radiation at the absorption site [see Fig. 2(a)]. In a more plausible model of fluorescence simulation, the fluorophore absorption is separated from total medium absorption by a rejection scheme based on fluorophore absorption threshold [Fig. 2(b)]. Here, the intensity of the fluorescence generated is equal to the product of the quantum yield and the intensity of incident radiation at the absorption site. In this model, each photon packet produces only one fluorescence photon. Both models assumed that the fluorescence is emitted uniformly from scattering sites in random directions.

With regard to the above-mentioned techniques, we extend the MC technique, which was briefly described in Sec. 2, for the fluorescence simulation. A schematic of the model is given in Fig. 3. The probability of fluorescence excitation is determined to be

\[
W_{em}(r) = W(r) P_a P_\rho P_\gamma ,
\]

where \( W(r) \), defined by Eq. (3), is the probability that the photon packet has reached point \( r = (x, y, z) \) in the medium; \( P_a \) is the probability of photon packet absorption at the \( i \)th step; \( P_\rho \) is the probability of absorption by the fluorophore nonuniformly distributed within the medium; \( P_\gamma \) is the probability of fluorescence excitation determined by fluorophore quantum yield \( \gamma \). Probabilities \( P_a, P_\rho, P_\gamma \) are calculated by the standard rejection scheme. In contrast to the above-mentioned models [see Figs. 2(a) and 2(b)], where fluorescence is emitted at the scattering sites, we define the origin of fluorescence at an arbitrary point \( r = (x, y, z) \) between scattering events, i.e., at the absorption site (see Fig. 3). The distribution of fluorophores within human skin is complex. The stratum corneum and the epidermis mainly contain NAD(H), elastin, keratin, flavin, and other fluorophores randomly distributed within these layers. In dermal layers the spatial distribution of the fluorophore closely follows the distribution of collagen fibers organized in long, wavy bundles, which vary in diameter between 1 and 40 μm. Collagen bundles interweave in a complex random manner and form a three-dimensional irregular meshwork. We describe this meshwork by \( \cos(kp) \cos(kz) \), where \( k = \pi/d \); \( d \) is the collagen fiber diameter; \( p = p(x, y) \), and \( z \) is the coordinate of a point in the medium. The nonhomogeneous distribution of fluorescence within dermal layers is clearly illustrated in the experimental images of autofluorescence of human skin, whereas the distribution of fluorophores in the stratum corneum and epidermis seems to be homogeneous. The current MC model neglects all polarization effects that might result in

![Fig. 2 Schematic of the fluorescence simulation: (a) fluorescence probability determined by quantum yield \( \gamma \) of a fluorophore (Ref. 21); (b) each fluorescence event determined by the probability of the photon packet absorption \( P_a = [1 - \exp(-\mu_a l)] \) (Refs. 22 and 23). Here, \( W_{r-1} \) and \( W_i \) are statistical photon weights at the \((i-1)\)th and \(i\)th steps of the photon packet, respectively; \( \mu_a \) is the fluorophore absorption coefficient; \( l \) is the path length of a photon between scattering events; \( \xi \) (0 ≤ \( \xi \) ≤ 1) is the uniformly distributed random number used in the rejection scheme (Ref. 32).](image1)

![Fig. 3 Schematic of the fluorescence modeling: \( P_d \) is probability of photon packet absorption between two scattering sites \( S_{r-1} \) and \( S_i \); \( P_a \) is the probability of absorption by the fluorophore; \( P_\gamma \) is the probability of fluorophore fluorescence determined by the fluorophore quantum yield \( \gamma \); \( P_d = (1 - P_\rho) \) is the probability of dissipation determining a fraction of absorbed energy exerted nonradiative relaxation through other mechanisms, e.g., thermal excitation, etc. or phosphorylucence; \( \rho(x, y, z) \) determines the spatial fluorophore distribution within the medium.](image2)
anisotropic fluorescence emission. Therefore, the fluorescence photons are emitted isotropically from source points, thus agreeing with assumptions proposed in earlier work.

When the spatial distribution of fluorescence excitation accumulates as a set of coordinates \( (x, y, z) \) and photon weights \( W_{em} \), fluorescence photons are emitted from corresponding fluorescence sources until the necessary number of photon packets collected by a detector is achieved. Emitted fluorescence photons propagate in the medium in a manner similar to that described in Sec. 2.

To express the sensitivity of a surface measurement (a detection system) to the interrogated volume of tissue, detector depth sensitivity, or so-called sampling volume, is employed. The sampling volume \( Q(r) \) is defined as the gradient of fluorescence radiation density with respect to the absorption coefficient of a small region of the medium at point (pixel) \( r \). It can also be identified with the mean time spent by a photon in this region. An intuitive description of detector depth sensitivity can be obtained in terms of the accumulated trajectories of fluorescence photons that reach the detector that make it amenable to calculation using the Monte Carlo method as follows:

\[
Q(r) = -\frac{\partial}{\partial \mu_a(r)} \ln \left( \frac{I_f}{I_0} \right) = \frac{\sum_{j=1}^{M} l_j(r) W_j}{\sum_{j=1}^{M} W_j}.
\]

Here \( W_j \) is the final weight of the \( j \)th fluorescence photon packet calculated by Eqs. (2) and (3) with the initial weight determined by \( W_{em} \) [Eq. (4)]; \( M \) is the total number of detected fluorescence photon packets; \( l_j(r) \) is the weighted mean of path length traversed by a photon packet in a cell with its center position at \( r \); \( l_0 \) is the size of the cell, which has cubic shape of \( 10 \mu m \times 10 \mu m \times 10 \mu m \). In the results of simulation presented below, the sampling volume \( Q(r) \) is considered a two-dimensional cross-sectional map \( Q(x, z) \) because of its three-dimensional (3-D) distribution, where \( x \) is the horizontal axis and \( z \) is the depth direction.

### Table 1

<table>
<thead>
<tr>
<th>( k )</th>
<th>Skin layer</th>
<th>( \mu_a ) (mm(^{-1}))</th>
<th>( \mu_g ) (mm(^{-1}))</th>
<th>( g )</th>
<th>( n )</th>
<th>( t ) (( \mu m ))</th>
<th>( d ) (( \mu m ))</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stratum corneum</td>
<td>40</td>
<td>20</td>
<td>0.2</td>
<td>0.9</td>
<td>1.5</td>
<td>20</td>
<td>\cdots</td>
</tr>
<tr>
<td>2</td>
<td>Epidermis</td>
<td>35</td>
<td>10</td>
<td>0.15</td>
<td>0.85</td>
<td>1.34</td>
<td>80</td>
<td>\cdots</td>
</tr>
<tr>
<td>3</td>
<td>Sensor layer</td>
<td>35</td>
<td>12</td>
<td>0.1</td>
<td>0.6</td>
<td>1.37</td>
<td>50</td>
<td>\cdots</td>
</tr>
<tr>
<td>4</td>
<td>Papillary dermis</td>
<td>30</td>
<td>12</td>
<td>0.7</td>
<td>0.8</td>
<td>1.4</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Upper blood net dermis</td>
<td>35</td>
<td>15</td>
<td>1.0</td>
<td>0.9</td>
<td>1.39</td>
<td>80</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>Dermis</td>
<td>27</td>
<td>12</td>
<td>0.7</td>
<td>0.76</td>
<td>1.4</td>
<td>1500</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>Deep blood net dermis</td>
<td>35</td>
<td>15</td>
<td>1.0</td>
<td>0.95</td>
<td>1.39</td>
<td>200</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>Subcutaneous fat</td>
<td>15</td>
<td>5</td>
<td>0.3</td>
<td>0.8</td>
<td>1.44</td>
<td>5000</td>
<td>\cdots</td>
</tr>
</tbody>
</table>

### 4. Results and Discussion

The MC model described was used to assess the spatial distribution of both skin tissue autofluorescence and fluorescence excitation of the tattoo sensor layer. The optical parameters of skin tissue used in the simulation are shown in Table 1. These parameters were chosen for 488 nm, whereas optical properties of the sensor layer were assumed to be close to the optical characteristics of the most dominant fluorophores used in optical diagnostic.

The 488 nm wavelength was used as the excitation wavelength, since it is close to the fluorescein absorption maximum (494 nm). The tattoo sensor layer, embedded in the epidermis (100–150 \( \mu m \)), is 50 \( \mu m \) thick and the thickness of the pure epidermis is 80 \( \mu m \) (see Table 1 for details). Actually, the optical tissue properties for excitation and emission (fluorescence) wavelengths are different. In the visible/near-infrared range of the spectrum scattering coefficient \( \mu_s \) is a slowly varying function of the wavelength. In this study these parameters are assumed to be identical, since they are intended to illustrate general trends of changes in the detecting signal localization due to refractive index matching rather than provide a detailed quantitative analysis. This assumption is justified if the Stokes’ shift is less than 100 nm.

The simulated distribution of fluorescence excitation obtained within the skin has a distinct porous periodical structure in the dermal layers (Fig. 4). This is the consequence of the collagen meshwork modeled as a periodic function. The period of this structure is close to the collagen bundle diameter of modeled layers, 20 \( \mu m \) (see Table 1). The distribution of the fluorescence excitation in the papillary dermis seems highly granular, and the fine porous structure is only marginally observed. The papillary dermis lies at 100–150 \( \mu m \) depth and contains small (0.3–3 \( \mu m \) in diameter) loosely distributed collagen fibers. Modeled autofluorescence excitation observed in the dermal layers is significantly higher than in stratum corneum and epidermis. This agrees well with experimental data.
sensor (100–150 μm) and in dermal layers (250–330 μm) is comparable quantitatively (see Fig. 4).

Regardless of the complex porous periodical structure of the fluorescence excitation distribution (see Fig. 4), the corresponding sampling volume seems to be smooth and continuous (Fig. 5). As expected, the area of maximum sensitivity is localized in the sensor and topical dermal layers (up to ~300 μm under the surface, i.e., papillary and upper blood net derma). However, the fraction of fluorescence that is sensitive to sensor and topical dermal layers is almost identical (see Fig. 5). Accordingly, for adequate quantitative interpretation of the fluorescence signal detected differential analysis is required.

Additional MC simulation was carried out to illustrate how the localization of fluorescence excitation and sampling volume are affected by excitation at longer wavelength. To do this modeled optical skin tissue properties were chosen for 700 nm. Due to the monotonic decrease in scattering of skin tissue with the wavelength in the range of 450–1100 nm, scattering coefficients $\mu_s$ and $\mu_a$ skin layers are taken to be a factor of 10 less (Ref. 1). Scattering coefficients $\mu_s$ are reduced by a factor of 2–3, the rest of the optical skin tissue parameters are held constant. Scattering of the sensor layer is chosen to be equal to that of the epidermis. Its absorption coefficient is held constant assuming use of a near-infrared fluorophore. The diameter of the source is equal to 200 μm. The incident beam has a uniform geometry profile.

The results of the simulation are presented in Fig. 6. The results show that the excitation of autofluorescence in the dermal layers is highly (~four to five times) suppressed due to the low fluorescence efficiency of natural fluorophores in the near-infrared spectral region (Ref. 9). The main fluorescence excitation is localized in the sensor layer. The modeled optical skin tissue properties were chosen for 700 nm (see Table 1). Absorption coefficients $\mu_a$ skin layers are taken to be a factor of 10 less (Ref. 1). Scattering coefficients $\mu_s$ are reduced by a factor of 2–3. The rest of the optical skin tissue parameters are held constant. Scattering of the sensor layer is believed to be similar to that of the epidermis, while its absorption coefficient was assumed to be unchanged, presuming use of a near-infrared fluorophore. The low fluorescence efficiency of endogenous fluorophores in the near-infrared spectral region was simulated by their reduced absorption; the quantum yield of biotissues was kept unchanged throughout.

The results of the simulation are presented in Fig. 6. The results show that the excitation of autofluorescence in the dermal layers is highly (~four to five times) suppressed due to the low fluorescence efficiency of natural fluorophores in the near-infrared spectral region and that the main fluorescence excitation is localized in the sensor layer. Nevertheless, the complex porous periodic structure in the dermal layers is still observed. Results of the sampling volume analysis demonstrate that the maximum for detecting the depth sensitivity is localized in a small region deep in the sensor layer (Fig. 7). In other words, the detector predominantly collects those fluorescence photons that are generated in the sensor layer. However, the presence of a contribution from stratum corneum and epidermis is also non-negligible (see Fig. 7).

Recently it has been demonstrated that localization of the signal detected can significantly be improved by so-called skin tissue clearing. Diffusion of biocompatible chemicals into skin temporarily substitutes for water within tissues. This
causes matching of the refractive indices of the structural elements of skin cells (not the medium surface as in our case) and temporarily increases the transparency of upper skin layers that allows unrestricted light to permeate deeper into tissues.\textsuperscript{46,47} A considerable increase of detected fluorescence signal was observed since the scattering in skin tissue was substantially reduced through the application of biochemical clearing agents.\textsuperscript{48} By the way, the results presented in Fig. 7 can be also considered from this point of view, i.e., how the reducing of scattering affects the sampling volume.

Contrary to the tissue clearing approach, lately, researchers’ attention has been drawn to matching refractive indices at the medium boundary interface.\textsuperscript{27,49,50} In the current study the effect of matching of the refractive index is also examined by using additional modeling. The simulation is repeated using identical optical parameters of skin layers chosen for 488 and 700 nm. The refractive index of an adjacent medium was taken as equal to the refractive index of the stratum corneum, i.e., 1.5. The outcomes of simulation (Fig. 8) show that the refractive index matching does not change the distributions of fluorescence excitation much compared to those depicted in Figs. 4 and 6. They are explained by the fact that there is a low fluorophore concentration in the topical skin layers, and these layers have mostly undergone refractive index matching.\textsuperscript{27}

The results of the sampling volume simulation for the case of refractive indices matching are presented in Fig. 9. Matching of the refractive indices of the ambient medium and stratum corneum restricts localization of detector depth sensitivity in the sensor layer and upper dermal layer, and removes it from stratum corneum and epidermis [see Fig. 5 vs Fig. 9(a) and Fig. 7 vs Fig. 9(b)]. It can be seen that the sampling volumes have remained constant, but the maximum of detector depth sensitivity was shifted to the sensor layer. That should result in detection of the fluorescence signal emitted from the tattoo sensor.

5 Conclusions
We have studied the localization of fluorescence probing in a small predictable volume for express noninvasive skin tissues monitoring. The MC technique was applied to model the fluorescence excitation and to assess the sampling volume within the skin. The results of simulation show that maximum of the fluorescence excitation sources is localized in topical dermal layers and in the tattoo sensor. The spatial distribution of the fluorescence excitation within dermal layers demonstrated a

---

Fig. 7 Two-dimensional distributions of the spatial depth sensitivity $Q(x,z)$ in the near-infrared spectral region. The maximum detecting depth sensitivity is localized in a small region deep in the sensor layer. The detector predominantly collects those fluorescence photons that are generated in the sensor layer. The optical parameters of skin layers were chosen for 700 nm (Table 1). The diameter and numerical aperture of the detector are equal to 1000 $\mu$m and 0.63; acceptance angle $\theta_d = \sin^{-1} (\text{NA}/n_0)$ is $40^\circ$.

Fig. 8 Spatial distribution of the fluorescence excitation for refractive index matching ($n_0 = 1.5$): (a) visible spectral region 488 nm; (b) near-infrared spectral region 700 nm.
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